
Quantum Thermodynamic Machines:
The Role of Interaction and Information

A thesis

submitted by

George Thomas

in partial fulfillment of

the requirements for the degree of

Doctor of Philosophy

Indian Institute of Science Education and Research (IISER)

Mohali

August, 2014





Declaration

The work presented in this thesis has been carried out by me under the guidance of

Dr. Ramandeep S. Johal at the Indian Institute of Science Education and Research

Mohali. This work has not been submitted in part or in full for a degree, diploma

or a fellowship to any other University or Institute. Whenever contributions of

others are involved, every effort has been made to indicate this clearly, with due

acknowledgement of collaborative research and discussions. This thesis is a bonafide

record of original work done by me and all sources listed within have been detailed

in the bibliography.

George Thomas

Place :

Date :

In my capacity as the supervisor of the candidate’s PhD thesis work, I certify that

the above statements by the candidate are true to the best of my knowledge.

Dr. Ramandeep S. Johal

Associate Professor

Department of Physical Sciences

IISER Mohali

Place :

Date :

i





Acknowledgements

I would like to thank my supervisor Dr. Ramandeep S. Johal for his unwavering

and creative guidance. His academic excellence and outstanding personality were

the beacons during this journey.

My sincere gratitude to visionary Director, Prof. N. Sathyamurthy for inspira-

tion. I am thankful to Prof. Sudeshna Sinha, Head of the Department of Physical

Sciences, for support and encouragement. I am grateful to my internal monitoring

committee members, Dr. Sanjeev Kumar and Dr. K. P. Singh for insightful sug-

gestions and motivation. I thank my group members; Preety for collaboration and

Venu Mehta and Harsh Katyayan for encouragement and discussions in the group

meetings.

I am grateful to IISER Mohali for providing advanced infrastructure and ex-

cellent research environment. I also thank IISER Mohali for financial support and

hostel facility. I would like to acknowledge the Computer Center of IISER Mohali

and Dr. Paramdeep S. Chandi for much needed support and providing software

such as Mathematica for research purposes. My gratitude to the Library facility of

IISER Mohali and Dr. P. Visakhi, Deputy Librarian, for providing subscription to

various journals, which plays an essential role in research.

I deeply appreciate the help and concern from my friends, Amrita Kumari, Deb-

malya Das, Ritabrata Sengupta and Harpreet Singh during these years. I also thank

my friends, Neha Jain, Shalini Gupta, C. Jebarathinam, Kanika Pasrija, Swagatam

Nayak, Mohit Tanga, Jithin Paul and Amol Ratnaparkhe for various memorable

moments. Special thanks to Shruti Dogra for constant support, care and useful

discussions. I am indebted to my friends, Joshil K. Abraham and Pavithran S. Iyer

for their friendship and helping nature.

I also thank the Deans, faculty members, non-teaching staff, research scholars

and BS-MS students of IISER Mohali for making the campus an excellent place to

pursue research. My deepest gratitude to my parents and family members for their

love and kindness.

George Thomas

iii





List of publications

1. G. Thomas and R. S. Johal, Coupled quantum Otto cycle, Phys. Rev. E 83,

031135 (2011).

2. G. Thomas and R. S. Johal, Expected behavior of quantum thermodynamic

machines with prior information, Phys. Rev. E 85, 041146 (2012).

3. G. Thomas, P. Aneja and R. S. Johal, Informative priors and analogy between

quantum and classical heat engines, Phys. Scr. T151, 014031 (2012).

4. G. Thomas and R. S. Johal, Friction due to inhomogeneous driving of coupled

spins in a quantum heat engine, Eur. Phys. J. B, (2014) 87: 166.

5. G. Thomas, P. Aneja and R. S. Johal, Incomplete Information and Expected

Performance Characteristics of Heat Engines, Research and Reviews : Journal

of Statistics, special issue on recent statistical methodologies and applications

(in press).

6. G. Thomas and R. S. Johal, Estimating performance of Feynman’s ratchet

from limited information, arXiv:1410.2140 [cond-mat.stat-mech] (submitted

for publication).

v



vi



Contents

Acknowledgements iii

List of publications v

List of Figures x

1 Introduction 1

1.1 Quantum thermodynamic machines . . . . . . . . . . . . . . . . . . . 1

1.2 Thermodynamics and information . . . . . . . . . . . . . . . . . . . . 5

1.2.1 Thermodynamics, information and inference . . . . . . . . . . 6

1.2.2 Thermodynamics and entanglement . . . . . . . . . . . . . . . 8

1.3 Quantum thermodynamic processes . . . . . . . . . . . . . . . . . . . 10

1.3.1 Quantum isothermal process . . . . . . . . . . . . . . . . . . . 10

1.3.2 Quantum adiabatic process . . . . . . . . . . . . . . . . . . . 11

1.3.3 Quantum isochoric process . . . . . . . . . . . . . . . . . . . . 12

1.3.4 Quantum isobaric process . . . . . . . . . . . . . . . . . . . . 12

1.4 Review of basic concepts . . . . . . . . . . . . . . . . . . . . . . . . . 12

1.4.1 Pure and mixed ensemble . . . . . . . . . . . . . . . . . . . . 12

1.4.2 Quantum entropies . . . . . . . . . . . . . . . . . . . . . . . . 13

1.4.3 First law of thermodynamics and definition of work and heat . 15

1.4.4 Second law of thermodynamics and majorization . . . . . . . . 15

1.4.5 Dynamics of open quantum system . . . . . . . . . . . . . . . 16

1.4.6 Entropy maximum postulates and definition of temperature

in thermodynamics . . . . . . . . . . . . . . . . . . . . . . . . 17

1.5 Thesis layout . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

vii



2 Quantum Otto cycle with coupled spins 21

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 Classical Otto cycle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.3 A model of a quantum Otto cycle . . . . . . . . . . . . . . . . . . . . 23

2.4 Coupled quantum heat engine . . . . . . . . . . . . . . . . . . . . . . 25

2.4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.4.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.4.3 The heat cycle . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.5 The local description . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.5.1 The case B1 > B2 . . . . . . . . . . . . . . . . . . . . . . . . 30

2.5.2 The case B2 > B1 . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.5.3 Local temperatures . . . . . . . . . . . . . . . . . . . . . . . 32

2.6 Upper bound for global efficiency (B1 > B2) . . . . . . . . . . . . . . 34

2.6.1 Upper bound for global efficiency (B2 > B1) . . . . . . . . . . 36

2.7 Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3 Friction in quantum heat engines 39

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.1.1 Time evolution with time-dependent Hamiltonian . . . . . . . 41

3.1.2 Quantum adiabatic theorem . . . . . . . . . . . . . . . . . . . 42

3.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.3 Dynamics on the adiabatic branch and entropy production . . . . . . 46

3.4 Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.4.1 Local work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.4.2 Work done in slow and fast process . . . . . . . . . . . . . . . 50

3.5 Local dynamics of spins with slow driving . . . . . . . . . . . . . . . 52

3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4 Quantum thermodynamic machines with prior information: Sub-

jective approach 57

4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.1.1 Prior probability and Bayes theorem . . . . . . . . . . . . . . 58

viii



4.1.2 Partial information versus complete ignorance . . . . . . . . . 58

4.2 Quantum model for work extraction . . . . . . . . . . . . . . . . . . . 59

4.3 Bayesian Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.3.1 Assignment of the prior . . . . . . . . . . . . . . . . . . . . . 61

4.4 Expected Values of Physical Quantities . . . . . . . . . . . . . . . . . 65

4.4.1 Internal energy . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.5 Asymptotic Limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.6 Analysis at a given thermal efficiency . . . . . . . . . . . . . . . . . . 69

4.7 Application of Bayes theorem . . . . . . . . . . . . . . . . . . . . . . 71

4.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5 Efficiency of heat engines and information 75

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.2 Bayesian statistics and CA efficiency . . . . . . . . . . . . . . . . . . 77

5.3 Feynman’s ratchet . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.3.1 Optimal performance as a heat engine . . . . . . . . . . . . . 79

5.3.2 Optimal performance as a refrigerator . . . . . . . . . . . . . . 81

5.4 A different class of efficiency . . . . . . . . . . . . . . . . . . . . . . . 83

5.4.1 Efficiency of a Brownian heat engine . . . . . . . . . . . . . . 84

5.4.2 Efficiency of a quantum heat engine from Bayesian statistics . 85

5.5 Efficiency at maximum work when one of the energy scales is given . 85

5.5.1 Choice of prior . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.5.2 Expected maximum work for given a1 . . . . . . . . . . . . . . 87

5.5.3 Efficiency in near-equilibrium limit . . . . . . . . . . . . . . . 88

5.5.4 Numerical results . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.6 Expected performance of Feynman’s ratchet when ε1 or ε2 is given . . 90

5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

6 Conclusions and future directions 95

A Coupled quantum Otto cycle 99

A.1 Heisenberg spin chain as working medium . . . . . . . . . . . . . . . 99

A.1.1 Mathematica code . . . . . . . . . . . . . . . . . . . . . . . . 99

A.2 Friction in adiabatic branch . . . . . . . . . . . . . . . . . . . . . . . 102

ix



B Expected performance at optimal work 105

B.1 Expected behavior when energy scale of the second spin is given . . . 105

B.2 Expected maximum work with uniform prior . . . . . . . . . . . . . . 106

x



List of Figures

1.1 MASER as a heat engine: A three-level system is attached to two

thermal reservoirs using filters. Here ν1 and ν2 are the pump fre-

quency and the idler frequency respectively [106]. . . . . . . . . . . . 2

1.2 Szilard Engine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 A pictorial representation of different states of two-level systems on a

Bloch sphere. ρp represent a pure state which resides on the surface

of the sphere. The mixed states are denoted by ρm and they are

represented by the points inside the Bloch sphere. A special case is

a maximally mixed state ρmm, which is situated at the center of the

sphere. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1 P-V diagram representing classical Otto cycle. . . . . . . . . . . . . . 23

2.2 A pictorial representation of the cycle undergone by the system. . . . 24

2.3 Energy level diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.4 Efficiency versus the coupling constant J , for B1 > B2 case, for values

B1 = 4, B2 = 3, T1 = 1 and T2 = 0.5. The uncoupled case corre-

sponds to η0 = 1 − B2/B1 = 0.25, which is shown as the reference

horizontal line. Case (i) p′1 > p1, corresponds to efficiency below this

line, while case (ii) p1 > p′1 gives a higher efficiency. The upper curve

denotes the bound for efficiency from Eq. (2.34). The inset shows

the behavior of p1 (solid line) and p′1 (dashed line) vs J . . . . . . . . 31

2.5 Local effective temperatures of a spin (shown as a circle with two

levels) during various stages of the heat cycle. Case (I) implies B1 >

B2, while case (II) implies B1 < B2. Note that, in either case, the

opposite signs of heat are exchanged locally upon contact with hot or

cold baths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

xi



2.6 Three possible configurations of energy levels with eigenvalues −6J ,

(2J − 2B1) and the level (2J − 2B2) resulting from the first quantum

adiabatic process whereby B1 is changed to a lower value B2. Only

case (a) is possible as discussed in the Section 2.6. . . . . . . . . . . . 35

3.1 A pictorial representation of eigenvalues and eigenstates of the Hamil-

tonian at the end of first adiabatic process (stage 2). The {p′i} rep-

resent the populations in the energy eigenbasis {|ψ′
i〉}. In the infinite

time limit, we get p′i = pi and the eigenstates of the density matrix

are same as that of the Hamiltonian. . . . . . . . . . . . . . . . . . . 47

3.2 Work obtained in a cycle versus the total time (τ) allocated for both

the adiabatic processes. Here we use B1 = B2(0) = 3, B3 = 4,

J = 0.1, T2 = 2 and T1 = 1. The work is bounded above by Wub (Eq.

(3.46), dashed line). The thick horizontal line depicts the lower bound

Wlb, Eq. (3.44), obtained for a sudden adiabatic process (τ → 0).

The inset shows total entropy production on the adiabatic branches

versus total time (τ). As τ is increased, the total entropy production

reduces monotonically to zero and the frictional effect vanishes. . . . 54

4.1 Observer A (B) assigns the same range of values for a1 (a2) in the

initial state of spin R (S). But the range assigned for the other pa-

rameter a2 (a1), conditional on the operation as an engine, is different.

This fact manifests such that A and B in general arrive at different

estimates for physical quantities. . . . . . . . . . . . . . . . . . . . . . 64

4.2 Expected work in the general case, is less than the expected work

in the special case for which the efficiency is fixed a priori. Both

expressions for work are calculated at the same efficiency as given by

Eq. (4.44). As θ → 1, the ratio approaches a constant value 3/4. . . . 71

xii



4.3 The work versus efficiency plot. The expected work obtained by aver-

aging over prior (using Eq. (4.52)) and posterior distribution is shown

with normal and dotted curve respectively. The dashed curve shows

the maximum work obtained at a given efficiency, when there is no

uncertainty of energy level spacings. Here we use T1 = 1, T2 = 0.5,

amin = 0.01 and amax = 50 [112]. . . . . . . . . . . . . . . . . . . . . 73

5.1 Finite-time Carnot cycle: Curzon-Ahlborn model. The efficiency at

maximum power of this cycle is given in Eq. 5.2 . . . . . . . . . . . . 76

5.2 The normal curve shows the CA value for Feynman’s ratchet as a

heat engine which is also obtained when Jeffreys prior is assigned

for the uncertain parameter. The dotted curve is the corresponding

efficiency when a uniform prior is used. The dashed curve represents

the efficiency at optimal power η̃. . . . . . . . . . . . . . . . . . . . . 80

5.3 The coefficient of performance of Feynman’s ratchet is plotted versus

θ. The normal curve shows the CA value for refrigerator which is the

COP at optimal performance of the refrigerator when Jeffreys prior

is assigned for the uncertain parameter. The dashed line represents

the interpolation formula for COP corresponding to optimal values

of χ-criterion [110]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.4 A Brownian particle in a periodic and asymmetric potential. . . . . . 84

5.5 The efficiency in Eqs. (4.44) and (5.39) are plotted versus θ. The

dashed curve is the efficiency at maximum power for the Brownian

heat engine. The upper curve is the efficiency obtained in the asymp-

totic limit of the quantum model when two intrinsic energy scales of

the working medium are uncertain. The dotted line corresponds to

(1− θ)/3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.6 The top curve shows the efficiency at maximum work when a2 is

given. The lower curve corresponds to the efficiency at maximum

work when a1 is specified. The middle dashed curve indicates the

arithmatic mean of the above mentioned efficiencies. . . . . . . . . . . 90

xiii



5.7 The top normal curve shows the mean efficiency (η) estimated for

the quantum model. The dashed curve corresponds to the efficiency

of the engine when a1 and a2 are unknown as given in Eq. (4.44).

The dotted curve indicates the efficiency at maximum power of a

Brownian heat engine, (see Eq. (5.39)). The lower line shows the one

third of Carnot value which is the first order term of all the above

mentioned efficiencies near equilibrium. . . . . . . . . . . . . . . . . . 91

xiv



Chapter 1

Introduction

One of the greatest contributions of the twentieth-century science is quantum theory

which has revolutionized our understanding about the universe. On the other hand,

thermodynamics is one of the pillars of classical science, whose application include

wide ranging systems such as black holes [22] and biological systems [54]. More-

over the notion of thermodynamic consistency has played an important role in the

progress of science such as the discovery of Planck’s law for black-body radiation.

Extension of thermodynamics to quantum regime [47, 1, 74, 58, 111] has attracted

a wide attention in recent years. This emerging field is popularly known as quantum

thermodynamics. An important motivation to study quantum thermodynamics is

the tremendous advancement in the technology at nano-scale. Also the frontier

fields of ultra-cold atoms and quantum information are closely related to quantum

thermodynamics [102, 89, 29, 74].

1.1 Quantum thermodynamic machines

As the classical models of heat engines played a central role in the development of

the field of classical thermodynamics, quantum heat engines are novel tools to probe

the underlying thermodynamic properties of quantum systems. It is interesting to

understand some of the pioneering steps taken in this direction. In 1959, a paper

by H. E. D. Scovil and E. O. Schulz-DuBois discussed a three-level MASER as a

quantum heat engine [106]. Here, the working substance is a three-level atom. Two

reservoirs (or baths) are connected selectively to the energy levels of the working

1



substance as shown in Fig. 1.1. As heat flows from hot bath to cold bath through
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Figure 1.1: MASER as a heat engine: A three-level system is attached to two

thermal reservoirs using filters. Here ν1 and ν2 are the pump frequency and the

idler frequency respectively [106].

the three level system, an amount of work is delivered by the system in the form

of photons. For the maser action to prevail, we need p2/p1 ≥ 1, where pi is the

corresponding population for the ith energy level. Further, the condition for the

maser action can be written as η ≤ ηc, where η = 1 − ν2/ν1 and ηc = 1 − T2/T1

are the efficiency of the system and Carnot value, respectively. Hence the model is

consistent with the second law of thermodynamics.

When a quantum system is attached with a bath, the total system, i.e. the

system and the bath together undergo a unitary process. However the dynamics of

the quantum system alone is in general, not unitary. The theory of open quantum

systems was developed in the mid-1970s [84, 50]. The quantum evolution of a system

in contact with a bath, is given by a master equation and the most general form of

this master equation is known as Lindblad equation:

dρ

dt
=
−i
h̄
[H, ρ] +

N2−1∑
i,j=1

aij

(
FiρF

†
j −

1

2
(ρF †

j Fi + F †
j Fiρ)

)
. (1.1)

Here H is the Hamiltonian and {Fi} constitute an orthonormal basis of operators

on the system’s Hilbert space. This evolution is trace-preserving and completely

positive [84]. Further this dynamics helps us to understand the mechanism behind

the thermalization of a quantum system when it is attached with a bath. Later, in

1979, an open quantum system attached to different thermal reservoirs was studied

as a model of quantum heat engine [7]. Here, the external conditions associated

2



with the open quantum system are changed in such a way that the system operates

as a heat engine. Moreover, the Carnot value as the upper bound for the efficiency

is also verified.

The earlier development of thermodynamics was based on classical systems. On

the other hand, quantum systems show non-classical features such as superposition

of states, entanglement etc. So one of the motivations to study quantum thermody-

namics is to understand the scope of thermodynamics to incorporate non-classical

features of quantum systems. Even though the second law of thermodynamics is a

statistical law, all the successful theories are consistent with it. Besides the idea of

Maxwell’s demon [80], there were many attempts to understand the implication of

second law of thermodynamics [108, 107, 38]. So we discuss some of the important

attempts which used non-classical features to overcome the limitations set by the

second law of thermodynamics. Further we see the solution by which the consistency

of second law of thermodynamics is established in these models.

Scully and his co-workers used quantum coherence to demonstrate an engine

which can extract work from a single heat bath [108]. Their model is a quantum

photo-Carnot engine where radiation pressure pushes the piston to extract work.

Three-level atoms prepared in an initial temperature Th flow through the engine

and keep the driving radiation at Trad = Th. If a small bit of coherence is intro-

duced in the ground doublet, then the field temperature can rise above Th and the

efficiency can surpass Carnot efficiency. This phenomenon can be used to extract

work from a single bath. But this apparent contradiction of the second law is re-

solved if we consider the amount of work needed to prepare the coherence. A similar

attempt to outperform the efficiency of classical heat engine with a quantum model

is discussed in [38]. In this model, two spin-1/2 particles coupled through XY-

Heisenberg interaction is considered and a beam of such correlated pairs constitute

a quantum reservoir for a photo-Carnot engine. As these particles pass through the

cavity, work is produced by putting the cavity in contact with another reservoir.

Depending upon sending one atom or both the atoms of a correlated pair, the ef-

fective temperature of the cavity changes. Using this fact, the quantum heat engine

can outperform its classical counterpart by attaining efficiency above Carnot effi-

ciency. But preparation of these correlated pairs needs work and hence the apparent

3



contradiction with the second law, is resolved.

Another study [107] examines the possibility of extracting work from a single

bath using quantum negentropy [105]. In this model, the atomic center of mass

degrees of freedom act as an internal reservoir which is used as the source of ne-

gentropy. Initially, two-level atoms with center of mass wave packet (pulse) with

length l0 runs through the set-up to extract work. Even though the work is derived

from a single heat bath, after each cycle the length of the pulse increases. Hence to

prepare the center of mass wave-packet to its initial length, work has to be done on

the system. One of the important differences between a Maxwell’s demon operated

Szilard engine (discussed in next subsection) and the above mentioned QHE is that

no measurement is involved in this model. The three examples discussed above un-

veil the profound physics underlying the second law of thermodynamics. Moreover

these remarkable designs of heat engines can contribute to future technologies.

Since we are in the domain of quantum systems, it is interesting to understand the

implication of the size of quantum thermodynamic machines. A question addressed

in Ref. [86] is: how small a thermal machine can be? The size of the system is

determined by the dimensions of its Hilbert space. In this work, a model of self

contained refrigerator is introduced. It does not need a work source, rather the

equivalent energy comes from a thermal bath. Whenever the system (qubit) to

be cooled, exceeds a certain temperature, heat is drawn from this bath and the

refrigerator cools the system. In this particular set up, three qubits are considered.

Here the first qubit is the qubit to be cooled. The second and the third qubits are

considered as part of the refrigerator which cools the first qubit. Let E1, E2 and E3

are the energy level spacings of the first, the second and the third qubits respectively.

These energy level spacings are chosen in such a way that E3 = E2−E1. Cooling is

achieved by a suitable choice of interaction Hamiltonian. The authors argue that the

smallest possible self-contained refrigerator to cool a qubit is a three level system.

The possibility of realizing a similar model based on four quantum dots is discussed

in [122].

Another interesting approach in understanding the thermodynamic behavior of

quantum systems is through Brownian motion. A specific example is discussed in

Ref. [3], where a quantum Brownian oscillator is considered to model quantum

4



version of Carnot, Otto and Stirling cycles. Using Wigner phase-space description,

the master equation governing the Brownian oscillator [2] attached to a bath with

temperature T is transformed into a Fokker-Planck type equation. This description

helps to identify heat and work terms explicitly.

1.2 Thermodynamics and information

There is a much debated and subtle relation between the concept of information

and thermodynamics, which is still an active area of research [80]. The first strik-

ing relation comes in the form of entropy. The thermodynamic entropy and the

information-theoretic entropy derived by Shannon have a similar form. But the

concrete notion to emphasize the deep relation between thermodynamic and infor-

mation came from Landauer’s erasure principle [76].

The story begins with Maxwell [80] who considered a hypothetical intelligent

being, guarding the trap door fixed in the middle of a container. The container

is filled with gas molecules at certain temperature T . The demon separates the

faster molecules to one side and the slower molecules to the other side by selectively

allowing the molecules to pass through the trap door. Hence, a thermal gradient is

created and work can be extracted. After the extraction of the work, the system is

brought back to the initial state by attaching it with the bath at temperature T .

Later, Szilard came up with an interesting model of engine based on Maxwell’s

demon [89, 80], that attracted the interest of many workers. The concept of Szilard

engine is simple and elegant as shown in Fig. 1.2. A chamber with volume V contains

a single particle gas and this system is attached to a bath at temperature T . A

demon inserts a partition in the middle of the box and measures the position of the

particle to know whether it is in the left side (L) or in the right side (R) of the box.

Depending upon the information about the particle, the demon attaches a weight

to the partition. The gas is then allowed to expand isothermally by pushing the

partition and thereby lifting the weight. The volume of the gas changes from V/2 to

V and the system comes back to the initial state by doing an amount of work equal

to kT ln 2, where k is the Boltzmann constant. So the system needs only a single

bath to work like an engine and the entropy of the universe after work extraction
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Figure 1.2: Szilard Engine

reduces by an amount k ln 2. So there is an apparent violation of the second law of

thermodynamics. Even though many attempts were made by researchers [80], an

acceptable solution was proposed by Landauer [76]. He suggested that in order to

complete the cycle, the memory of demon must come to its initial state. This has

to be done by erasing one bit of information encoded by the demon to locate the

position of the particle (L or R). Further it is shown that by erasing this information,

the entropy of the universe is increased by an amount k ln 2 and hence the apparent

contradiction with the second law is resolved.

1.2.1 Thermodynamics, information and inference

Bayesian inference methods are widely used in physics [98, 39]. Recent applications

of Bayesian approach in various fields include network modularity [57], quantum

theory [34, 35, 82] and quantum thermodynamics [69, 115]. In Bayesian approach to

probability, prior probability distribution or simply called prior plays a crucial role.

Prior is assigned based on the prior information before acquiring the experimental

data [64]. In the light of new data (D), the prior P (x) is updated to posterior
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P (D|x) using Bayes theorem, given as

P (x|D)dx =
P (D|x)P (x)dx

P (D)
, (1.2)

where P (D|x) is the probability ofD when x is given and P (D) =
∫
P (D|x)P (x)dx is

the normalization constant. Choice of an appropriate prior by quantifying the prior

information is a subtle issue [64]. The prior is chosen based on certain arguments

such as maximum entropy principle [65, 66] or requirement of invariance [64]. The

assignment of prior is not based on any frequencies. It is therefore ’subjective’ in

the sense that it represents the state knowledge of the observer [64, 67].

Subjective probability is assigned based on the degree of rational belief. Here

probability quantifies the state of knowledge of the observer [67] or in other words

assesses the information one has about a certain event. At this point, the following

question is relevant: What can we learn about a system from a given state of

knowledge? So we discuss some of the studies carried out in this direction. In Ref.

[69], a model of quantum Otto engine is considered. In this model, the working

medium is a two-level system. The energy-level spacing of the spin is unknown.

From the given information, a suitable prior distribution is constructed for this

uncertain parameter. Further this prior is used to find the expected values of the

work and efficiency of the engine. Surprisingly, in a certain limit, the efficiency at

maximum work turned out to be the Curzon-Ahlborn (CA) efficiency [36] which is

given as

ηCA = 1−
√
Tc
Th
, (1.3)

where Th and Tc are the temperatures of hot and cold reservoirs respectively. This

efficiency seems to have universal character, because many finite-time models of heat

engines at their optimal performance have the efficiency near to this value. When

there is no uncertain parameter, the efficiency at maximum work for a quantum

Otto engine is above CA value. But for the classical counterpart, the efficiency at

maximum work is CA value. So, a suitable choice of prior for given information leads

to interesting conclusions such as classical thermodynamic behavior in quantum

systems [69, 115].
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1.2.2 Thermodynamics and entanglement

From earlier discussions, we have noted the resemblance of information-theoretic

entropy and thermodynamic entropy. Now we explore the relation between ther-

modynamics and entanglement which is purely a quantum feature. For bipartite

pure states, the most important measure of entanglement is the entropic measure.

Suppose state of the total system ρAB resides in the Hilbert space HA ⊗HB. Then

the measure of entanglement is the von Neumann entropy of the reduced system

which is defined as

S(ρAB) = −Tr(ρA ln ρA) = −Tr(ρB ln ρB). (1.4)

A detailed description of this entropy is given in Subsection 1.4.2. For separable

states, the measure is zero, for maximally entangled states the measure is lnN ,

where N is the dimension of the reduced state. For all other states, the measure lies

in the range 0 ≤ S(ρAB) ≤ lnN . Also it can be shown that using local operations,

i.e. any operation on one of the parties, would not increase entanglement between

them [90]. In 1997, Popescu and Rohrlich [93] showed that in a transformation of m

non-maximally entangled pure states to n maximally entangled states, the efficiency

is maximum for a reversible transformation and n is proportional to m (m → ∞)

and the proportionality constant is the entropy of the initial reduced density matrix

[23].

Even though we have complete knowledge of the state of the system, i.e. entropy

is zero for the pure states, there is lack of knowledge about the subsystem which

means that subsystems can be in mixed states (for entangled states). But in classical

physics, if we have complete knowledge of the total system that implies the complete

knowledge about the subsystems too. Thermal state of the system can be interpreted

from this approach [49, 94, 85]. Consider universe (system with a large environment)

is in a pure state. Then the explicit derivation in [94] shows that thermalization of

the system occurs because of the entanglement of the system with the environment.

We have seen the measure of entanglement for pure states. In quantum ther-

modynamics, in general, we deal with mixed states. One of the basic measures of

entanglement for mixed state is entanglement of formation which quantifies the re-

sources to build up the entangled state [24]. As we have in Eq. (1.4), for pure states
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ρAB, the entanglement is calculated from the entropy of the either of the reduced

density matrices. Therefore, in the case of mixed states, entanglement is defined

as the average entanglement calculated from its constituent pure states minimized

over all decompositions of ρ [124]. In one of the remarkable work [124], Wootter

showed how to construct the entanglement minimizing decomposition. For doing it,

the first step is to find a spin flipped state.

ρ̃ = (σy ⊗ σy)ρ(σy ⊗ σy). (1.5)

Then find the product of density matrix and its time reversed state, R = ρρ̃. Now

a quantity called concurrence is defined as

C = max{0, λ1 − λ2 − λ3 − λ4}, (1.6)

where λi is the square root of the ith eigenvalue of the matrix R in decreasing order

of magnitude.

The concurrence and the entanglement of formation are having one to one cor-

respondence and hence concurrence can also be used as a useful measure of mixed

state entanglement. Interestingly, M. C. Arnesen et al. [17] used this technique to

calculate thermal entanglement of ID Heisenberg chain consisting of two spin-1/2

particles attached to a heat bath with temperature T . The Hamiltonian of the

system is given as

H = J(~σ(1).~σ(2) + ~σ(2).~σ(1)) +B(~σ(1)
z + ~σ(2)

z ), (1.7)

where ~σ(i) = {σ(i)
x , σ

(i)
y , σ

(i)
z |i = 1, 2} are the Pauli matrices, J = Jx = Jy = Jz is

the exchange constant and B is the magnetic field along z-axis. Cases J > 0 and

J < 0 correspond to antiferromagnetic and ferromagnetic interactions, respectively.

The spins are placed in a magnetic field B. The concurrence calculated for the

equilibrium density matrix is given as

C = max

{
0,

e8J/kT − 3

1 + e8J/kT + e2B/kT + e−2B/kT

}
. (1.8)

This work has a special significance when the working medium of an engine consists

of spin systems and shows thermal entanglement. One such model is introduced

in [127], in which a four-staged quantum Otto engine is considered. The adiabatic

process is done by changing the exchange constant. The work and efficiency are
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calculated and explored their dependence with concurrence. With this motivation,

we have done further studies on this model. We constructed a more experimentally

feasible cycle where adiabatic process is done by changing the magnetic field associ-

ated with the spins. Further we analyzed the mechanism by which frictional effect

arises in the system. Our findings discussed in Chapter 2 and 3 throw more light

on the thermodynamics of such quantum systems.

1.3 Quantum thermodynamic processes

In classical thermodynamics, there are four basic thermodynamic processes [33,

43]. They are: Isothermal process, adiabatic process, isochoric process and isobaric

process. The corresponding thermodynamic variables kept constant during these

processes are temperature, entropy, volume and pressure respectively. With these

basic processes, all the main heat cycles such as Carnot cycle, Otto cycle, Stirling

cycle and Brayton cycle are constructed. All the processes are considered quasi-

static in nature, which means that the process proceeds slow enough that it is an

ordered succession of equilibrium states whereas the real process is not quasi-static,

rather it is a temporal succession of both equilibrium and non-equilibrium states

[33].

The quantum generalization of thermodynamic processes is used in quantum

heat cycles [96, 95]. In the following subsections, we briefly review the quantum

analogues of the basic thermodynamic processes.

1.3.1 Quantum isothermal process

Consider a particle in a potential well or a spin placed under a magnetic field.

The work can be done by/on the system by changing the width of the potential

well or changing the magnetic field. Suppose the system is attached to a bath

at temperature T while doing the work. In quantum isothermal process [96], the

temperature of the system should remain constant during the process as in the

classical case. This is possible only if the occupation probability of the energy level

changes as the energy level varies. Suppose, in an isothermal process, the energy

eigenvalues changes from {En} to {E ′
n}, where n runs from 1 to N and N is the
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dimension of the Hilbert space of the system. Then the corresponding populations

change from and {Pn} to {P ′
n} such that

P ′
r

P ′
s

= e(E
′
s−E′

r)/kT . (1.9)

In order to keep the temperature constant throughout the process, the system should

be driven quasi-statically.

1.3.2 Quantum adiabatic process

Quantum adiabatic process proceeds slowly enough so that the quantum adiabatic

theorem holds. Suppose the system is initially in the nth eigenstate of the ini-

tial Hamiltonian and the Hamiltonian is changed gradually. According to quantum

adiabatic theorem [28, 71], the system will remain in the nth eigenstate of the in-

stantaneous Hamiltonian during the process. In another words, if the initial system

is in a thermal state, then the population in the eigenstates of the Hamiltonian

remain unchanged, dPn = 0, ∀n. A detailed description of quantum adiabatic the-

orem is given in Subsection 3.1.2. In the classical adiabatic process, the necessary

condition is the heat exchange dQ = 0, but it not necessary that the populations

remain unchanged. For example, in a fast process, internal transitions can take

place even though no heat is exchanged between the system and the bath. So it is

a classical adiabatic process, but not a quantum adiabatic process [96]. Hence clas-

sical adiabatic process is more general compared to the quantum adiabatic process

[97, 96].

In an adiabatic branch, the internal friction arises when Hamiltonian at different

instants of time do not commute [75]. Suppose, we start from a state given as

ρ(t0) and the system undergoes a unitary evolution ρ(t) = U(t, t0)ρ(t0)U(t, t0)
†,

where U is a function of Hamiltonian. Now we consider a projection of the final

state into eignebasis of the final Hamiltonian as in Eq. (1.25). As a result, energy-

entropy [75] of the system increases. The increase in the entropy depends upon

the rate with which the Hamiltonian is changed. In the adiabatic limit of very

slow driving, where the quantum adiabatic theorem holds, the increase in entropy is

zero. As a consequence of increase in entropy, the extractable work decreases. This

phenomenon is identified as quantum analogue of internal friction.
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1.3.3 Quantum isochoric process

Both in quantum and classical isochoric processes, the work done is zero and the

system exchanges heat with the bath. At the end of the process, the system equi-

librates with the bath. For a spin system, the energy spacing which is analogous

to the volume, kept constant throughout the process [73]. During the process, the

occupation probability Pn and the entropy (S) change as the system exchanges heat

with the bath. The heat exchanged between the system and the bath is equal to

the change in the mean energy of the system.

1.3.4 Quantum isobaric process

The mean energy of the system is written as U =
∑

n PnEn. So the first law of

thermodynamics is given as dU =
∑

n dEnPn +
∑

n PndEn. The first and the second

terms of the right hand side are identified as the heat (d̄Q) and the work (d̄W )

respectively [73]. So we can write [95]

∑
n

dEnPn +
∑
n

EndPn = TdS +
∑

Yndyn, (1.10)

where Yn and yn are the generalized force and the corresponding generalized co-

ordinate respectively, such that d̄W = −Yndyn. When the generalized coordinate

yn is volume, then the Yn represents the generalized force-pressure. An interesting

model system to demonstrate the isobaric process is a particle in a one-dimensional

(1D) potential well [95]. The generalized coordinate can be taken as the width of the

potential well L. Since we deal with the 1D well, the pressure is same as the force.

To keep the pressure constant throughout the isobaric process, it is shown that the

temperature of the system should be proportional to the width of the potential well,

T ∝ L, analogous to the classical process (with ideal gas) where T ∝ V [95].

1.4 Review of basic concepts

1.4.1 Pure and mixed ensemble

An ensemble is a collection of systems which are identically prepared. Suppose

|α1〉 represents a state in Hilbert space H. A collection of such states constitute a
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pure ensemble. An example is the silver atoms coming out of Stern-Gerlach filtering

apparatus [103]. All the atoms in the beam are having same spin direction and hence

represented by the same ket vector |α1〉. Now consider a situation in which 1/4 th

members of the ensemble are characterized by |α1〉 and 3/4th by |α2〉, where |α2〉

is another state ket defined in H. This type of ensemble is called mixed ensemble

and as the name indicates it is a mixture of pure states. To handle such ensemble,

in 1927, J. von Neumann introduced the idea of density operators. So the density

operator for mixed ensemble is represented as

ρ =
1

4
|α1〉〈α1|+

3

4
|α2〉〈α2|. (1.11)

The pure ensemble is given as ρ = |α1〉〈α1| or |α2〉〈α2|. In general, density matrix

of two level system can be written as

ρ =
1

2
(I +−→r .−→σ ), (1.12)

where I is the identity matrix, σ = (σx, σy, σz) are the Pauli matrices and −→r =

(x, y, z). The vector −→r is known as the Bloch vector. So the state of two level

system can be represented on Bloch sphere as shown in Fig. 1.3. In the Bloch

sphere picture, all the pure states reside on the surface of the sphere. On the other

hand, the mixed states reside inside the sphere. Now we consider a special case,

when the density matrix is diagonalized, all the diagonal elements are same and

equal to 1/N , where N is the dimension of the Hilbert space. Such mixed states

are called maximally mixed states. In a Bloch sphere, the maximally mixed state

resides in the origin. Density operator for both pure and mixed states are Hermitian

operators of trace 1 (Tr(ρ) = 1). But for pure states, we have

Tr(ρ) = Tr(ρ2) = 1, (1.13)

and for the mixed states

Tr(ρ) 6= Tr(ρ2) < 1. (1.14)

1.4.2 Quantum entropies

The quantum entropies are important tools used in quantum information and quan-

tum statistical mechanics. Quantum entropies quantify the information content of
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Figure 1.3: A pictorial representation of different states of two-level systems on a

Bloch sphere. ρp represent a pure state which resides on the surface of the sphere.

The mixed states are denoted by ρm and they are represented by the points inside

the Bloch sphere. A special case is a maximally mixed state ρmm, which is situated

at the center of the sphere.

quantum systems [90]. They are also used to analyze the irreversible nature of the

quantum process [30]. The von-Neumann entropy of a system represented by density

operator ρ, is defined as

S(ρ) = −Tr[ρ ln ρ]. (1.15)

So for a pure state, the von Neumann entropy is zero. The mixed state is charac-

terized by a non-zero von Neumann entropy. For a maximally mixed state, the von

Neumann entropy is equal to lnN . So in general we can write

0 ≤ S(ρ) ≤ lnN. (1.16)

This entropy is invariant under unitary transformation of ρ, which means

S(UρU †) = S(ρ). (1.17)
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Now we look into Shannon entropy formulated by Claude E. Shannon in his remark-

able paper titled A Mathematical Theory of Communication [109]. The Shannon

entropy is defined as

Ss = −
∑
i

pi ln pi, (1.18)

where pi = 〈ψi|ρ|ψi〉 and {ψi} constitute an orthonormal basis. So Shannon entropy

is equal to von-Neumann entropy when {ψi} are the eigenstates of ρ. In general, we

can write

Ss ≥ S(ρ). (1.19)

1.4.3 First law of thermodynamics and definition of work

and heat

Suppose the state of the system is defined by a density operator ρ. Then the expected

value of any observable A is defined as

〈A〉 = Tr(ρA). (1.20)

In quantum thermodynamics, one of the important quantities is the internal energy

(E), which is defined as the expectation value of the Hamiltonian H. So we have

E = 〈H〉 = Tr(ρH). (1.21)

In a quantum process, in general H can be time-dependent and does not commute

for different times [H(t′), H(t′′)] 6= 0. We also consider that the system is attached

with a bath during the process. So differentiating the above equation, we have

dE

dt
= Tr

(
H(t)

dρ(t)

dt

)
+ Tr

(
dH(t)

dt
ρ(t)

)
, (1.22)

Comparing this equation with the first law of thermodynamics, dE = dQ+ dW , we

identify the first term on the right hand side as the rate of heat flow (Q̇) and the

second term as the power (℘) [7]. Integrating (Q̇) and (℘) with respect to time, we

get heat (Q) and work (W ) involved in the quantum process respectively.

1.4.4 Second law of thermodynamics and majorization

Consider two density matrices ρ and σ corresponding to two different states of a

d-dimensional system. The respective eigenvalues of ρ and σ are represented by
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{λiρ} and {λiσ}. We say ρ majorizes σ (ρ � σ) [25, 91, 90], when

n∑
i

λiρ ≥
n∑
i

λiσ, (1.23)

for any n (1 ≤ n ≤ d), when both sets of eigenvalues are written in decreasing order.

This means that the Shannon entropy of both the density matrices should obey the

relation

S(σ) ≥ S(ρ). (1.24)

If the above condition in Eq. (1.23) is satisfied, then we can write

σ =
∑
n

PnUρU
†Pn, (1.25)

where U is a unitary operator and {Pn} are the projection operators in a certain

eigenbasis. Now we state different versions of the second law of thermodynamics

[31]:

• Kelvin statement: No process is possible whose sole result is absorption of

heat from a reservoir and conversion of this heat into work.

• Clausius statement: No process is possible whose sole result is the transfer

heat from a cooler to hotter body.

• Principle of Carathéodory: In every neighborhood of any state S of an adia-

batically isolated system there are states inaccessible from S.

Although the above three statements are equivalent, we try to understand the im-

plication of the third statement in the concept of majorization. Eq. (1.25) shows

that by unitary evolution followed by a projection operation, one can go from a low

entropic state to higher entropic state and not the other way around. This is exactly

given by the principle of Carathéodory that from any state S, by adiabatic process

(unitary process), a low entropic state cannot be achieved.

1.4.5 Dynamics of open quantum system

A quantum system (S), when it is coupled to an environment (bath) B is called an

open quantum system. We are interested in the dynamics of such systems because

when a system is attached to a thermal bath, this dynamics leads the system to
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equilibrate with the bath. Suppose the Hilbert spaces of S and B are HS and

HB respectively. Then the state of the combined system (S + B) lives in a tensor

product space, which is given as H = HS⊗HB. Let HS and HB are the Hamiltonian

of system and bath respectively and HSB is the interaction Hamiltonian responsible

for the coupling between system and the environment. Then the Hamiltonian of the

combined system is given as

H = HS ⊗ IB + IS ⊗HB +HSB, (1.26)

where IS and IB are the identity operators with dimensions corresponding to the

system and the bath respectively. Bath is a system with infinite degrees of free-

dom. This property of the bath is responsible for the irreversible evolution of open

quantum system [30]. Consider ρ(t0) as the initial density matrix of the combined

system. The combined system undergoes a unitary evolution. But we are interested

in the state of the open quantum system S, represented as ρS(t) at a given instant

of time t. This is obtained by tracing out the bath degrees of freedom and it is given

as

ρS(t) = TrB
[
U(t, t0)ρ(t0)U(t, t0)

†
]
. (1.27)

The most general form of this evolution is given in Eq. (1.1).

1.4.6 Entropy maximum postulates and definition of tem-

perature in thermodynamics

The first postulate of thermodynamics leads to the definition of equilibrium states.

The remaining three postulates are given below and they are generally called entropy

maximum postulates [33].

Postulate II:There exists a function (called the entropy and denoted by S) of

the extensive parameters of any composite system, defined for all equilibrium states

and having the following property: The values assumed by the extensive parameters

in the absence of an internal constraint are those that maximize the entropy over

the manifold of constrained equilibrium states.

Postulate III:The entropy of a composite system is additive over the constituent

subsystems. The entropy is continuous and differentiable and is a monotonically

increasing function of the energy.
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Postulate IV: The entropy of any system is non-negative and vanishes in the

state for which
(
∂U
∂S

)
V,N1,N2..,Nr

= 0 (that is, at zero temperature), where U is the

internal energy and the N1, .., Nr are the mole numbers.

Now we go through one of the main implications of the maximum entropy postu-

late. Here we consider a composite system consisting of two subsystems separated by

an impermeable wall which allows only the heat exchange between the subsystems.

The volume and the mole numbers of the subsystems are fixed but the energies

of the subsystems (U1 and U2) are variable. At thermodynamic equilibrium, from

the above postulates and by the definition of temperature Ti = (∂Ui/∂Si), where

i = 1, 2, we get T1 = T2.

So the entropy is maximum when the temperatures of the two subsystems are

equal. Further the above analysis can be extended to understand the relevance

of other intensive variables such as pressure and chemical potential in mechanical

equilibrium and equilibrium with respect to matter flow respectively.

1.5 Thesis layout

In Chapter 2, we study the 1-d isotropic Heisenberg model of two spin-1/2 systems

as a quantum heat engine. The engine undergoes a four-step Otto cycle where the

two adiabatic branches involve changing the external magnetic field at a fixed value

of the coupling constant. We find conditions for the engine efficiency to be higher

than the uncoupled model; in particular, we find an upper bound which is tighter

than the Carnot bound. A new domain of parameter values is pointed out which

was not feasible in the interaction-free model. Locally, each spin seems to effect

the flow of heat in a direction opposite to the global temperature gradient. This

seeming contradiction to the second law can be resolved in terms of local effective

temperature of the spins.

In Chapter 3, we consider the same model of working medium but with two

essential differences: (1) the rate of driving in adiabatic branches is finite, (2) the

driving is inhomogeneous. We observe a frictional effect on the adiabatic branches of

the heat cycle, which arises because the Hamiltonian does not commute for different

times. The frictional effect is characterized by entropy production in the system and
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reduction in the work extracted. Corresponding to a sudden and a very slow driving,

we find expressions for the lower and upper bounds of work that can be extracted on

the adiabatic branches. These bounds are also confirmed with numerical simulations

of the corresponding Liouville-von Neumann equation.

In Chapter 4, we estimate the expected behavior of a quantum model of heat en-

gine when we have incomplete information about external macroscopic parameters,

like magnetic field controlling the intrinsic energy scales of the working medium.

We explicitly derive the prior probability distribution for these unknown parame-

ters, ai, (i = 1, 2). Based on a few simple assumptions, the prior is found to be of the

form Π(ai) ∝ 1/ai. By calculating the expected values of various physical quantities

related to this engine, we find that the expected behavior of the quantum model

exhibits thermodynamic-like features. This leads us to propose that incomplete in-

formation quantified as appropriate prior distribution can lead us to expect classical

thermodynamic behavior in quantum models. Finally, we study the implications of

posterior probabilities obtained through Bayes theorem.

Chapter 5 is devoted to analyzing the efficiency obtained from certain models of

heat engines. In the first part of this chapter, we discuss the Curzon-Ahlborn(CA)

efficiency which is obtained in many finite-time heat engine models. The leading

term of this efficiency in near equilibrium expansion is half of the Carnot value.

Further we show that how this efficiency can be obtained through Bayesian Statistics.

We also study the optimal performance of Feynman’s ratchet as a heat engine and

also as a refrigerator when a parameter in the model is uncertain. We assign a

prior distribution for the uncertain parameter and the functional form of this prior

is identical to Jeffreys prior. For heat engine, the power is optimized and for the

refrigerator, we optimized the χ-criterion which is the product of heat-power and

coefficient of performance. For both heat engine and refrigerator, we obtain the

corresponding Curzon-Ahlborn values, 1−
√
θ and 1/

√
1− θ − 1, respectively.

From estimates based on prior information, we also come across a different class

of efficiency where the leading term in near-equilibrium expansion is one-third of

Carnot efficiency. Similar efficiency is obtained in a model of Brownian heat engine

when it operates at maximum power. We also show other examples where the

incomplete information leads to ηc/3 in near equilibrium.
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Chapter 6 is devoted to summarizing the content of this thesis and possible

extensions of our research work.
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Chapter 2

Quantum Otto cycle with coupled

spins

2.1 Introduction

Nikolaus Otto was the first person to build a working model of a four-stroke internal

combustion engine in 1861. Hence the four-stroke gasoline engines used nowadays

are generally called Otto engines. Stroke is the movement of the piston (in or out)

in the combustion engine. The four strokes in a gasoline engine are the following.

Intake stroke: In this stage, the fuel along with the air is pumped into the cylinder so

that the piston reaches the bottom. Then the input valve through which the air-fuel

mixture entered into the cylinder, closes. Compression stroke: The piston moves

upward and compresses the air-fuel mixture. Ignition: The air-fuel mixture is ignited

using the spark plug. The mixture gets heated up increasing the temperature and

the pressure. Power stroke: The mixture at high temperature and pressure pushes

the piston down by giving a power output. Exhaust stroke: In this stroke, the

exhaust valve opens and the burned air-fuel mixture is pushed out of the combustion

chamber.

In this chapter, we briefly review the classical Otto cycle and a simple model of

quantum Otto cycle. Then we introduce a coupled quantum system as the working

medium of the quantum Otto cycle. The Otto cycle consists of two adiabatic and

two isochoric processes. In classical Otto cycle, the volume is changed during the

adiabatic processes. Analogously in the quantum cycle described [73, 96], the energy
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level spacings are changed during the adiabatic branches of the heat cycle.

2.2 Classical Otto cycle

Unlike Carnot cycle, Otto cycle is not a reversible cycle. So the efficiency of the

Otto engine is less than Carnot efficiency. The classical Otto cycle consists of four

stages, two isochoric (constant volume) and two adiabatic processes. The working

medium of this cycle is classical ideal gas. The four-staged cycle is explained with

P-V diagram shown in Fig.2.1.

Stage 1 (D→ A): The system (working medium) is attached to a hot bath with

temperature T1. The volume of the cylinder is V1. The system attains equilibrium

with the bath at constant volume. In this stage, the system absorbs an amount of

heat Q1 from the hot bath.

Stage 2 (A→ B): The system is removed from the bath. It undergoes an adia-

batic expansion so that the volume changes from V1 to V2. In this stage, work is

done by the system and hence the temperature of the system drops to T ′
1.

Stage 3 (B→ C): In this stage, the system is kept in contact with a cold bath at

temperature T2. The system releases an amount of heat Q2 and attains equilibrium

with the bath.

Stage 4 (C→ D): The system is isolated from the cold bath and an adiabatic

compression is carried out such that the volume is changed from V2 to its initial

value V1. Since work is done on the system, the temperature of the system rises to

T ′
2. To complete the cycle, the system is again attached to hot bath.

Now we analyze the heat exchanged between the system and the bath. In stage

1, the temperature of the system before attaching with the hot bath is T ′
2. Since the

working medium is a classical ideal gas, the internal energy of the system at that

point is CT ′
2. Similarly, at the end of stage 1, the mean energy of the system is CT1.

So the heat absorbed by the system during the isochoric process is given by Q1 =

C(T1−T ′
2). In the same way, the heat rejected to the cold bath is Q2 = C(T2−T ′

1).

So the work done by the system is

W = Q1 +Q2 = C(T1 + T2 − T ′
2 − T ′

1). (2.1)

Because of the adiabatic process, we can write T1V
(γ−1)
1 = T ′

1V
(γ−1)
2 and T2V

(γ−1)
2 =
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Figure 2.1: P-V diagram representing classical Otto cycle.

T ′
2V

(γ−1)
1 , where γ = Cp/Cv. So the efficiency of the Otto engine η = W/Q1, can be

written as

η = 1−
(
V1
V2

)(γ−1)

(2.2)

= 1− T ′
1

T1
= 1− T2

T ′
2

. (2.3)

2.3 A model of a quantum Otto cycle

Analogous to the classical Otto cycle, a quantum Otto cycle can be constructed

[73, 96]. Here, the working medium can be a few particle quantum system. In Ref.

[73], a two level system is considered as the working substance of quantum heat

engine. In the adiabatic branch, the system is uncoupled from the bath and the

the energy spacing is varied. The quantum analogue of isochoric process is done by

attaching the system with the bath keeping the energy spacing constant throughout

the process. Consider a two level system with energy eigenvalues (0, a1) and in

equilibrium with a hot bath at temperature T1. Let the canonical probability for

the system to be in the upper and lower energy levels be p1 and 1− p1 respectively,

where p1 = (1 + exp(a1/kT1))
−1.

Now consider an adiabatic process in which the energy level spacing is changed

from a1 to a2 adiabatically and hence the population in each energy level is un-
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changed. This is analogous to the first adiabatic process discussed in the classical

cycle where volume changes from V1 to V2. In the next step, the system is attached

to a cold bath with temperature T2. The occupation probabilities of the upper and

lower energy levels become p′1 and 1−p′1 respectively, where p′1 = (1+exp(a2/kT2))
−1.

For the second adiabatic process, the energy spacing changes from a2 to a1 adia-

batically. To complete the cycle, the system is again attached to the hot bath. A

pictorial representation of the cycle is given in the Figure 2.2. Work is done on or
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(1) (3)
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Figure 2.2: A pictorial representation of the cycle undergone by the system.

by the system during the adiabatic process and a heat exchange takes place during

the thermalization branch. The heat absorbed from the hot bath is

Q1 = a1p1 − a1p′1 = a1

(
1

1 + exp(a1/T1)
− 1

1 + exp(a2/T2)

)
. (2.4)

We set k = 1. Similarly the heat rejected to the cold bath is

Q2 = a2

(
1

1 + exp(a2/T2)
− 1

1 + exp(a1/T1)

)
. (2.5)

The work done by the system W = Q1 +Q2, is

W = (a1 − a2)
(

1

1 + exp(a1/T1)
− 1

1 + exp(a2/T2)

)
. (2.6)
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The positive work condition (net work is done by the system) demands,

a2
T2
≥ a1
T1
, (2.7)

provided a1 > a2. The efficiency of the engine is given as

η = 1 +
Q2

Q1

= 1− a2
a1
. (2.8)

Thus the efficiency is bounded from above by Carnot limit.

2.4 Coupled quantum heat engine

2.4.1 Motivation

As we have seen in Chapter 1, heat engines are suitable candidates to investigate

thermodynamic behavior in quantum systems. Here we introduce a coupled quan-

tum heat engine and study its thermodynamic behavior. Some authors have studied

the role of different kinds of interactions between spin-1/2 particles in a Quantum

Otto cycle [127, 126, 123]. In particular, the role of quantum entanglement has been

conjectured using measure like concurrence and the second law has been shown to

hold in such models. The importance of this work was discussed in detail in the first

chapter. Motivated from this work, we also investigate a coupled Otto engine using

a 1-d Heisenberg model with isotropic exchange interactions between two spin-1/2

particles (see Eq. (2.9) below). In Ref. [127], the same model was analyzed, where

during the adiabatic steps, the exchange constant J was altered between two cho-

sen values (J1 → J2 → J1), while keeping the external magnetic field at a fixed

value. From an experimental point of view, it is also interesting to investigate a

cycle where the exchange constant is fixed and only the magnetic field is varied

during the adiabatic steps. Further, the uncoupled model cycles considered earlier

in literature where the magnetic field is varied, can be taken as a benchmark with

which to compare the engine performance of the coupled model.

There is some limitation to consider a Carnot cycle in similar models. For a

Carnot cycle, one should be able to assign a temperature for the system at the end

of the adiabatic process. This is possible only if all the energy level spacings are

changed with the same ratio [96] and hence in a Carnot cycle one has to change

both J and B.
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2.4.2 Model

In this model, the working medium for the QHE consists of two spin-1/2 particles

within the 1D isotropic Heisenberg model [127, 17]. The Hamiltonian is given by

H = J(~σ(1).~σ(2) + ~σ(2).~σ(1)) +B(~σ(1)
z + ~σ(2)

z ), (2.9)

where ~σ(i) = {σ(i)
x , σ

(i)
y , σ

(i)
z |i = 1, 2} are the Pauli matrices. J = Jx = Jy = Jz

is the exchange constant and B is the external magnetic field along z-axis. Cases

J > 0 and J < 0 correspond to antiferromagnetic and ferromagnetic interactions,

respectively. In this chapter, we consider the antiferromagnetic case only. The

energy eigenvalues of H are −6J , (2J − 2B), 2J and (2J +2B) and the eigenstates

are |ψ−〉, |00〉, |ψ+〉 and |11〉 respectively, where |ψ±〉 = (|10〉 ± |01〉)/
√
2 are the

maximally entangled Bell states (see Fig. 2.3). If |0〉 and |1〉 represent the state of

the spin along and opposite to the direction of the magnetic field respectively, then

in the natural basis {|11〉, |10〉, |01〉, |00〉}, we can write the density matrix as

ρ = P1|ψ−〉〈ψ−|+ P2|00〉〈00|+ P3|ψ+〉〈ψ+|+ P4|11〉〈11| (2.10)

The occupation probabilities of the system in the thermal state at temperature T

are given by

P1 =
e8J/T

Z
, (2.11)

P2 =
e2B/T

Z
, (2.12)

P3 =
1

Z
, (2.13)

P4 =
e−2B/T

Z
. (2.14)

where, Z = (1 + e8J/T + e2B/T + e−2B/T ) is the normalization constant.

2.4.3 The heat cycle

The four stages involved in our quantum Otto cycle are described below:

Stage 1. The system with the external magnetic field at B1 attains thermal equilib-

rium with a bath at temperature T1. Let occupation probabilities be p1, p2, p3, and

p4 as tabulated above with T = T1 and B = B1. Stage 2. The system is isolated

from the hot bath and the magnetic field is changed from B1 to B2 by quantum
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p4

p3
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2J + 2B1 |11〉

2J 1√
2
(|10〉+ |01〉)

−6J 1√
2
(|10〉 − |01〉)

2J − 2B1 |00〉

Figure 2.3: Energy level diagram

adiabatic process. According to quantum adiabatic theorem, the process should be

slow enough to maintain the individual occupation probability of each energy level.

Stage 3. The system is brought in thermal contact with a cold bath at temperature

T2. Upon attaining equilibrium with the bath, the occupation probabilities become

p′1, p
′
2, p

′
3, and p

′
4 corresponding to the thermal state with T = T2 and B = B2. On

the average, the system gives off heat to the bath. Stage 4. The system is removed

from the cold bath and undergoes another quantum adiabatic process which changes

the magnetic field from B2 to B1, but keeps the probabilities p′1, p
′
2, p

′
3, and p

′
4 un-

affected. Finally, the system is brought back in contact with the hot bath. On the

average, heat is absorbed from the bath and the system returns to its initial state.

The heat transfered in Stage 1 and in Stage 3 of the cycle respectively is

Q1 =
∑
i

Ei(pi − p′i) (2.15)

= 8J(p′1 − p1) + 2B1(p
′
2 − p2 + p4 − p′4), (2.16)

and

Q2 =
∑
i

E ′
i(p

′
i − pi) (2.17)

= −8J(p′1 − p1)− 2B2(p
′
2 − p2 + p4 − p′4). (2.18)

In the above, Ei and E
′
i (i = 1, 2, 3, 4) are the energy eigenvalues of the system in

Stage 1 and Stage 3 respectively. Q1 > 0 and Q2 < 0 corresponds to absorption

of heat from hot bath and release of heat to cold bath respectively. Comparing the

equations for heat transfer between the system and the reservoirs, Eqs. (2.16) and

(2.18), the term 8J(p′1 − p1) appears in both the equations. Obviously, this term is

absent in the uncoupled case for which J = 0. As will be shown below, the sign (±)
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of this term determines whether the efficiency in the coupled case will be higher or

lower than the uncoupled case.

The work is done in Stage 2 and Stage 4 when the energy levels are changed at

fixed occupation probabilities. The net work done by the QHE is

W = Q1 +Q2 = 2(B1 −B2)(p
′
2 − p2 + p4 − p′4), (2.19)

which is required to be positive for an engine.

2.5 The local description

In this section, we discuss how the individual spins in the system undergo the cycle.

Again, let %12 and %′12 represent the thermal states in the natural basis when the

system is in equilibrium in Stage 1 and Stage 3 respectively. Explicitly, the density

matrices are

%12 =



p4 0 0 0

0 p1+p3
2

p3−p1
2

0

0 p3−p1
2

p1+p3
2

0

0 0 0 p2


, (2.20)

%′12 =



p′4 0 0 0

0
p′1+p′3

2

p′3−p′1
2

0

0
p′3−p′1

2

p′1+p′3
2

0

0 0 0 p′2


. (2.21)

Let %1 and %2 be the reduced density matrices in Stage 1 for the first and the second

spin, respectively. Then from the normalization constraints, Σipi = Σip
′
i = 1, we

get

%1 = %2 =

 1
2
− (p2−p4)

2
0

0 1
2
+ (p2−p4)

2

 . (2.22)

Similarly in Stage 3, the reduced density matrices for the first and second spin are

%′1 = %′2 =

 1
2
− (p′2−p′4)

2
0

0 1
2
+

(p′2−p′4)

2

 . (2.23)

Since the applied magnetic field is the same for each spin, their local Hamiltonian

is also same. Let Hl and H ′
l be the local Hamiltonians for individual spins with
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eigenvalues (B1,−B1) and (B2,−B2) in Stage 1 and Stage 3 respectively. The heat

transferred locally between one spin and a reservoir is defined as q1 = Tr[(%1−%′1)Hl]

and q2 = Tr[(%′1 − %1)H ′
l ]. The explicit expressions are given as

q1 = B1(p
′
2 − p2 + p4 − p′4), (2.24)

q2 = −B2(p
′
2 − p2 + p4 − p′4), (2.25)

for the hot and the cold reservoir, respectively. So we get the net work done by an

individual spin w = q1 + q2, as

w = (B1 −B2)(p
′
2 − p2 + p4 − p′4). (2.26)

From Eqs. (2.26) and (2.19), we note that

W = 2w. (2.27)

Thus the total work performed is the sum of work obtained from the two spins

locally. Further, the total heat absorbed by the system can be written as

Q1 = 8J(p′1 − p1) + 2q1, (2.28)

and similarly for the heat released to the cold bath is

Q2 = −8J(p′1 − p1) + 2q2. (2.29)

Now it can be seen that because the work is done only due to change in local

Hamiltonians, so only the part of the heat which is absorbed locally by a spin can

be converted into heat. The part 8J(p′1 − p1) cannot potentially be converted into

work, due to the nature of the adiabatic process involved and is transferred directly

between the reservoirs. But it may not be transfered only from the hot to the

cold bath, in which case it may be regarded like a heat leakage term. In fact, the

flow of this heat can be in the opposite direction which is directly related to the

enhancement of efficiency due to coupling, as shown below.

In the following, we consider two cases whereby magnetic field may be decreased

or alternately, increased in Stage 2. It will be seen that the second case is feasible

only in the presence of interactions, J 6= 0. In the first case when J = 0, the above

equations go back to the model discussed in Section 2.3, with two uncoupled spins

where an engine operation is obtained for T1 > T2 and B1 > B2 with the additional

condition B2/T2 > B1/T1.
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2.5.1 The case B1 > B2

From Eq. (2.19), the condition that the work performed be positive (W > 0) is

given by

(p′2 − p′4) > (p2 − p4). (2.30)

This also implies q1 > 0 in Eq. (2.24). So now, for heat to be absorbed from the

hot bath (Q1 > 0), from Eq. (2.28) we have one of the following two possibilities:

(i) p′1 > p1 or (ii) p′1 < p1. Alongwith the possibility (ii), we must also have from

Eq. (2.16), (p′2 − p2 + p4 − p′4) > (4J/B1)(p1 − p′1). Now we rewrite Eq. (2.16) as

Q1 = 8J(p′1 − p1) +
WB1

(B1 −B2)
, (2.31)

or 8J(p′1 − p1) = Q1(1 − η/η0), where η = W/Q1 is the efficiency of the coupled

engine and η0 = (B1 − B2)/B1 is the efficiency of the uncoupled i.e. J = 0 case.

Thus for J > 0, if p′1 > p1, then η < η0, or the presence of coupling between the

spins decreases the efficiency from its value η0. The global efficiency is equal to the

local efficiency in two situations, when J = 0 or p1 = p′1.

On the other hand, if p′1 < p1, then it is possible that the efficiency of the coupled

engine can be higher than the uncoupled case. Using the latter condition with Eq.

(2.30), we have
(p′2 − p′4)

p′1
>

(p2 − p4)
p1

. (2.32)

From the explicit expressions for the probabilities, the above inequality can be sim-

plified to give
B2

T2
>
B1

T1
. (2.33)

Thus we see that the above condition which is necessary to extract work in the

J = 0 model is also the condition for the coupled case to obtain an efficiency higher

than η0. But additionally, for a set of given values of T1, T2, B1 and B2, there is a

maximum value of J beyond which the efficiency drops below the η0 value. See Fig.

2.4.

The reason for the lowering of efficiency when p1 < p′1, is that the term 8J(p′1−p1)

is positive and it acts like heat leakage term which reduces the efficiency. On the

other hand, when p1 > p′1, this term is negative which means that although each

spin locally absorbs heat equal to q1 from the hot bath, due to interaction the
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Figure 2.4: Efficiency versus the coupling constant J , for B1 > B2 case, for values

B1 = 4, B2 = 3, T1 = 1 and T2 = 0.5. The uncoupled case corresponds to η0 =

1−B2/B1 = 0.25, which is shown as the reference horizontal line. Case (i) p′1 > p1,

corresponds to efficiency below this line, while case (ii) p1 > p′1 gives a higher

efficiency. The upper curve denotes the bound for efficiency from Eq. (2.34). The

inset shows the behavior of p1 (solid line) and p′1 (dashed line) vs J .

effective total heat absorbed by the two-spin system is less than 2q1, which raises

the efficiency for a given quantity of the work performed. It is interesting to know

how much maximum gain in efficiency is possible for a given set of parameters. We

have proved an upper bound for the global efficiency, given by

η ≤ 1−B2/B1

1− 4J/B1

< ηc, (2.34)

where ηc = 1− T2/T1 is the Carnot bound. Also for η > η0, we have the condition

B1 > 4J . This implies that the ordering of energy levels which gives an enhancement

of efficiency (over the uncoupled model) is:

(2J − 2B1) < −6J < 2J < (2J + 2B1), (2.35)

and which after the first quantum adiabatic process, becomes

(2J − 2B2) < −6J < 2J < (2J + 2B2). (2.36)

The proof of Eq. (2.34) is given in Section 2.6.

2.5.2 The case B2 > B1

In this case, during the first quantum adiabatic process, the magnetic field is in-

creased from its value B1 to B2. If there is no interaction between the spins, the
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system cannot work as an engine in this case because the condition W > 0 will not

be satisfied [73]. The conditions T1 > T2 and B2 > B1 directly lead to

p4 > p′4, (2.37)

p3 > p′3. (2.38)

Further, the positive work condition implies Eq. (2.30), alongwith Eq. (2.37) gives

p2 > p′2. (2.39)

The normalization of probabilities and the above three conditions together imply

p′1 > p1. (2.40)

These are the necessary conditions for the system to work as an engine given that

T1 > T2 and B2 > B1. According to Eq. (2.26), the local work should be positive.

This surprisingly yields, q1 < 0 and q2 > 0 in Eqs. (2.24) and (2.25). This means

locally the heat is absorbed from the cold bath and given to the hot bath. Also the

local efficiency is
w

q2
= 1− B1

B2

. (2.41)

Thus locally, the spins operate counter to the global temperature gradient present

due to T1 > T2. But globally we do have Q1 > 0 and Q2 < 0. Thus the function of

the two-spin engine is consistent with the second law of thermodynamics, although

locally we seem to have a violation of the same. This apparent contradiction is

resolved below using the concept of local effective temperatures.

2.5.3 Local temperatures

Now each spin in the 2-spin system can be assigned an effective local temperature,

corresponding to its local thermal state or the reduced density matrix [46, 47, 52].

This is true regardless of the state of the total system. Particularly, at the end of

stages 1 and 3 of the cycle, from Eqs. (2.22-2.23) alongwith local Hamiltonian, we

get the local temperatures as

T ′
1 = 2B1

(
ln

[
2

(1 + p4 − p2)
− 1

])−1

, (2.42)
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T ′
2 = 2B2

(
ln

[
2

(1 + p′4 − p′2)
− 1

])−1

. (2.43)

The important fact is that in the presence of interactions, the local temperatures

are different from the corresponding bath temperatures. Thus T ′
1 6= T1 and T ′

2 6= T2

if J 6= 0. Further, since the work in our heat cycle is done only locally, the total

work by the system can be regarded as equal to the work by two independent spins

operating between their effective temperatures (see Fig. 2.5).
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Figure 2.5: Local effective temperatures of a spin (shown as a circle with two levels)

during various stages of the heat cycle. Case (I) implies B1 > B2, while case (II)

implies B1 < B2. Note that, in either case, the opposite signs of heat are exchanged

locally upon contact with hot or cold baths.

(I) Engine working in B1 > B2: the positive work condition for a single spin is

given by

B2

T ′
2

>
B1

T ′
1

. (2.44)

Since B1 > B2, we get

T ′
1 > T ′

2. (2.45)

At J = 0, T ′
1 = T1 and T ′

2 = T2.

(II) Engine working in B2 > B1: in this model, the positive work condition is

satisfied only when

B1

T ′
1

>
B2

T ′
2

. (2.46)
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Thus in this case T ′
2 > T ′

1. Moreover, it can be shown from the definitions (2.42)

and (2.43) that for both the cases, T ′
1 > T1 and T ′

2 > T2. Finally, based on local

temperatures, the counter-intuitive mechanism which leads in case (II) to q1 < 0 and

q2 > 0 can be justified as follows. For B2 > B1, due to the first adiabatic process,

the local temperature increases from T ′
1 to T ′

1(B2/B1). After contact with the cold

bath, the local temperature becomes T ′
2, which due to condition (2.46) is more than

T ′
1(B2/B1). Thus heat should flow from the cold bath to the spin or q2 > 0. Similar

considerations lead to rejection of heat by the spin at the hot bath or q1 < 0.

2.6 Upper bound for global efficiency (B1 > B2)

We consider the case of the engine working in the range B1 > B2. The condition to

get a higher efficiency as compared to the uncoupled model is the case (ii) discussed

in Section 2.5.1 and is given by

p1 > p′1. (2.47)

From the condition B2/T2 > B1/T1 (Eq. (2.33)), we get

p3 > p′3, (2.48)

p4 > p′4. (2.49)

Then normalisation of the probabilities gives

p′2 > p2. (2.50)

From Eqs. (2.47) and (2.50), we have

p′2
p′1
>
p2
p1
, (2.51)

which simplifies to

e(B2−4J)/T2 > e(B1−4J)/T1 . (2.52)

Fig. 2.6 shows three possible ways of arranging the energy levels (2J−2B1) and −6J

relative to the level (2J − 2B2) resulting from the first quantum adiabatic process.

Equivalently, Eq. (2.52) is of the form ex > ey, which may be satisfied in one of the

following three ways: Case (a) represents y > 0, x > 0 and so x > y. This implies,

B1 > 4J and B2 > 4J .
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Figure 2.6: Three possible configurations of energy levels with eigenvalues −6J ,

(2J − 2B1) and the level (2J − 2B2) resulting from the first quantum adiabatic

process whereby B1 is changed to a lower value B2. Only case (a) is possible as

discussed in the Section 2.6.

Case (b) represents x < 0, y < 0 and |x| < |y|. This implies B1 < 4J , B2 < 4J ,

but due to the fact T2/T1 < 1, we obtain B1 < B2 which leads to a contradiction.

Case (c) represents y < 0 and x > 0. This possibility is also similarly ruled out.

So the only possibility is case (a) representing the fact that the energy levels

(2J − 2B1) and (2J − 2B2) lie below the level −6J when the coupled engine gives

a higher efficiency than the uncoupled case.

When the inequality (2.52) holds, we can write

B2 − 4J

T2
>
B1 − 4J

T1
. (2.53)

Since B1 > 4J , B2 > 4J and T1 > T2, we get

η0
1− 4J/B1

< ηc = 1− T2
T1
, (2.54)

where η0 = 1 − B2/B1. Now the global efficiency defined as η = W/Q1, can be

written as

η =
η0

1− 4J(p1−p′1)

B1(p4−p′4+p′2−p2)

. (2.55)

From the inequalities between the probabilities (Eqs. (2.47),(2.49) and (2.50)), it

follows that (p1 − p′1) < (p4 − p′4 + p′2 − p2). Therefore, we finally obtain that when

the efficiency is higher than the uncoupled case (or the lower bound is η0), then an

upper bound for efficiency is given by

η <
η0

1− 4J/B1

< ηc. (2.56)
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When J = 0, we have η = η0. The upper bound for the efficiency in the case of

B2 > B1 is discussed in the following subsection. Interestingly, we get the same

expression for the upper bound as shown in Eq. (2.56).

2.6.1 Upper bound for global efficiency (B2 > B1)

In Section 2.6, we have derived the upper bound for the efficiency of the engine

working in the regime B1 > B2. We can construct a similar proof to show that the

upper bound for the efficiency of the engine operating in the regime B2 > B1, is

less than Carnot efficiency and the expression of the upper bound is same as the

expression obtained in the case of B1 > B2 (Eq. (2.56)). From Eqs. (2.39) and

(2.40), we get

p′1
p′2
>
p1
p2
. (2.57)

This can be expressed as

exp (8J − 2B2)/T2 > exp (8J − 2B1)/T1. (2.58)

This inequality is satisfied only when 4J > 2B1 and 4J > 2B2. So it can be shown

that the energy levels 2J−2B1 and 2J−2B2 should lie above the energy level −6J .

When the inequality is satisfied in Eq. (2.58), we can write,

4J −B2

4J −B1

>
T2
T1
. (2.59)

Each side of the above equation is less than one. So subtracting both the sides from

1 and re-arranging the equation we can write

1− T2
T1

>
1−B2/B1

1− 4J/B1

. (2.60)

The global efficiency (η) for both the cases B1 > B2 and B2 > B1 is given in Eq.

(2.55).

Applying the conditions of probabilities, we have (p′1− p1) > (p′4− p4 + p2− p′2).

So considering Eqs. (2.55) and (2.60), we can write

1− T2
T1

>
1−B2/B1

1− 4J/B1

> η. (2.61)
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2.7 Extensions

One can study the Otto cycle for different Heisenberg models and also with higher

number of spins. A general program for n-spin system for both isotropic and

anisotropic Heisenberg models with homogeneous as well as inhomogeneous mag-

netic field is given in Appendix A.1.

Our work on quantum Otto cycle influenced some of the recent studies. In Ref.

[61], a quantum Brayton cycle is considered. Brayton cycle consists of two isobaric

process and two adiabatic processes. The working substance in this model is two

spins coupled via Heisenberg XX interaction. The Hamiltonian is given as

H = J(σ
(1)
+ .σ

(2)
− + σ

(1)
− .σ

(2)
+ ) +B(σ(1)

z + σ(2)
z ), (2.62)

where σ
(i)
+ and σ

(i)
− are the raising and the lowering operators for the ith spin. If

pi and Ei are the occupation probability and energy of the ith energy eigenstate

respectively, then the pressure is defined as

F =
∑
i

pi
dEi

dL
. (2.63)

Here L is the generalized coordinate of the system. In this model, two generalized

coordinates Lx = 1/B and Ly = 1/J are considered. The corresponding pressures

for Lx and Ly are Fx and Fy. In the cycle, one possibility is to keep Fy and Lx

as constants during the isobaric processes. The cycle constructed with these condi-

tions along with a suitable choice of the parameters shows interesting behavior such

as the subsystems operate as refrigerators while the total system works as a heat

engine. A similar counter-intuitive behavior is discussed in our model in Section

2.5.2. Recently, a similar observation is also made in a special quantum Otto cycle

[60] where both magnetic field and the exchange constant are changed during the

adiabatic branch. Following our model, an Otto engine using coupled spins with the

Hamiltonian given in Eq. (2.62) was also studied [55].

2.8 Summary

A pair of coupled spin-1/2 particles is used as a working medium to realize a quantum

Otto engine. The conditions for the efficiency to be higher than the non-interacting
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case are found. The antiferromagnetic interaction between the spins allows a frac-

tion of the total heat to flow from cold bath to hot bath provided the total heat

should flow in a direction suggested by global temperature gradient. This mecha-

nism increases the efficiency of the system compared to the case of non-interacting

spins. A tighter upper bound for efficiency is found below the Carnot value. The

system can also work as a heat engine even if it undergoes an adiabatic compression

(B2 > B1) in the second stage of the cycle. Here we have observed an interesting

mode of operation using the reduced density matrix whereby each spin absorbs heat

from the cold bath and rejects some heat to the hot bath while performing net work.

This feature is also confirmed from the analysis of local effective temperatures of the

spins. Recent developments in this field show similar observations in other models

of heat engines [61, 60].
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Chapter 3

Friction in quantum heat engines

3.1 Introduction

In finite-time heat engines, friction is one of the major causes for the loss of useful

energy. Frictional effect in classical heat engines has been studied in [13, 26, 27].

In this chapter, we focus on quantum analogue of internal friction observed in

finite-time quantum heat engines [75, 41, 74, 99]. This effect arises when the non-

commutativity of the internal and the external part of the Hamiltonian leads to the

non-commutativity of the total Hamiltonians at different times, [H(t), H(t′)] 6= 0.

The model of the heat engine [117] considered in this chapter is similar to the one

discussed in Chapter 2, but there is an explicit difference in the driving of the system

during the adiabatic branches. Here the driving is finite-time and inhomogeneous,

i.e. one of the spins of the coupled system is driven at a finite-rate and thereby a

frictional effect arises. An interesting analogy to this observation is the frictional

effect arises when the parts of a system move with different relative rates. The

origin of friction in certain models of QHEs was first reported in [75, 41]. Further

to reduce this friction, quantum lubrication has also been proposed [42]. In order to

better understand intrinsic friction and its relevance for the analysis of dissipation in

driven quantum systems, it seems interesting to look for this effect in other similar

models. Before discussing our mechanism of internal friction, we briefly go through

an interesting model introduced in [75]. The working medium in this model consists

of two spin-1/2 systems coupled via anisotropic Heisenberg interaction

H = 2−3/2ω(t)(σ(1)
z ⊗ I(2) + I(1) ⊗ σ(2)

z ) + 2−3/2J(σxσx − σyσy), (3.1)
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where ω(t) is the external control field. The first term on the right hand side is the

external part of the Hamiltonian and the second term is the internal part of the

Hamiltonian. These two terms do not commute and hence changing the externally

controlled field ω(t) leads to non-commutativity of the Hamiltonian at different

instants. The Hamiltonian of the working medium can also be written as

H =
∑
j

hjBj, (3.2)

where {Bj} are the minimal set of operators. In this model, the performance of the

engine is estimated by evaluating the equation of motion of this set of operators and

the corresponding observables ({〈Bj〉}). In this particular model, the operators are

chosen in such a way that they form a Lie algebra, such that [Bi, Bj] =
∑

k C
k
ijBk,

where the coefficients Ck
ij are called the structure factors of the Lie algebra. Hence

these operators are closed under the unitary evolution [6]. In general, these operators

undergo evolution such that ∂Bj/∂t = L∗
HBj + L∗

DBj, where L∗
H and L∗

D represent

the unitary and the non-unitary part of the evolution respectively. During the

adiabatic process, only the unitary part contributes, which is given as L∗
HBj =

i[H,Bj]. Since the {Bj} form a Lie algebra, these operators are closed under the

operation L∗
H [6]. On the other hand, when the system is in contact with a bath, the

non-unitary part also contributes in the evolution of the system. In this particular

model of the quantum heat engine, a particular set of operators are found so that

these are closed under both L∗
H and L∗

D. Further the thermodynamic quantities

pertaining to the system are calculated and the performance of the engine under

friction is studied. But to understand different mechanisms from which friction

arises, further studies on different models are necessary.

In the quantum heat engine that we discuss below, the working medium (sys-

tem) consists of two spin-half particles with isotropic Heisenberg interaction, kept

in an external magnetic field, similar to the model discussed in Chapter 2. But the

difference in driving is that it is finite-time and selective. The system is driven by

selectively changing the external field applied over one of the spins. This inhomo-

geneous driving causes frictional effect. But if the field on both the spins remains

homogeneous, then friction is absent. As expected, we find that if the driving that

creates inhomogeneity of fields on the spins, is performed very slowly, the friction

effect is again absent. An analogous system under an inhomogeneous magnetic field
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plays important role in quantum computing [59]. Thermal entanglement of such

spin system [18] and similar models [5] have also been studied.

Internal friction is observed only when the Hamiltonian is time dependent. So

we first discuss the evolution of the system under the time-dependent Hamiltonian.

Even so, the system does not exhibit friction if it is driven slowly enough. This

is because in slow driving, the quantum adiabatic theorem holds and the system

will always be in the instantaneous eigenstate of the Hamiltonian. We also dis-

cuss the consequence of quantum adiabatic theorem in the evolution of the system.

Subsequently, we introduce our model in which the friction arises due to the inho-

mogeneous driving. To characterize friction, we study the dynamics, the entropy

production and the work characteristics in the finite-time driving.

3.1.1 Time evolution with time-dependent Hamiltonian

The Schroedinger equation for the time evolution operator is given as

ih̄
∂

∂t
U(t, t0) = H(t)U(t, t0). (3.3)

This fundamental equation [103] leads to the time dependent Schroedinger equation

for the state ket, which is given as

ih̄
∂ψ(t)

∂t
= H(t)ψ(t). (3.4)

Depending upon different physical situations, there are mainly three cases, for which

the solution for Eq. (3.3) has to be derived. Here we are interested in a situation

where the Hamiltonian is time-dependent and Hamiltonians for different times do

not commute, [H(t′), H(t′′)] 6= 0. So the general solution for Eq. (3.3), subject to

the initial condition

U(t, t0)|t=t0 = I, (3.5)

is given as

U(t, t0) = I − i

h̄

∫ t

t0
H(t1)U(t1, t0)dt1. (3.6)

This can be expanded by iteration as

U(t, t0) = I − i

h̄

∫ t

t0
H(t1)

[
I − i

h̄

∫ t1

t0
H(t2)U(t2, t0)dt2

]
dt1. (3.7)
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The series followed by such iterations is written as

U(t, t0) = I − i
h̄

∫ t

t0
H(t1)dt1

+
(−i
h̄

)2 ∫ t

t0
dt1

∫ t1

t0
dt2H(t1)H(t2)

+
(−i
h̄

)3 ∫ t

t0
dt1

∫ t1

t0
dt2

∫ t2

t0
dt3H(t1)H(t2)H(t3)

+ · · · (3.8)

This series is known as Dyson series. Here the Hamiltonians at different times are

placed in order such that the ones later in time, are in the left. Using the property

of the integral, we can write

∫ t

t0
dt1

∫ t1

t0
dt2...

∫ t2

t0
dtnH(t1)H(t2)..H(tn) (3.9)

=
1

n!

∫ t

t0
dt1

∫ t

t0
dt2...

∫ t

t0
dtnT {H(t1)H(t2)..H(tn)}. (3.10)

The geometrical interpretation for this identity is discussed in [92]. Now the series

in Eq. (3.8) corresponding to the time evolution operator can be written in a more

compact form as

U(t, t0) = T e
(−i/h̄)

∫ t

t0
(H(t′)dt′

. (3.11)

In this chapter, we discuss the application of this unitary operator in an adiabatic

branch to explore frictional effect observed in a quantum heat engine.

3.1.2 Quantum adiabatic theorem

In 1929, M. Born and V. Fock came up with an elegant property of time evolution

of a quantum system called quantum adiabatic theorem [28]. This theorem plays

an important role in the quantum heat cycles discussed herein. An interesting

description of the quantum adiabatic process is given in [51]. Suppose the system is

initially in the nth eigenstate of the initial Hamiltonian (Hini). Then the Hamiltonian

is changed gradually from Hini to Hfin. According to quantum adiabatic theorem,

the system will remain in the nth eigenstate of the final Hamiltonian.

Consider a Hamiltonian which changes with time and suppose the Hamiltonians

at different instants do not commute. This implies that the Hamiltonian at two

different times may not have a common set of eigenstates. Hence the eigenfunctions
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and eigenvalues are time-dependent. But, at any instant, there exists an orthonormal

set {φn} such that

H(t)φn(t) = En(t)φ(t), (3.12)

where En(t) is the eigenvalue corresponds to the eigenfunction φn of H(t). Here

we consider the non-degenerate and discrete eigenvalue spectrum throughout the

evolution. The general solution to the time-dependent Schroedinger equation (Eq.

(3.3)) can be written as a linear combination of the eigenfunctions of the Hamiltonian

at time t.

ψ(t) =
∑
n

cn(t)φn(t)e
iαn(t), (3.13)

where

αn(t) = −
1

h̄

∫ t

0
En(t

′)dt′. (3.14)

Substituting Eq. (3.13) in Eq. (3.3) and canceling the relevant terms according to

Eq. (3.12), we get

∑
n

ċn(t)φn(t)e
iαn(t) = −

∑
n

ċn(t)φ̇n(t)e
iαn(t). (3.15)

Taking the inner product with φm, we obtain

ċm = −
∑
n

ċn(t)〈φm|φ̇n〉(t)ei(αn−αm). (3.16)

Differentiating Eq. (3.12) with time and then taking inner product with φm, we get

〈φm|Ḣ|φn〉+ 〈φm|H|φ̇n〉 = En〈φm|φ̇n〉, (3.17)

for n 6= m. Now we can write

〈φm|φ̇n〉 =
〈φm|Ḣ|φn〉
En − Em

. (3.18)

Substituting this in Eq. (3.16), we get

ċm = −cm〈φm|φ̇m〉 −
∑
n6=m

cn
〈φm|Ḣ|φn〉
En − Em

e(−i/h̄)
∫ t

0
(En(t′)−Em(t′))dt′ . (3.19)

Now consider the adiabatic approximation which demands that Ḣ is extremely small,

so that we can neglect the second term in the above equation. Therefore we get

ċm = −cm〈φm|φ̇m〉, (3.20)
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which yields a solution

cm(t) = cm(0)e
iγm(t), (3.21)

where

γm = i
∫ t

0

〈
φm(t

′)| ∂
∂t′
φm(t

′)

〉
dt′. (3.22)

This suggests that if the system starts in an eigenstate of the Hamiltonian (ψ(0) =

φk(0)), i.e. ck(0) = 1, then from Eq. (3.13), the final state is given as

ψ(t) = eiαk(t)eiγk(t)φk(t). (3.23)

So the system remains in the instantaneous eigenstate of the Hamiltonian with

additional phase factors.

3.2 Model

We consider two spin-half particles with isotropic exchange interaction, as the work-

ing substance for a quantum Otto cycle. In general, the Hamiltonian is written as

H = Hint + Hext, where Hext is the external Hamiltonian which can be controlled

and Hint is the internal Hamiltonian. In our model, we control in time, the magnetic

field applied to particle labeled 2. So we have [117]

Hint = J(σ(1).σ(2) + σ(2).σ(1)), (3.24)

Hext = B1σ
(1)
z +B2(t)σ

(2)
z , (3.25)

where σ(i) = (σ(i)
x , σ

(i)
y , σ

(i)
z ) are the Pauli matrices, J is the isotropic exchange

constant and B1, B2(t) are the magnetic fields applied along z-axis to the first and

the second spin respectively. So the magnetic field applied to the individual spins

are not always equal during the adiabatic branch which results in [Hext, Hint] 6= 0.

This non-commutativity of the external and the internal Hamiltonian when leading

to non-commutativity of the Hamiltonian at different times, is the cause of internal

friction in our model [75, 41]. As a special case, we show in Section V that the

non-commutative property of external and the internal Hamiltonian by itself is not

a sufficient condition for friction.

Now we analyse the system under an inhomogeneous magnetic field in more

detail. In this case the eigenbasis of the Hamiltonian is {|ψi〉; i = 1, .., 4} ≡ {|ψ1〉,
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|00〉, |ψ3〉, |11〉}, where |ψ1〉 and |ψ3〉 are given by b|10〉 − a|01〉 and a|10〉 + b|01〉

respectively and {|00〉, |10〉, |01〉, |11〉} forms the computational basis. Here a =

(y +
√
1 + y2)/N and b = 1/N , where N =

√
1 + (y +

√
1 + y2)2 and y = (B1 −

B2(t))/4J . The corresponding eigenvalues are {−2J−K, 2J−B1−B2(t), −2J+K,

2J + B1 + B2(t)}, where K = 4J(
√
1 + y2). The equilibrium density matrix when

the system is attached to a bath at temperature Te, is given by ρ = exp (−H/Te)/Z,

where Z = Tr(exp (−H/Te)) is partition function of the system, and we have set

Boltzmann’s constant to unity. The eigenvalues of ρ, or the occupation probabilities

of the energy levels, are given by

P1 = e−(−2J−K)/Te/Z,

P2 = e−(2J−B1−B2(t))/Te/Z,

P3 = e−(−2J+K)/Te/Z,

P4 = e−(2J+B1+B2(t))/Te/Z. (3.26)

Now we are ready to discuss the quantum heat cycle, which consists of the following

four stages:

Stage 1 : The magnetic field applied to the first and second spins are identical

(B1 = B2). The coupled-spins system is attached to a cold bath with temperature

T1. The system attains equilibrium with the bath. The density matrix is diagonal

in the Hamiltonian’s eigenbasis. Because of the homogeneous magnetic field, the

eigenstates |ψ1〉 and |ψ3〉 are maximally entangled Bell states, with a = b = 1/
√
2.

The occupation probability {pj} for the state with energy eigenvalue {Ej} is calcu-

lated from Eq. (3.26) by setting Te = T1 and B2 = B1. So the mean energy at the

end of the first stage is Tr(ρH) =
∑

j Ejpj.

Stage 2 : In this stage, the system is isolated from the bath and it can only

exchange work with the surroundings. The magnetic field applied to the second

spin is changed from B2(0) = B1 to B2(t) = B3 in finite time and the system may

undergo a non-adiabatic evolution. By non-adiabatic evolution, we mean that the

system may be driven fast enough so that the quantum adiabatic theorem does not

hold [28, 71]. The density matrix undergoes a unitary evolution. The eigenstates

of H(t) are also time dependent. In general, the eigenstates of ρ(t) are not the

same as H(t). In the infinitely slow limit (t→∞), the adiabatic theorem holds and
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eigenstates of the density matrix are identical to the eigenstates of the instantaneous

Hamiltonian.

So in the case of a fast driving, the final state of the system may not be di-

agonal in the eigenbasis of the final Hamiltonian. When we project the final den-

sity matrix onto the eigenbasis of the Hamiltonian, the corresponding occupation

probability of the eigenstate of the Hamiltonian with eigenvalue E ′
j is given as

p′i = Tr (|ψ′
i〉〈ψ′

i|ρ(t)), where |ψ′
i〉 is the eigenstate of the final Hamiltonian. In

our model, we have assumed that the energy levels do not cross [11, 12]. A picto-

rial representation is shown in Fig. 3.1. At the end of the second stage, the mean

energy can be written as Tr(ρ(t)H(t)) =
∑

j E
′
jp

′
j. The difference of the initial and

the final mean energy is equal to the work performed during the adiabatic process:

WI =
∑

j Ejpj −
∑

j E
′
jp

′
j.

Stage 3 : The system under an inhomogeneous magnetic field is attached to a hot

bath with temperature T2 and it attains equilibrium by absorbing net heat from the

bath. The occupation probabilities (qj) are calculated from Eq. (3.26) by putting

B2 = B3 and Te = T2. At the end of the third stage, the system is in a thermal

state with mean energy
∑

j E
′
jqj.

Stage 4 : The system again undergoes a unitary evolution by a change of the mag-

netic field of the second spin from B3 to B1, whereby the energy levels change from

E ′
j back to Ej. The occupation probabilities q′j in the eigenstates of the Hamiltonian

are calculated by projecting the density matrix onto the eigenbasis of the Hamilto-

nian. So the mean energy at the end of the process is
∑

j Ejq
′
j. The difference in

the mean energy due to this process is WII =
∑

j E
′
jqj −

∑
j Ejq

′
j.

To close the cycle, the system is again brought in contact with the cold bath.

The system on average releases an amount of heat to cold bath. As we show below,

WI and WII are the work done by and on the system, respectively.

3.3 Dynamics on the adiabatic branch and en-

tropy production

Now we analyse the irreversibility associated with the adiabatic branch by quan-

tifying the entropy production. The adiabatic process is represented by a unitary
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Figure 3.1: A pictorial representation of eigenvalues and eigenstates of the Hamil-

tonian at the end of first adiabatic process (stage 2). The {p′i} represent the popu-

lations in the energy eigenbasis {|ψ′
i〉}. In the infinite time limit, we get p′i = pi and

the eigenstates of the density matrix are same as that of the Hamiltonian.

process so that after a time t, the system-state evolves to ρ(t) = U(t, 0)ρ(0)U †(t, 0),

where U = T exp (−i
∫ t
0 H(t′)dt′). The von Neumann entropy Sv remains constant

throughout the process. But energy-entropy Se, defined with the occupational prob-

abilities of the energy levels, changes. Se in the initial state is given by −∑i pi ln pi,

where pi = Tr(|ψi〉〈ψi|ρ(0)). Since the initial state is a thermal state, we have

Se = Sv. But after the finite-time adiabatic step, Se increases where as Sv remains

unchanged. Initially, we have [H(0), ρ(0)] = 0. Two of the eigenstates |00〉 and

|11〉 of the Hamiltonian are not functions of the applied magnetic field and hence

are independent of time. So if the system is in any of these two eigenstates, it will

remain there during the process. Thus the initial population in theses states remains

constant throughout the adiabatic process.

But the eigenstates |ψ1〉 and |ψ3〉 of the Hamiltonian depend on the magnetic

field and hence are time dependent. So if the system is initially in one of these

states, then changing the Hamiltonian with a finite rate results in a non-adiabatic

evolution. In other words, the final state of the system is then not an eigenstate

of the final Hamiltonian. Let the eigenstates of the final Hamiltonian be given as

{|ψ′
1〉, |00〉, |ψ′

3〉, |11〉} and the set of the eigenstates of the final density matrix is

{|φ′
1〉, |00〉, |φ′

3〉, |11〉}. Since |φ′
1〉 and |φ′

3〉 are orthogonal to each other as well as

to |00〉 and |11〉, we can express the kets |φ′
1〉 and |φ′

3〉 as linear combinations of |ψ′
1〉
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and |ψ′
3〉 as

|φ′
1〉 = cos(δ/2)|ψ′

1〉 − sin(δ/2)|ψ′
3〉,

|φ′
3〉 = sin(δ/2)|ψ′

1〉+ cos(δ/2)|ψ′
3〉, (3.27)

where 0 ≤ δ ≤ π. Now consider a projection of the system-state on to the eigenbasis

of Hamiltonian. Two of the populations remain unchanged such that p′2 = p2 and

p′4 = p4. The occupation probabilities for the eigenstates |φ′
1〉 and |φ′

3〉 are p1 and p3
respectively. Now project the density matrix onto the eigenbasis {|ψ′

i〉} of the final

Hamiltonian. From Eq. (3.27), we get the occupation probabilities corresponding

to |ψ′
1〉 and |ψ′

3〉 as

p′1 = p1 cos
2(δ/2) + p3 sin

2(δ/2),

p′3 = p1 sin
2(δ/2) + p3 cos

2(δ/2). (3.28)

Due to p1 > p3, we can write

p1 ≥ p′1 ≥ p3,

p1 ≥ p′3 ≥ p3. (3.29)

As the difference between p′1 and p′3 gets reduced as compared to the one between

p1 and p3, and recalling that p′2 = p2 and p′4 = p4, the distribution {p′i} is more

uniform than {pi}, so we have

−
4∑

i=1

p′i ln p
′
i ≥ −

4∑
i=1

pi ln pi, (3.30)

which signifies that the energy-entropy Se increases during the finite-time adiabatic

process. In the infinite time process (t → ∞), the system undergoes quantum

adiabatic evolution and in this limit Se remains unchanged. The total entropy

production versus the total time allocated to adiabatic branch will be discussed in

Section V.

3.4 Work

The work is performed by or on the system only during the adiabatic branches i.e.

in stages 2 and 4, when the evolution of the system is governed by Liouville-von
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Neumann equation (with h̄ = 1)

dρ(t)

dt
= −i [H(t), ρ(t)] . (3.31)

The instantaneous mean energy of the system is given by Tr(ρ(t)H(t)). Differenti-

ating with respect to time we get

Tr

(
d(H(t)ρ(t))

dt

)
= Tr

(
H(t)

dρ(t)

dt

)
+ Tr

(
dH(t)

dt
ρ(t)

)
, (3.32)

In general, comparing with the first law of thermodynamics, we identify [7] the first

term on the right hand side as the rate of heat flow (Q̇) and the second term as the

power (℘). For an adiabatic process, the first term above on the right hand side

vanishes due to Eq. (3.31).

Upon integrating the power, we get the expression for work as

W =
∫ t

0
℘dt =

∫ t

0
Tr

(
dH(t′)

dt′
ρ(t′)

)
dt′,

=
∫ t

0
Tr

(
d(H(t′)ρ(t′))

dt′

)
dt′. (3.33)

Thus the work performed during the adiabatic process lasting for a time interval t,

is equal to the change in the mean energy of the system.

3.4.1 Local work

We are changing the magnetic field associated with the second spin, so it is inter-

esting to follow the temporal behavior of individual spins. The Hamiltonian of our

system H(t) = H1 ⊗ I2 + I1 ⊗ H2(t) + Hint, where subscript 1 and 2 indicates the

first and second spin respectively and I1 and I2 are the 2×2 identity matrices. Here

only H2 depends on time. So we can write

Tr

(
dH(t)

dt
ρ(t)

)
= Tr

(
I1 ⊗

dH2(t)

dt
ρ(t)

)
. (3.34)

Using Tr1(ρ(t)) = ρ2(t), we can write

Tr

(
dH(t)

dt
ρ(t)

)
= Tr2Tr1

(
I ⊗ dH2(t)

dt
ρ(t)

)

= Tr2

(
dH2(t)

dt
ρ2(t)

)
. (3.35)
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This is the instantaneous local power. Integrating the local power with respect to

time we get the local work. Substituting Eq.(3.35) in Eq. (3.33), we get

W = w2(t) =
∫ t

0
Tr2

(
dH2(t

′)

dt′
ρ2(t

′)

)
dt′, (3.36)

where w2 is the work obtained from the second spin. Since we are not changing the

magnetic field associated with the first spin the work obtained from the first spin is

zero. So in general we can show that if we change the magnetic field of both the spins

with different rates, then the total work will be the sum of local work (W = w1+w2).

This is similar to the expression obtained in Section 2.5, where the magnetic field

associated with the both the spins varies together. The above proof holds if only H1

and/or H2 are functions of time and Hint is assumed to be independent of time. If

for instance, we change the parameter J during an adiabatic branch [127] instead of

the magnetic field, then Hint becomes a function of time and in this case, the total

work cannot be written as the sum of the individual contributions.

3.4.2 Work done in slow and fast process

It can be shown that the work done in a infinitely slow process is always higher than

the work done in a finite-time process. Thus the lower bound for work extracted

is obtained for an extremely fast process (t → 0). To evaluate the lower bound,

we assume that the density matrix of the system remains unchanged. In case of

equilibrium with the cold bath, the initial density matrix is given as

ρ = p1|φ1〉〈φ1|+ p2|00〉〈00|+ p3|φ3〉〈φ3|+ p4|11〉〈11|, (3.37)

where |φ1〉 = (|10〉 − |01〉)/
√
2 and |φ3〉 = (|10〉 + |01〉)/

√
2. Since the system is

in thermal state, the initial Hamiltonian commutes with the density matrix and

both have the same set of eigenvectors. In the sudden limit (t → 0), the density

matrix remains the same as the initial, because U(0, 0) = I. But the Hamiltonian

is changed to

H = − (2J +K)|ψ′
1〉〈ψ′

1|+ (2J −B1 −B3)|00〉〈00|

+ (−2J +K)|ψ′
3〉〈ψ′

3|+ (2J +B1 +B3)|11〉〈11|,

(3.38)
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where |ψ′
1〉 = b|10〉 − a|01〉 and |ψ′

3〉 = a|10〉+ b|01〉. Now we find the population of

the corresponding eigenstates of the Hamiltonian by projecting the density matrix

onto the eigenbasis of final Hamiltonian as

p′1 = 〈ψ′
1|ρ|ψ′

1〉 =
(p1 + p3)

2
− ab(p3 − p1), (3.39)

p′3 = 〈ψ′
3|ρ|ψ′

3〉 =
(p1 + p3)

2
+ ab(p3 − p1), (3.40)

while p′2 = p2 and p′4 = p4. Similarly for the second adiabatic process where the

Hamiltonian is returned to its initial form with eigenbasis {|ψi〉}, we obtain upon

projecting the density matrix ρ̃ for this process, as

q′1 = 〈ψ1|ρ̃|ψ1〉 =
(q1 + q3)

2
− ab(q3 − q1), (3.41)

q′3 = 〈ψ3|ρ̃|ψ3〉 =
(q1 + q3)

2
+ ab(q3 − q1), (3.42)

with q′2 = q2 and q′4 = q4. Now the work extracted in a complete cycle (W =

WI +WII) with fast adiabatic processes is given by

W fast =
∑
i

piEi −
∑
i

p′iE
′
i +

∑
i

qiE
′
i −

∑
i

q′iEi. (3.43)

Using the probabilities calculated above for extremely fast (sudden) processes, we

get the lower bound of work

Wlb = (B3 −B1)(q4 − q2 + p2 − p4)

+(q3 − q1)(K − 8Jab). (3.44)

Note that this is the lower bound (lb) for the work extractable from this system

with the Otto cycle. Here we assumed that the system reaches thermal equilibrium

with the baths during the thermalization stages. If instead, a partial equilibration is

allowed, then the results for extractable work will be different. Further, a necessary

condition to extract work can be obtained by requiring Wlb > 0. We assume that

B3 > B1. Now the second term in equation (3.44) is negative, since q1 > q3 and

(K − 8Jab) > 0 because of K > 4J and ab < 1/2. This requires that the following

condition be satisfied for the engine operation: (p2 − p4) > (q2 − q4).

The upper bound for work is obtained for the slow process (t→∞). According

to quantum adiabatic theorem, the system remains in the instantaneous eigenstate
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of the Hamiltonian. The work expression is in general written as

W slow =
∑
i

piEi −
∑
i

piE
′
i +

∑
i

qiE
′
i −

∑
i

qiEi, (3.45)

and yields the upper bound for the extractable work,

Wub = (B3 −B1)(q4 − q2 + p2 − p4)

+(q3 − q1 + p1 − p3)(K − 4J). (3.46)

These bounds are compared with the finite-time work in Fig. (3.2).

3.5 Local dynamics of spins with slow driving

In the following, we study the local dynamics of the individual spins in a slow

adiabatic branch, using the reduced density matrix. When an individual spin is

considered, it is no more an isolated system as it interacts with the neighboring

spin. In case of the first spin, the local Hamiltonian remains unchanged during the

process but the density matrix changes with time. So there is only heat flow (Qloc
1 )

associated with the first spin. But for the case of second spin both the density

matrix and local Hamiltonian change with time. This suggests that the second spin

is doing work (w2) as well as it exchanges heat (Qloc
2 ) with its environment. To

analyse this situation, we consider the local dynamics of the first adiabatic process.

The initial local Hamiltonian H ini
1 = H ini

2 = B1.σz is same for the both the spins.

H2(t) changes with time, the final Hamiltonian for the second spin is Hfin
2 = B3.σz.

The initial density matrix, identical for both the spins, is given as

%ini1 = %ini2 =

 p4 +
(p1+p3)

2
0

0 p2 +
(p1+p3)

2

 . (3.47)

Final density matrix of the first spin is

%fin1 =

 p4 + a2p3 + b2p1 0

0 p2 + b2p3 + a2p1

 . (3.48)

Similarly the reduced density matrix of the second spin is

%fin2 =

 p4 + b2p3 + a2p1 0

0 p2 + a2p3 + b2p1

 . (3.49)
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Since no work is done by the first spin, the difference in the mean energy is the heat

exchanged. So we have

Qloc
1 = Tr

[
H ini

1 .(%ini1 − %fin1 )
]

= (p3 − p1)(b2 − a2)B1. (3.50)

In the case of the second spin, the difference in the mean energy is the sum of heat

and work done by the system, ∆U2 = Qloc
2 + w2. From Eqs. (3.33) and (3.36),

we have shown that the work done by the second spin is equal to the mean energy

difference of the global system. So we have

Qloc
2 = Tr

(
H ini

2 %ini2 −Hfin
2 .%fin2

)
−
∑
i

(piEi − piE ′
i)

= (p1 − p3)
[
(b2 − a2)B3 − (K − 4J)

]
. (3.51)

3.6 Discussion

Analytic expressions for work have been derived both in the case of a very slow

driving and a sudden one. To estimate the finite-time evolution of the system on

the adiabatic branch, we have to integrate the Liouville-von Neumann equation, Eq.

(3.31). We accomplish this using the fourth-order Runge-Kutta method [56]. In the

first adiabatic process, B(t) changes from B2(0) to B3. This is modeled by applying

a pulse B2(t) = B2(0)+(B3−B2(0)) sin (πt/τ) for a time t = τ/2, where τ is half of

the time period. Similarly the second adiabatic process is done by applying a pulse

B2(t) = B3+(B2(0)−B3) sin (πt/τ) for the same time interval. Thus we allot equal

time intervals to both the adiabatic branches. The total work performed and the

total entropy production due to the finite-time process are plotted in Fig. (3.2). As

discussed in the previous section, the work extracted decreases monotonically with a

finite rate of driving. This is also reflected in the corresponding entropy production

in the finite-time case.

Let us consider a cycle in which the magnetic fields applied to the first and sec-

ond spins in stage 1 have different values, B1(0) and B2(0) respectively. In this case

the internal and external part of the Hamiltonian do not commute with each other.

Now suppose that during the first adiabatic process, B1 and B2 vary at equal rates

so that the difference (∆B = B1(t)− B2(t)) keeps constant during the process. As
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Figure 3.2: Work obtained in a cycle versus the total time (τ) allocated for both

the adiabatic processes. Here we use B1 = B2(0) = 3, B3 = 4, J = 0.1, T2 =

2 and T1 = 1. The work is bounded above by Wub (Eq. (3.46), dashed line).

The thick horizontal line depicts the lower bound Wlb, Eq. (3.44), obtained for a

sudden adiabatic process (τ → 0). The inset shows total entropy production on

the adiabatic branches versus total time (τ). As τ is increased, the total entropy

production reduces monotonically to zero and the frictional effect vanishes.

we have seen in Section 3.2, the parameters a and b appearing in the eigenbasis of

the Hamiltonian, are functions of J and ∆B. Since ∆B remains constant during

the adiabatic process, the energy eigenstates of the Hamiltonian become time in-

dependent which implies that Hamiltonians at different times commute with each

other and so friction is absent in this case. Using a similar argument, no friction is

expected on the second adiabatic process, when the magnetic fields are restored to

their initial values B1(0) and B2(0). This serves as an example to appreciate that

the non-commutative property of the internal and external Hamiltonian caused by

the inhomogeneous magnetic fields may not always lead to non commutativity of

Hamiltonian at different times to cause friction. Rather the inhomogeneous driv-

ing in which ∆B changes with time leads to the non-commutative property of the

Hamiltonian at different times and thereby to frictional effect.

The basic mechanism of intrinsic friction can be argued from the case of a single

spin-1/2 system. First consider the Hamiltonian H = Bz(t)σz. In this case, the

Hamiltonians at different instants commute. Next, if instead the Hamiltonian is

H = Bz(t)σz + Bxσx, with Bx fixed, then the Hamiltonians at different instants do

not commute and a friction-like effect can be seen. Related Hamiltonians are used
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in NMR experiments, see, for example [72]. However, in the two-spins model that

we consider, intrinsic friction is observed when a part of the system (only one spin)

is driven externally at a finite rate. This accords with our intuitive sense of intrinsic

friction whereby the effect arises from moving the parts at different relative rates.

In fact, when the magnetic fields on both the spins are changed at the same rate

(uniform driving), the extracted work is independent of the driving rate, because

friction is absent in this case. To further compare the work characteristics of uniform

versus non-uniform driving, we consider, for simplicity, only one adiabatic process,

in which the initial state is a thermal state, and the field on one/both the spins

is changed from the initial value B1 to final value B3 . With uniform driving, the

expression for work is the same as derived in the quantum adiabatic limit (very slow

driving) [114], and is given by:

Wu = 2(B3 −B1)(p2 − p4). (3.52)

In this case, the contribution towards work from each spin is equal, as can be easily

seen by using the local description for the spins. With a non-uniform, slow driving,

the same transformation from (B1, B1) to (B3, B3) can be performed in two steps.

First, we change the configuration from (B1, B1) to (B3, B1) . The work performed

in this step is:

Wnu = (B3 −B1)(p2 − p4) + (K − 4J)(p1 − p3). (3.53)

Then, we can transform from (B3, B1) to (B3, B3). The corresponding work is given

by:

W ′
nu = (B3 −B1)(p2 − p4)− (K − 4J)(p1 − p3), (3.54)

so that the sum Wnu +W ′
nu = Wu, holds. Note that the work performed by each

spin in the case of non-uniform, adiabatic driving is not equal. On the other hand,

it is interesting to note that in the case of sudden, non-uniform driving, the work

performed by each spin is the same and is given by (B3 − B1)(p2 − p4). This can

be understood by analysing the reduced density matrices; the latter do not change

under sudden driving, while for a slow, non-uniform driving, the reduced density

matrices also get transformed.

To conclude, we have studied a model of quantum heat engine where the inhomo-

geneous driving at a finite rate, of the quantum working medium leads to a frictional
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effect. This effect is characterized by increase in the energy-entropy of the system.

As expected of a thermodynamic system, the entropy production leads to decrease

in the work obtained from a cycle. The work is plotted versus the time allotted for

the adiabatic branches. The upper bound for extractable work is obtained for a slow

process where the frictional effect vanishes and quantum adiabatic theorem holds,

while the lower bound is obtained for a sudden process. Some interesting future

problems include the study of frictional effect on models with anisotropic interac-

tions and with systems using higher number of spins. The possibility of quantum

lubrication [42] to reduce the intrinsic friction can also be studied.
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Chapter 4

Quantum thermodynamic

machines with prior information:

Subjective approach

4.1 Introduction

The assignment of subjective probability to an event is based on the degree of

personal belief. It can be understood from the concept of coherent bet [48, 62].

Suppose a person believes that the occurrence of an event has 50% chance. Then

he/she should be ready to bet in either way, i.e. for the event to happen or not to

happen. If he/she is ready to bet only in one way, then his/her equal-probability

assessment for occurrence and nonoccurence of the event is incoherent. Here the

degree of belief should not be confused with imagination and fantasy [62]. In this

manner, the term ‘subjective’ means a state of knowledge of the observer [67].

In the subjective approach, rational people with the same information make

similar probability assignment for a particular event. Thus the ideal of objectivity

can be recovered from intersubjectivity [48]. Bayesian analysis is widely used as an

effective inference method [100]. The methods of probabilistic inference show how

to estimate the probability density function for an unknown parameter based on the

data available. Thomas Bayes in his work titled An Essay towards Solving a Problem

in the Doctrine of Chances [21], suggested a method of updating the degree of belief

of certain event based on the data. This theorem is known as Bayes theorem and it
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plays an important role in inference problems. The theorem involves the concept of

prior probability distribution.

4.1.1 Prior probability and Bayes theorem

Prior probability distribution (or prior) P (x) is the probability distribution assigned

to an uncertain quantity by taking the prior information into account. Here the prior

information is the information available before acquiring the data (D). Once the

data (new information) is available, the prior is updated to the posterior probability

using Bayes theorem as

P (x|D)dx =
P (D|x)P (x)dx

P (D)
, (4.1)

where P (D|x), also known as the likelihood, is the probability of D when x is given

and P (D) =
∫
P (D|x)P (x)dx is the normalization constant. So Bayes theorem

serves as a mathematical tool to incorporate the new information and update the

probability assignment. One of the crucial points in Bayesian statistics is the as-

signment of the prior based on initial knowledge. Once data is available, the prior

is updated to the posterior. This posterior can be considered as a prior afterwards

and for further updating in the light of further data [48]. The importance of the

prior probability distribution in the physics problems is discussed in many works

[16, 64, 98].

4.1.2 Partial information versus complete ignorance

When only partial information is available in terms of certain mean values, the prior

probability is assigned according to maximum entropy principle [65, 64]. Consider

a random variable x which can take values from the set {x1, x2.....xn}. Here n can

be finite or countably infinite. The goal is to assign probability P (xi|I) with respect

to the available information (I). According to maximum entropy principle, this is

done by maximizing the function S, where

S = −
∑
i

P (xi|I) lnP (xi|I), (4.2)

subject to the constraints imposed by the available information. An extreme situa-

tion is the case of complete ignorance or the absence of information. If we are dealing
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with discrete random variable, then uniform distribution is acceptable as a suitable

choice in this particular case. But the assignment of probability for continuous

random variable for complete ignorance is non-trivial. Jeffreys [68] suggested prior

probability dx/x for a continuous and positive variable x in the range [x, x + dx].

This is chosen on the ground that with the prior we say the same thing if we use x or

xn. This can be understood by the following example [69]. Suppose x is the length

of a container and volume V scales with length, V ∼ xd, where d is the dimension

of the space. But the volume can be changed by changing the length keeping the

cross-sectional area fixed. So the consistency demands P (V )dV = P (x)dx, which

has a solution P (x) ∝ 1/x.

4.2 Quantum model for work extraction

Consider a pair of two-level systems labeled R and S, with Hamiltonians HR and HS

having energy eigenvalues (0, a1) and (0, a2), respectively. The Hamiltonian of the

composite system is given by H = HR⊗I+I⊗HS. The initial state is ρini = ρR⊗ρS,

where ρR and ρS are thermal states corresponding to temperatures T1 and T2 (< T1),

respectively. Let (r1, r2) and (s1, s2) be the occupation probabilities of each system,

where

r1 =
1

(1 + e−a1/T1)
, s1 =

1

(1 + e−a2/T2)
, (4.3)

with r2 = (1 − r1) and s2 = (1 − s1). We have set Boltzmann’s constant kB = 1.

The initial mean energy of each system is

E
(i)
ini =

ai
(1 + eai/Ti)

, (4.4)

where i = 1, 2 denote the system R and S, respectively. Within the approach based

on quantum thermodynamics [53, 8, 10], the process of maximum work extraction is

identified as a quantum unitary process on the thermally isolated composite system.

It has been shown in these works that for a1 > a2, such a process minimises the

final energy if the final state is given by ρfin = ρS ⊗ ρR. Effectively, it means that

in the final state the two systems swap between themselves their initial probability

distributions. The cycle is completed by putting the respective systems in contact
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with heat baths again. The unitary which does the swap operation is given as

U =



1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1


. (4.5)

The swap-gate plays an important role in quantum computation [45]. In usual

practice, the swap operation is done by decomposing the above unitary into elemen-

tary gates [45]. But a swap-gate without the composition of elementary gates is also

constructed [104]. The swap-operation preserves not just the magnitude of von Neu-

mann entropy of the composite system, but also all eigenvalues of its density matrix.

The final energy of each system at the end of work extracting transformation is

E
(i)
fin =

ai
(1 + eaj/Tj)

. (4.6)

where i 6= j. The average work per cycle defined as W ≡ Tr[(ρini − ρfin)H] =

Eini − Efin, is given by

W (a1, a2) = (a1 − a2)
[

1

(1 + ea1/T1)
− 1

(1 + ea2/T2)

]
. (4.7)

In this cycle, the heat extracted from the hot reservoir is

Q1 = a1

[
1

(1 + ea1/T1)
− 1

(1 + ea2/T2)

]
. (4.8)

The efficiency of this engine η = W/Q1 is

η = 1− a2
a1
. (4.9)

Note that for a2 = a1,W = 0, Q1 > 0 and η = 0; for a2 = a1(T2/T1), we have the

limiting values of W = 0 and Q1 = 0 and η = 1 − (T2/T1). The operation of the

machine as a heat engine (W ≥ 0 and Q1 ≥ 0), is satisfied if

a1(T2/T1) ≤ a2 ≤ a1. (4.10)

4.3 Bayesian Approach

Now consider a situation in which the temperatures of the reservoirs are given a

priori such that T1 > T2, but about the parameters a1 and a2 we only know that
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• a1 and a2 represent the same physical quantity, which is the level spacing for

system R and S respectively, and so a1 and a2 can only take positive real

values.

• If the set-up of R+S has to work as an engine, then criterion in Eq. (4.10)

must hold, whereby if one parameter is specified, then it fixes the range of the

other parameter.

Apart from the above conditions, we assume to have no information about a1 and

a2. The question we address in the following is: What can we then infer about

the expected behavior of physical quantities for this heat engine (such as work per

cycle, efficiency and so on) ? We shall follow a subjective approach to probability to

address this question. This implies that an uncertain parameter is assigned a prior

distribution, which quantifies our preliminary expectation about the parameter to

take a certain value. We denote the prior distribution function for our problem

by Π(a1, a2). The prior should take into account the prior knowledge we possess

about the parameters. For example, if a1 is specified, then the prior distribution for

a2, π(a2|a1) is conditioned on the specified value of a1, and is defined in the range

[a1θ, a1], where θ = T2/T1, because we know the set-up works like an engine if we

implement Eq. (4.10).

The expected value of any physical quantity X which may be function of a1 and

a2, is defined as follows:

X =
∫ ∫

X Π(a1, a2) da1da2. (4.11)

4.3.1 Assignment of the prior

In Bayesian probability theory, the assignment of an appropriate prior is a central is-

sue [64]. It should quantify not only the prior knowledge about the parameter in the

particular context, but should meet a consistency criterion according to which dif-

ferent observers in possession of equivalent information should assign similar priors.

Suppose, one knows only the range within which the parameter takes its values, then

intuition suggests that a uniform distribution may reflect the state of our knowl-

edge. But such a choice is not invariant under reparameterizations. Our aim in the

following is to motivate the assignment of prior distributions for level spacings a1
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and a2, when the physical problem at hand is a heat engine as described in Section

(4.2).

It seems convenient to speak in terms of the two observers A and B, who wish to

assign priors for a1 and a2. The assignment is based on the following assumptions:

(a) Same functional form of the prior is assigned to a1 and a2 in the initial state, de-

noted by Π(a1) and Π(a2) respectively. Further, we assume that the prior can

be expressed as Π(ai) ∝ df(ai)/dai, using a continuous differentiable function

f(ai) (i = 1, 2).

(b) The conditional prior distributions p(aj|ai), implying distribution for aj given

a value of ai, or p(ai|aj) for the converse case, have the same functional form

as above, and we assume that p(aj|ai) ∝ df(aj)/daj, where the dependence on

the given ai may be present in the normalisation factor. Similarly, we assume

p(ai|aj) ∝ df(ai)/dai.

Assumption (a) is reasonable since both a1 and a2 represent the same physical

quantity, and the state of knowledge of A and B about them is the same, which

is the fact that their values in the initial state lie in a preassigned range [amin,

amax]. For simplicity and symmetry, we take this range to be identical for a1 and a2.

Presumably, this range depends on the experimental setup, and we assume similar

apparatus for controlling the level spacings of the systems R and S.

Now if one of the parameters is specified to an observer, say a1 to A, then A

knows that the machine works as an engine only if the range of a2 is [a1θ, a1], where

a1 here represents some fixed value. Even so, assumption (b) states that A must

assign the same functional form to the prior for a2 as it used for assigning to a1.

Although this does not represent the general case, we assume this for simplicity and

in the following, analyse the consequences of these assumptions.

Thus from (a), we have

Π(ai) =
1

M

df(ai)

dai
, (4.12)

where the normalization constant is determined as

M =
∫ amax

amin

df(ai)

dai
dai

= f(amax)− f(amin). (4.13)
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Following assumption (b), the conditional probability distributions are given by

Π(a2|a1) =
1

N1

df(a2)

da2
, (4.14)

and

Π(a1|a2) =
1

N2

df(a1)

da1
, (4.15)

where

N1 =
∫ a1

a1θ

df(a2)

da2
da2

= f(a1)− f(a1θ), (4.16)

and

N2 =
∫ a2/θ

a2

df(a1)

da1
da1

= f(a2/θ)− f(a2), (4.17)

are the respective normalization constants. Now using the product law of probabil-

ities, the joint prior Π(a1, a2) as expressed by observer A is given by

Π(a1, a2) = Π(a2|a1) · Π(a1)

=
df(a2)/da2

[f(a1)− f(a1θ)]
· df(a1)/da1
[f(amax)− f(amin)]

, (4.18)

or equivalently in terms of B,

Π(a1, a2) = Π(a1|a2) · Π(a2)

=
df(a1)/da1

[f(a2/θ)− f(a2)]
· df(a2)/da2
[f(amax)− f(amin)]

. (4.19)

As shown in the Fig. 4.1, each observer assigns different ranges of values to a1 and

a2. Each can use its own joint prior to make estimates about a certain quantity. Now

since either approach is equivalent, so consistency would require that each makes

similar estimates for a given quantity. Also it is reasonable to assume that for some

given pair of values (a1, a2), which are in the allowed range of each observer, each

of them should assign the same probability for choosing a1 within the small interval

da1 around the given value a1, as well as of choosing a2 within the small interval

da2, around the given value a2. Clearly, for such a pair, both a1 and a2 have to lie

in the interval [amin, amax]. One such pair of values, which is definitely common to
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Figure 4.1: Observer A (B) assigns the same range of values for a1 (a2) in the

initial state of spin R (S). But the range assigned for the other parameter a2 (a1),

conditional on the operation as an engine, is different. This fact manifests such that

A and B in general arrive at different estimates for physical quantities.

both A and B would be (a1, a1) i.e. when a2 = a1. Thus equating the probabilities

assigned by A and B for this case, we obtain from Eqs. (4.18) and (4.19),

f(a1)− f(a1θ) = f(a1/θ)− f(a1), (4.20)

which can be rewritten as

2f(a1) = f(a1θ) + f(a1/θ). (4.21)

This functional equation has a unique solution, f(x) = λ ln x, up to an additive

constant. Thus we find the explicit form of prior (Eq. (4.12)) as

Π(ai) =
1

ln
(
amax

amin

) 1

ai
, (4.22)

which is functionally the same as Jeffreys’ choice [68], also employed in a previous

study [69]. The joint prior is then given by

Π(a1, a2) =
1

ln
(
1
θ

)
ln
(
amax

amin

) 1

(a1a2)
. (4.23)

The joint prior derived above is relevant only with regard to the final states of R and

S. As discussed in the previous section, the initial state of system R (S) depends

only on parameter a1 (a2). This fact will be used in the following in calculations on

the expected values of quantities.
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4.4 Expected Values of Physical Quantities

In this section, we use the priors assigned above, to find expected values for various

physical quantities related to the engine. For this purpose, we employ the definition

in Eq. (4.11). These expected values reflect the estimates by an observer who is

assigning the priors. As observed in Eqs. (4.18) and (4.19), there are two methods of

writing the joint prior. So in principle, there are two ways to calculate the expected

value of some quantity and its value will depend, in general, on the method used.

The expected value of a function estimated by method A can be written as

fA = K
∫ amax

amin

da1
a1

∫ a1

a1θ

f(a1, a2)

a2
da2, (4.24)

where K = [ln (1/θ) ln (amax/amin)]
−1.

Similarly the expected value of the function calculated by method B is given as

fB = K
∫ amax

amin

da2
a2

∫ a2/θ

a2

f(a1, a2)

a1
da1,

4.4.1 Internal energy

We calculate the expected values of internal energies for systems R and S. These

values can then be used to find the expected work per cycle, heat exchanged and so

on.

(i) Initial state: For a given ai, the internal energy E
(i)
ini is given by (4.4). The

expected initial energy is defined as

E
(i)
ini =

∫ amax

amin

E
(i)
iniΠ(ai)dai, (4.25)

where i = 1, 2. Note that E
(i)
ini depends only on ai, so we need to average over the

prior for ai only. Thus we obtain

E
(i)
ini =

[
ln
(
amax

amin

)]−1 ∫ amax

amin

dai
(1 + eai/Ti)

, (4.26)

or explicitly

E
(i)
ini =

[
ln
(
amax

amin

)]−1
[
(amax − amin) + Ti ln

(
1 + eamin/Ti

1 + eamax/Ti

)]
. (4.27)

(ii) Final state : In this case, the internal energy of R as well as S, is function of

both a1 and a2 (see Eq. (4.6)) and so the expected values are obtained by averaging
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over the joint prior, Π(a1, a2). For instance, the expected final energy of system S

(denoted by superscript (2)) as calculated by A,

E
(2)

fin(A) = K
∫ amax

amin

1

(1 + ea1/T1)a1
da1

∫ a1

a1θ
da2,

= K (1− θ)
[
(amax − amin) + T1 ln

(
1 + eamin/T1

1 + eamax/T1

)]
. (4.28)

Similarly if calculated by B,

E
(2)
fin(B) = K

∫ amax

amin

da2

∫ a2/θ

a2

da1
(1 + ea1/T1)a1

. (4.29)

The latter integral cannot be solved analytically. To simplify, we rewrite it as

E
(2)
fin(B) = K

∫ amax

amin

da2

[∫ a2/θ

a2

da1
(1 + ea1/T1)a1

· 1
]
. (4.30)

Considering the inner integral as the first function and unity as the second function

and integrating by parts, leads to

E
(2)
fin(B) = Ka2

∫ a2/θ

a2

da1
(1 + ea1/T1)a1

∣∣∣∣∣
a2=amax

a2=amin

−K
∫ amax

amin

a2

[
d

da2

∫ a2/θ

a2

da1
(1 + ea1/T1)a1

]
da2. (4.31)

Here we use Leibniz integral rule

d

dy

∫ h(y)

g(y)
f(x)dx =

dh(y)

dy
f(h(y))− dg(y)

dy
f(g(y)), (4.32)

to solve the second term of the Eq. (4.31) and to finally obtain

E
(2)
fin(B) = Ka2

∫ a2/θ

a2

da1
(1 + ea1/T1)a1

∣∣∣∣∣
a2=amax

a2=amin

−K
[
T2 ln

(
1 + eamin/T2

1 + eamax/T2

)
− T1 ln

(
1 + eamin/T1

1 + eamax/T1

)]
. (4.33)

In general, the expected final energies of S, as given by Eqs. (4.28) and (4.33)

according to A and B, respectively, are not equal. One would expect that if the

state of knowledge of A and B is similar, then they should arrive at similar estimates

for a given quantity. However, the difference in the values expected by A and B is

not so surprising in light of the fact that different ranges for variables a1 and a2 are

being employed by them, as shown in Fig. 4.1.

A similar feature is also observed in the expressions for the expected energy of

system R (superscript (1)), which we provide below for sake of completeness:

E
(1)

fin(A) =
∫ ∫

E
(1)
finΠ(a2|a1)Π(a1) da2 da1, (4.34)
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which implies

E
(1)
fin(A) = K

∫ amax

amin

da1

∫ a1

a1θ

da2
(1 + ea2/T2)a2

. (4.35)

It is interesting to observe that the above integral is identical to the one in Eq.

(4.29),

E
(1)
fin(A) = E

(2)
fin(B). (4.36)

The second method however, yields

E
(1)
fin(B) = K

∫ amax

amin

da2
(1 + ea2/T2)a2

∫ a2/θ

a2
da1,

= K
(
1

θ
− 1

) [
(amax − amin) + T2 ln

(
1 + eamin/T2

1 + eamax/T2

)]
. (4.37)

In the next section, we look at these expressions in a particular limit in which

the expected values obtained by the two observers yield similar results, so that a

meaningful analysis can be carried out in this limit.

4.5 Asymptotic Limit

As remarked above, the observers A and B are supposed to arrive at similar estimates

for physical quantities using their respective priors. This happens in the limit, when

amin << T2 and amax >> T1. In this limit, Eq. (4.27) is approximated as

E
(i)

ini ≈
ln 2

ln(amax

amin
)
Ti. (4.38)

The ratio (amax/amin) in the above may be large in magnitude, but is assumed to

be finite.

Similarly, it is remarkable to note that in this limit, not only the expected final

energy of a system (R or S) calculated by either of the methods (A or B), is the

same but also its value for system R or S is also equal. In particular, the first term

of Eq. (4.33) can be shown to be negligible in this limit. Thus we have (omitting

the observer index)

E
(i)
fin ≈

ln 2

ln(amax

amin
)

(1− θ)T1
ln(1

θ
)

, (4.39)

where i = 1, 2. Further insight into this may be obtained if we estimate the final

temperatures of systems R and S after the work extraction process. Now if values
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of both a1 and a2 are specified, the temperatures (T ′
i ) of the two systems after work

extraction, are given by [10]

T ′
1 = T2

a1
a2
, and T ′

2 = T1
a2
a1
. (4.40)

In general, the two final temperatures are different from each other. Within the

present framework, when we look at the expected values of the final temperatures

as calculated by A or B, we find

T
′
1 = T

′
2 = T1

(1− θ)
ln(1/θ)

. (4.41)

It is interesting to find that the assignment of the prior is such that the two systems

are expected to finally arrive at a common temperature. Going back to Eqs. (4.38)

and (4.39) for the energies, we see that they satisfy a simple relation E
(i)
ini ∝ Ti and

E
(i)

fin ∝ T
′
i. This is reminiscent of the thermodynamic behavior of a classical ideal

gas.

Next, the heat exchanged between system i and the corresponding reservoir is

given by Qi = E
(i)
ini − E

(i)
fin. Qi > 0 (Qi < 0) represents heat absorbed (released) by

the system. Then the expressions for the heat exchanged with the reservoirs in the

said limit, are as follows:

Q1 ≈
ln 2

ln
(
amax

amin

) (1 + (1− θ)
ln θ

)
T1, (4.42)

and

Q2 ≈
ln 2

ln
(
amax

amin

) (1 + (1− θ)
θ ln θ

)
T2. (4.43)

Now the expected work per cycle is defined as: W = Q1 + Q2. Thus the efficiency

is η = 1 +Q2/Q1. Explicitly, using Eqs. (4.42) and (4.43) we get

η = 1 +
θ ln θ + (1− θ)
ln θ + (1− θ)

. (4.44)

This is the efficiency at which the engine is expected to operate. A detailed analysis

of this efficiency is given in Chapter 5. Before closing this section, we note that the

constant of proportionality in Eqs. (4.38) and (4.39), which is ln 2·(ln(amax/amin))
−1,

can be related with heat capacity. The expected value of initial heat capacity of

system i, defined as

Ci =
∫ amax

amin

CiΠ(ai)dai, (4.45)
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where we know that for a two-level system

Ci =
(
ai
Ti

)2 eai/Ti

(1 + eai/Ti)2
. (4.46)

Upon solving, the expected heat capacity in the initial state of the system is given

exactly by

Ci =
[
ln
(
amax

amin

)]−1
[
amax e

amax/Ti

Ti(1 + eamax/Ti)
− amin e

amin/Ti

Ti(1 + eamin/Ti)
+ ln

(
1 + eamin/Ti

1 + eamax/Ti

)]
.

(4.47)

Then in the asymptotic limit, the leading term yields

Ci ≡ C ≈ ln 2

ln
(
amax

amin

) . (4.48)

This limiting value is independent of temperature of the system and thus indicates

an analogy with the constant heat capacity thermodynamic system.

Finally, we note that the requirement of consistency between the results of A

and B implies, in an asymptotic limit, that the behavior expected from minimal

prior information is the one which shows simple thermodynamic features such as

constant heat capacity and equality of subsystem temperatures upon maximum work

extraction. In the next section, we revisit the above analysis, but in a simplified

form by considering an additional constraint.

4.6 Analysis at a given thermal efficiency

Let us impose an additional constraint by fixing the value of the engine efficiency

η. Then there is essentially one energy scale say a1, to be specified in the model,

because the other scale a2 is determined from the ratio a2/a1 = (1−η). Let observer

A treat a1 as the uncertain parameter and denote the prior as π(a1). The second

observer B chooses a2 as the uncertain parameter and the corresponding prior as

π∗(a2). In other words, the uncertain parameter of B, differ from a1 by a scale factor

(1− η). The probabilities assigned by A and B for a given choice of a1 and a2, must

satisfy

π(a1)da1 = π∗(a2)da2. (4.49)

On the other hand, one should expect the same functional form for the prior in

both cases, which is saying essentially that both A and B are in an identical state
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of knowledge, implying π ∼ π∗ [64]. Thus relation (4.49) is rewritten as

π(a1) = (1− η) π(a1(1− η)), (4.50)

a functional equation whose solution is given by π(x) ∝ 1/x. Thus with the addi-

tional constraint of a given efficiency, the prior assigned is the Jeffreys’ prior.

Let us now illustrate the calculation for observer A. The appropriate normalised

prior we have to consider is π(a1) = [ln (amax/amin)]
−1 (1/a1). From Eq. (4.7), the

average work per cycle rewritten as function of a1 and η is given by

W (a1, η) = a1η

[
1

(1 + ea1/T1)
− 1

(1 + ea1(1−η)/T2)

]
. (4.51)

The expected work estimated by A is defined as W (A) =
∫
W (a1, η)π(a1)da1. After

calculation we have,

W (A) =
[
ln
(
amax

amin

)]−1

η

[
T2

(1− η)
ln

(
1 + eamax(1−η)/T2

1 + eamin(1−η)/T2

)
− T1 ln

(
1 + eamax/T1

1 + eamin/T1

)]
.

(4.52)

On the other hand, from the perspective of observer B who treats a2 as the unknown

parameter, the corresponding prior is π(a2) = [ln (amax/amin)]
−1 (1/a2). Upon writ-

ing the work per cycle as W (a2, η), i.e. function of a2 and η, we define W (B) =∫
W (a2, η)π(a2)da2, which is explicitly given by

W (B) =
[
ln
(
amax

amin

)]−1

η

[
T2

(1− η)
ln

(
1 + eamax/T2

1 + eamin/T2

)
− T1 ln

(
1 + eamax/(1−η)T1

1 + eamin/(1−η)T1

)]
.

(4.53)

In this case also, we see a difference in the average work expected by A and B,

which is at variance with our assumption that A and B are in an equivalent state

of knowledge. But again, we observe that in the asymptotic limit as considered in

Section (4.5), both the expressions for work get reduced to the following simpler

form

W (A) ≈ W (B) ≈ ln 2

ln
(
amax

amin

)η (T1 − T2
(1− η)

)
. (4.54)

It is interesting to observe that the expected work in the asymptotic limit attains

its optimal value at the well known Curzon-Ahlborn efficiency, η = 1−
√
T2/T1.

Finally, we may compare the amount of work expected in the general case (as

calculated from Eqs. (4.42) and (4.43)) when both a1 and a2 are uncertain, with the

special case when the efficiency is fixed a priori. In the general case, the expected
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efficiency of the engine is given by Eq. (4.44), so it is reasonable to take this value

of efficiency in Eq. (4.54) while making the above comparison. As shown in Fig. 3,

the work in the general case is always less than the work in the special case and their

ratio approaches the value of 3/4 as the temperature gradient goes to zero (θ → 1).
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Figure 4.2: Expected work in the general case, is less than the expected work in

the special case for which the efficiency is fixed a priori. Both expressions for work

are calculated at the same efficiency as given by Eq. (4.44). As θ → 1, the ratio

approaches a constant value 3/4.

4.7 Application of Bayes theorem

Consider a spin-1/2 particle with an unknown level spacing a, attached to a bath of

temperature T . So we assign a prior distribution P (a) for this unknown quantity.

Now consider a measurement done on the particle such that the measurement out-

come is either ground (↓) or excited (↑) state. The prior can be updated based on

the new data using Bayes theorem. Suppose the measurement outcome is ↑, then

we have

P (a| ↑)da =
P (↑ |a)P (a)da∫ amax

amin
P (↑ |a)P (a)da

. (4.55)

But we know that our system is in equilibrium with bath. So from Boltzmann

distribution we have the conditional probability as

P (↑ |a) = 1

(1 + ea/T )
. (4.56)
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The posterior distribution in Eq. (4.55) act as the prior hereafter. Suppose in the

second measurement, we obtain the result ↓, then the posterior probability of a is

given as

P (a| ↓, ↑)da =
P (↓ |a)P (↑ |a)P (a)da∫ amax

amin
P (↓ |a)P (↑ |a)P (a)da

(4.57)

Suppose the actual value of a is a∗ and we do N measurements, where we get the

outcomes ↑ and ↓, n and (N − n) times respectively. For large N , we can write

n =
N

(1 + ea∗/T )
. (4.58)

So the probability distribution after N measurements is given as

P (a| ↓(N−n), ↑n)da =
1

IN

(
1

1 + e−a/T

)(N−n) ( 1

1 + ea/T

)n

P (a)da (4.59)

where

IN =
∫ amax

amin

(
1

1 + e−a/T

)(N−n) ( 1

1 + ea/T

)n

P (a)da (4.60)

Eq. (4.59) is binomial distribution which has a peak at a = a∗, when N →∞.

Now we consider an explicit example to compare the optimal performance of

an engine with its expected performances obtained from the prior and the posterior

distributions [112]. Similar to the model of quantum Otto cycle mentioned in Section

4.2, a four-stage Otto cycle is discussed in Ref. [69]. In this model, there are two

adiabatic branches, the first adiabatic branch involves changing the energy level

spacing of the two level system from a1 to a2 adiabatically, in other words the

energy eigenvalues of the system change from (0, a1) to (0, a2), keeping the system

in the instantaneous eigenstate of the Hamiltonian. Similarly in the second adiabatic

process, energy spacing change from a2 to a1. Before the first adiabatic process, the

system is in equilibrium with the hot bath at temperature T1 and before the second

adiabatic process, the system is in equilibrium with the cold bath at temperature T2.

Now we consider a measurement of the state of the system before the first adiabatic

process. If the system is initially found in ↑, then the work done by the system

during the first adiabatic process is WI = a1 − a2 = a1η.

On the other hand, if the system is in down-state, then the work during the

adiabatic process is zero. Based on the measurement outcome, the prior can be

updated using Bayes’ theorem. For an outcome of spin being up, the posterior
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distribution function is given in Eq. 4.55. Using this posterior, we find the expected

work in the first adiabatic process is

WI =
∫ amax

amin

a1ηP (a1| ↑I)da, (4.61)

where ↑I represents the measurement outcome (up) before the first adiabatic process.

Now we consider the measurement before the second adiabatic process. If the system

is found to be in up state, then the work done during the process is given as −a1η.

So the expected work in the second adiabatic process is estimated as

WII =
∫ amax

amin

−a1ηP (a1| ↑II)da, (4.62)

where ↑II denotes the measurement outcome (up) before the second adiabatic pro-

cess. So the total expected work estimated by averaging over the posterior is

Wpos =WI +WII .
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Figure 4.3: The work versus efficiency plot. The expected work obtained by aver-

aging over prior (using Eq. (4.52)) and posterior distribution is shown with normal

and dotted curve respectively. The dashed curve shows the maximum work obtained

at a given efficiency, when there is no uncertainty of energy level spacings. Here we

use T1 = 1, T2 = 0.5, amin = 0.01 and amax = 50 [112].

In Fig. 4.3, the expected work obtained by averaging over the prior and the pos-

terior distributions at a given efficiency, is plotted. This expected work is compared

with the maximum work of the heat engine at the given efficiency. It is interesting

to note that the efficiency at maximum work of all the three curves lies very close
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to each other. The expected work by averaging over the posterior is higher than the

expected work obtained from the prior distribution and it lies closer to the maximum

work obtained from the engine.

4.8 Conclusions

We considered a model of quantum Otto engine with uncertain control parameters.

We posed the following question: What is the expected performance of this engine

under this uncertainty and how can it be deduced from the prior information? Based

on certain simple assumptions we derived the prior for the uncertain parameters.

In the absence of data from observations, in our opinion, the initial prior so as-

signed has to be used to make inferences about physical quantities. The estimates

for these quantities have been defined as the average value over the chosen prior.

Further considerations lead us to investigate a particular asymptotic limit, because

to maintain consistency, the observers A and B should arrive at similar estimates

for a given quantity, if each is in an equivalent state of knowledge. It is in this

limit, we observe classical thermodynamic features for the estimated quantities of

our quantum heat engine. In particular, the expected mean energies of the two-level

systems become proportional to their temperature, with the expected heat capac-

ity C becoming independent of the temperature. It is also interesting to observe

that the factor ln(amax/amin) occurring in the normalisation of the prior can be ex-

pressed in terms of the expected heat capacity of the system. Further we consider

measurements carried out on the system. The data obtained from the outcome of

measurement changes the state of knowledge of the observer and hence the prior is

updated in the light of new data using Bayes theorem. We also compare the the

expected performance inferred from prior and posterior distributions.
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Chapter 5

Efficiency of heat engines and

information

5.1 Introduction

The quantities such as the work obtained or power output per cycle and the efficiency

are the major factors which characterize the performance of a heat engine. The

maximum achievable efficiency for an engine working between two reservoirs with

temperature T1 and T2 (T1 > T2) is the Carnot efficiency, which is given as

ηc = 1− T2
T1
. (5.1)

This is one of the central results of classical thermodynamics. In a reversible cycle,

the total entropy change (system+bath) is zero. Therefore, to attain this efficiency,

the engine should be driven in a quasi-static manner. Hence the power delivered by

these thermodynamic cycles is vanishingly small. Practically, an engine is driven in

a finite time to extract finite power. In a seminal paper [36], Curzon and Ahlborn

showed that the efficiency at maximum power of a finite-time Carnot heat engine is

given as

ηCA = 1−
√
T2
T1
. (5.2)

In this paper, a four-staged cycle consisting of two isothermal and two adiabatic

processes is considered. During an isothermal process, the working substance main-

tains a temperature T ′
i while it is in contact with the bath Ti as shown in Fig. 5.1,

where i = 1, 2 indicates the first and the second isothermal processes. The heat flow
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into or out of the working substance is assumed to be proportional to the temper-

ature gradient |T ′
i − Ti|. Both the adiabatic processes are considered as completely

reversible. The efficiency obtained by this engine at maximum power is given in

Eq. (5.2). Interestingly, some of the examples of real heat engines working near

this efficiency are shown in Ref. [36]. Because of the appearance of this efficiency

T1 2T

Q1Q1 Q2 Q2

α β

W

1 T2T’ ’

Figure 5.1: Finite-time Carnot cycle: Curzon-Ahlborn model. The efficiency at

maximum power of this cycle is given in Eq. 5.2

at optimum performance of many models, the possible universal character of this

efficiency attracted the attention of many researchers [81, 78]. Using the arguments

of irreversible thermodynamics, CA efficiency is shown as an upper bound of the effi-

ciency of a heat engines which extract maximum power [120]. The Curzon-Ahlborn

(CA) efficiency can be expanded in terms of Carnot efficiency in the near equilibrium

limit (ηc → 0) as

ηca =
ηc
2
+
η2c
8

+O[η3c ]. (5.3)

Further many studies were carried out showing the universality of the first two

terms. The universal coefficients, 1/2 and 1/8 are displayed in the efficiency at

maximum power for the engine characterized by left-right symmetry and strong

coupling between particle and heat flow [40].

In this chapter, we show two classes of efficiency, obtained from Bayesian ap-

proach to uncertain parameters. Apart from quantum model, we also discuss a

stochastic model of heat engine.
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5.2 Bayesian statistics and CA efficiency

We have observed that, quite surprisingly, through Bayesian statistics, CA efficiency

is recovered from a four-staged quantum Otto cycle [69]. In this model, efficiency is

given a priori, but energy level spacing a of the two level system is unknown. Since

the efficiency is given, the problem reduces to single uncertain parameter. The prior

for this uncertain parameter is taken as proportional to 1/a. Analogous to this

cycle, we have considered a two-stage Otto cycle using two spin-1/2 systems [115]

as discussed in Section 4.6. The expression for the work in the asymptotic limit is

given in Eq. (4.54),

W ≈ Cη

(
T1 −

T2
(1− η)

)
. (5.4)

Thus the efficiency at maximum expected work is the CA value.

An analogous heat engine with two internal energy scales is the Feynman’s

ratchet. When working as an engine, this device has the efficiency which is closely

similar to the efficiency of an Otto engine. In the following section, we discuss the

performance of Feynman’s ratchet as a heat engine and also as a refrigerator. We

consider a situation where the energy scales of the system are uncertain, but the

efficiency for heat engine or the coefficient of performance (COP) of the refrigerator

is given. Based on the Bayesian approach to an uncertain parameter, we assign

a prior probability distribution for the uncertain parameter. In our discussion, the

prior discussed has the same functional form as the Jeffreys prior. Later, we compare

our result with the expected performance obtained from a uniform distribution.

5.3 Feynman’s ratchet

Feynman showed a simple and profound mechanism using a ratchet and a pawl to

convert heat into work [44]. Even though the model was introduced for pedagogical

purposes, it attracted attention as heat engine [118, 63], refrigerator [88, 110] and

to study the mechanism of motor proteins [19]. The model of Feynman’s ratchet as

a heat engine consists of two heat baths with temperatures T1 and T2 (T1 > T2).

A vane is immersed in the hot bath. The vane is connected through an axle with

a ratchet which is in contact with the cold bath. The rotation of the ratchet is

restricted in one direction due to a pawl which in turn is connected to a spring.
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The axle passes through the center of a wheel from which hangs a weight. So the

directed motion of the ratchet rotates the wheel, thereby lifting the weight. To raise

the pawl, the system needs ε2 amount of energy to overcome the elastic energy of the

spring. Suppose in each step, the wheel rotates an angle δ and the torque induced

by the weight is Z. Then the system requires a minimum of ε1 = ε2 + Zδ energy to

lift the weight. Hence the rate of forward jumps for lifting the weight is given as

RF = r0e
−ε1/T1 , (5.5)

where r0 is a constant with the dimension of rate (s−1).

The statistical fluctuations can produce a directed motion at a finite rate, only

if the ratchet-pawl system is microscopic. Hence the pawl can undergo a Brownian

motion by bouncing up and down as it is immersed in a finite temperature bath.

This turns the wheel in backward direction and lowers the position of the weight.

This is the reason that the system cannot work as an engine if T1 = T2. The rate of

the backward jumps is

RB = r0e
−ε2/T2 . (5.6)

Therefore, Zδ and −Zδ are the work done by and on the system, respectively. In

an infinitesimally small time ∆t, the work done by the system is given as

W = (ε1 − ε2)(RF −RB)∆t,

= r0(ε1 − ε2)
(
e−ε1/T1 − e−ε2/T2

)
∆t. (5.7)

Similarly, the heat absorbed in this interval from the hot reservoir is given as

Qh = r0ε1
(
e−ε1/T1 − e−ε2/T2

)
∆t. (5.8)

So the efficiency of the engine is given as

η =
W

Qh

= 1− ε2
ε1
. (5.9)

Power of the engine is defined as

P =
W

∆t
= r0(ε1 − ε2)

(
e−ε1/T1 − e−ε2/T2

)
. (5.10)

Using ε1 = ε2/(1− η), we can write the expression for power as

P (η, ε2) = r0
ε2η

(1− η)
(
e−ε2/(1−η)T1 − e−ε2/T2

)
. (5.11)
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5.3.1 Optimal performance as a heat engine

In [118], the power is optimized with respect to the load Z and internal parameter

ε2 or in other words optimizing over the energy scales ε1 and ε2 we get the optimum

power as

P ∗ =
r0T1η

2
c

e(1− ηc)(1−η−1
c )
. (5.12)

The corresponding efficiency at maximum power is

η̃ =
η2c

ηc − (1− ηc) ln (1− ηc)
. (5.13)

Bayesian approach

We consider the following situation where η of the engine is given but the energy

scales (ε1, ε2) are uncertain in the range [εmin, εmax] [116]. Since η is known, the

problem is reduced to single uncertain parameter. Here we assign a prior distribution

to ε2 in the range [εmin, εmax]. We take a finite-range for assigning a normalized prior.

Later we consider the maximum ignorance about the uncertain parameter by setting

the limit, εmin → 0 and εmax →∞. Based on arguments similar to those put forward

in Section 4.6, the functional form of the prior is found to be Π(ε2) ∝ 1/ε2. Therefore

we can estimate the expected value of the power as

P (η) =
∫ εmax

εmin

P (η, ε2)Π(ε2)dε2

=
Cη

(1− η)

∫ εmax

εmin

(
e−ε2/(1−η)T1 − e−ε2/T2

)
dε2, (5.14)

where C = r0/ ln(εmax/εmin). Upon integrating, we get

P (η) = CT1η
(
e−εmin/(1−η)T1 − e−εmax/(1−η)T1

)
+
CT2η

(1− η)
(
e−εmax/T2 − e−εmin/T2

)
. (5.15)

We are interested in the efficiency at maximum of expected power. Hence, on

maximizing P (η) with respect to η, we get

∂P

∂η
≡ T1

(
e−εmin/(1−η)T1 − e−εmax/(1−η)T1

)
− η

(1− η)2
(
εmine

−εmin/(1−η)T1 − εmaxe
−εmax/(1−η)T1

)
+

T2
(1− η)2

(
e−εmax/T2 − e−εmin/T2

)
= 0. (5.16)
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Considering the limit εmax →∞ and εmin → 0, the above expression can be written

as

T1 −
T2

(1− η)2
= 0. (5.17)

Solving the above equation, we get the efficiency which maximizes the expected

power as

η∗ = 1−
√
θ = ηCA, (5.18)

where θ = T2/T1. On the other hand, if a uniform prior 1/(εmax−εmin) is assigned for

the uncertain parameter, then the efficiency at maximum expected power is given

as ηu = (5K1 −K2
1 − 1)/6K1, where K1 = (1 + 54θ2 + 6

√
3θ
√
1 + 27θ2)1/3 (see Fig.

5.2).
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Figure 5.2: The normal curve shows the CA value for Feynman’s ratchet as a heat

engine which is also obtained when Jeffreys prior is assigned for the uncertain pa-

rameter. The dotted curve is the corresponding efficiency when a uniform prior is

used. The dashed curve represents the efficiency at optimal power η̃.

Now we compare the efficiencies near equilibrium, obtained from 1/ε2 prior and

uniform prior, with the efficiency (η̃) at maximum power when there is no uncer-

tainty.

η̃ =
ηc
2
+
η2c
8

+
7η3c
96

+O[η4c ] (optimal value) (5.19)

η =
ηc
2
+
η2c
8

+
6η3c
96

+O[η4c ] (CA value from 1/ε2 prior) (5.20)

ηu =
ηc
2
+
η2c
16

+
η3c
64

+O[η4c ]. (with uniform prior) (5.21)

Interestingly, with the appropriate choice of prior (1/ε2), the first two terms of the

efficiency at maximum power are reproduced.
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5.3.2 Optimal performance as a refrigerator

Maximum of power is a good criterion to study the optimal performance of finite-

time heat engines as seen in a variety of models such as finite-time Carnot cycle

[36], stochastic heat engine [20] and Feynman’s ratchet [118]. In the case of the

refrigerator, many optimization criterion have been tried [125, 121, 119]. Further,

there is a complementarity between cooling rate and the coefficient of performance

of the refrigerator [125, 9]. When one is maximized, the other is nullified and vice

versa. To give equal attention to both the quantities, the product of COP and

cooling rate is regarded as an objective function [125]. In Ref. [37], a unified

criterion applicable for both Carnot heat engine and refrigerators is proposed. In

both the cases, χ-criterion, which is defined as the product of energy conversion

efficiency and the heat absorbed per unit time, is to be optimized. So for the heat

engine, the quantity to be optimized is the product of efficiency η and the rate of

heat absorbed from the hot bath Q̇h, which is the power and hence the CA efficiency

is recovered at optimal performance. For refrigerator, the χ-criterion is defined as

the product of coefficient of performance ζ and rate of heat exchange with cold bath

Q̇c. Further with this criterion, the counterpart of CA efficiency for refrigerator

ζCA = 1/
√
1− θ − 1 [125] is also obtained.

Feynman’s ratchet is also studied as a refrigerator [88, 110, 4, 83]. It can also

be regarded as Büttiker-Landauer model [32, 77] as discussed in [110]. By opti-

mizing the χ-criterion for Feynman’s ratchet as a refrigerator, the COP at optimal

performance ζ̃ satisfy the following transcendental equation [110]

ζc − ζ̃
ζc + 1

(
2

ζ̃
− 1

ζc

)
= ln

[
(2 + ζ̃)ζc

ζ̃(ζc + 1)

]
, (5.22)

where ζ̃ is the COP at optimal performance and ζc = T2/(T1 − T2), the Carnot

bound for the refrigerator. Since the analytical solution for the above equation is

not possible, using an interpolation formula, the approximate solution is found to

be

ζ̃ =
√
ζc + (0.954)2 − 0.954 (5.23)

This approximate solution is verified with asymptotic solutions obtained for small

and large temperature differences.
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Bayesian approach

As we have seen in the earlier discussions, with a Bayesian analysis we obtained CA

value in the case of Feynman’s ratchet as a heat engine. Now we show that from

Bayesian approach, the corresponding CA value of refrigeration cycle can also be

obtained from the model of Feynman’s ratchet [116].

The χ-criterion is defined as

χ = ζQ̇2, (5.24)

where

ζ =
Q2

W
=

ε2
(ε1 − ε2)

(5.25)

Q̇2 = r0ε2
(
e−ε2/T2 − e−ε1/T1

)
. (5.26)

Substituting ε1 = ε2(1 + ζ)/ζ in the above equations, we get

χ(ζ, ε2) = ζr0ε2
(
e−ε2/T2 − e−ε2(1+ζ)/ζT1

)
. (5.27)

If ζ is given and ε2 is uncertain in the range [εmin, εmax], then we can assign a prior

for ε2 based on the prior information. One can argue that an appropriate prior has

the form

Π(ε2) =
1

ln
[
εmax

εmin

] 1
ε2
. (5.28)

Now we can define the expected value of χ as

χ(ζ) =
∫ εmax

εmin

χ(ζ, ε2)Π(ε2)dε2 (5.29)

= C
∫ εmax

εmin

ζ
(
e−ε2/T2 − e−ε2(1+ζ)/ζT1

)
dε2, (5.30)

where C = r0/ ln(εmax/εmin). Upon integrating the above equation, we get

χ(ζ) = CζT2
(
e−εmin/T2 − e−εmax/T2

)
+
Cζ2T1
(1 + ζ)

(
e−εmax(1+ζ)/ζT1 − e−εmin(1+ζ)/ζT1

)
. (5.31)

Now maximizing χ with respect to ζ, we get

∂χ

∂ζ
≡ T2

(
e−εmin/T2 − e−εmax/T2

)
+
ζ(ζ + 2)T1
(1 + ζ)2

(
e−εmax(1+ζ)/ζT1 − e−εmin(1+ζ)/ζT1

)
+

1

(1 + ζ)

(
εmaxe

−εmax(1+ζ)/ζT1 − εmine
−εmin(1+ζ)/ζT1

)
= 0. (5.32)
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Considering the limit εmax →∞ and εmin → 0, the above expression reduces to

ζ(ζ + 2)

(1 + ζ)2
− θ = 0. (5.33)

So the possible solution for ζ which maximizes χ is given as

ζ∗ =
1√

(1− θ)
− 1 = ζCA. (5.34)

In Fig. 5.3, ζCA is compared with COP at optimal performance ζ̃. Interestingly, ζCA

is very close to the optimal solution.
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Figure 5.3: The coefficient of performance of Feynman’s ratchet is plotted versus

θ. The normal curve shows the CA value for refrigerator which is the COP at

optimal performance of the refrigerator when Jeffreys prior is assigned for the un-

certain parameter. The dashed line represents the interpolation formula for COP

corresponding to optimal values of χ-criterion [110].

5.4 A different class of efficiency

We have seen the importance of CA efficiency in the optimal behavior of heat en-

gines and also the universal behavior of the leading terms of this efficiency. Such

efficiencies are also obtained from a Bayesian analysis. On the other hand, we came

across a model of Brownian heat engine [128] in which the efficiency at maximum

power near equilibrium limit approaches one third of Carnot efficiency. Another

example showing this behavior is observed in the case of a Maxwell’s demon [20].

Remarkably, we achieved similar efficiencies from the Bayesian approach [115, 113].

83



Recent work [70] showed that the one-third of Carnot value appears due to the label

uncertainty when the problem of inference is applied to maximum work extraction

process. In the following sections, we discuss such efficiencies in detail.

5.4.1 Efficiency of a Brownian heat engine

We consider a thermally driven model of Brownian heat engine discussed in [128].

In this model, the Brownian particle is moving through a periodic and asymmetric

potential (ratchet) with a load f as shown in Fig. 5.4. The energy needed for

forward and backward jumps is E − fL1 and E + fL2 respectively where L1 and

L2 are the lengths of the left and the right sides of the ratchet and E is the barrier

height. The temperatures of hot and cold reservoirs are TH and TC respectively.

The power output of this engine [128] is given as

Ẇ =
kBTHx

t

(
e−(ε+xµ) − e−(ε−x+xµ)/θ

)
, (5.35)

where x = fL/kBTH (dimensionless load), µ = L1/L, θ = TC/TH , L = L1 + L2 and

ε = E/kBTH (dimensionless barrier height). Here ’t’ is a constant with dimensions

of time. We maximize the power output with respect to the barrier height and the

THTH THTC
TC TC

(I) (II) (I) (I)(II)

 L

(II)

L1 2

f
E

Figure 5.4: A Brownian particle in a periodic and asymmetric potential.

load by taking
∂Ẇ

∂ε
= 0 and

∂Ẇ

∂x
= 0. (5.36)

Solving the above equations we get,

x = ηc, (5.37)

ε = 1− (1− ηc) ln (1− ηc)
ηc

− µηc. (5.38)

The efficiency of the engine at maximum power is given as

η∗ =
2η2c

3− 2(1− ηc)(1 + ln(1− ηc))− (1− ηc)2
. (5.39)
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The near-equilibrium expansion (ηc ≈ 0) of this efficiency is

η∗ ≈ ηc
3
+
η2c
9

+
η3c
18

+O[η4c ]. (5.40)

5.4.2 Efficiency of a quantum heat engine from Bayesian

statistics

Now we take a specific example discussed in the previous chapter. When a1 and

a2 are unknown, we derived the prior for these parameters based on some simple

assumptions as

Π(a1, a2) =
K

a1a2
, (5.41)

where K = [ln (1/θ) ln (amax/amin)]
−1 Using this prior, we derived the efficiency at

which the engine is expected to operate for a given θ as shown in Eq. (4.44). The

above expression is a function only of the ratio of the reservoir temperatures. The

near equilibrium expansion of this efficiency is

η ≈ ηc
3
+
η2c
9

+
8η3c
135

+O[η4c ]. (5.42)

Again, the leading term is one-third of Carnot efficiency. It is interesting to note

that the same efficiency is also obtained in a classical model, where the intermediate

temperature is an uncertain quantity [113]. Surprisingly, the efficiencies given in

Eqs. (5.40) and (5.42) agree up to the second order. These efficiencies are plotted

in Fig. 5.5.

Obviously, the above efficiency does not belong to the universality class of effi-

ciency as we discussed in the case of CA efficiency, where the leading term is ηc/2.

So we point out the possibility of a new universality class of the efficiency where the

first order term in the near equilibrium expansion is one-third of ηc.

5.5 Efficiency at maximum work when one of the

energy scales is given

Here we consider a model of heat engine which extracts work as described in Section

4.2. In this set up, the value of either a1 or a2 is given and the other parameter

is uncertain. So our task is to derive a suitable prior for the uncertain parameter
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Figure 5.5: The efficiency in Eqs. (4.44) and (5.39) are plotted versus θ. The dashed

curve is the efficiency at maximum power for the Brownian heat engine. The upper

curve is the efficiency obtained in the asymptotic limit of the quantum model when

two intrinsic energy scales of the working medium are uncertain. The dotted line

corresponds to (1− θ)/3.

and estimate the expected performance of the engine. Then we discuss expected

efficiency at maximum work and its near equilibrium expansion.

5.5.1 Choice of prior

In this model, we consider that one of the energy scales of the working medium,

say a1 is given. Since our system is working as an engine, the immediate question

is: What would be the prior distribution for a2, which can vary only in the range

[a1θ, a1]? When there is no uncertainty in the energy scales, the efficiency is given

by η = 1 − a2/a1. Suppose π is an arbitrary normalized distribution function and

ã2 = a2/T2, then we demand that

π(ã2)dã2 = π(ν)dν, (5.43)

where ν = 1 − η. Substituting ã2 = νa1/T2, we get the form of π as π(ν) ∝ 1/ν.

The condition for the positive work done by the engine defines the range of the

parameter ν as [θ, 1]. Alternately we can consider the next case where a2 is given

instead of a1. As in the previous case, for an arbitrary distribution function π′, we

demand

π′(ã1)dã1 = π′(ν)dν, (5.44)
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where ã1 = a1/T1. Substituting ã1 = a2/T1ν, we get

π′
(
a2
T1ν

)
a2
T1ν2

= π′(ν). (5.45)

So the form of our distribution function is π′(ν) ∝ 1/ν where ν has the range [θ, 1].

With the prior for the unknown quantity, we can find the expected behavior of the

system. But here we are interested in the optimum behavior of the system, i.e. when

the expected work is maximum for given information.

5.5.2 Expected maximum work for given a1

As we discussed in the last chapter, the work extracted from the quantum model of

heat engine is given as

W (a1, ν) = a1(1− ν)
[

1

(1 + ea1/T1)
− 1

(1 + ea1ν/T2)

]
. (5.46)

We have the expression for expected work

W =
a1

ln(1/θ)

∫ 1

θ

(1− ν)
ν

(
1

(1 + ea1/T1)
− 1

(1 + ea1ν/T1θ)

)
dν. (5.47)

Similarly the expected heat absorbed by the system is

Q =
a1

ln(1/θ)

∫ 1

θ

1

ν

(
1

(1 + ea1/T1)
− 1

(1 + ea1ν/T1θ)

)
dν. (5.48)

Now we maximize the expected work with respect to a1. Setting ∂W/∂a1 = 0, we

get
a1e

a1/T1 [1− θ + ln(θ)]

T1(1 + ea1/T1)2
− ln θ

(1 + ea1/T1)
=
∫ 1

θ

dν

ν(1 + ea1ν/T1θ)
. (5.49)

The integral in the right hand side is not solvable. Let us take x = a1/T1 and

θ = (1− ηc). So Eq. (5.49) takes the form

xex[ηc + ln(1− ηc)]
(1 + ex)2

− ln(1− ηc)
(1 + ex)

=
∫ 1

(1−ηc)

dν

ν(1 + exν/(1−ηc))
. (5.50)

This integral appears in the expression of work shown in Eq. (5.47). Substituting

the condition (Eq. 5.50) in Eq. (5.47), we get the expression for expected maximum

work as

Wmax =
T1x

ln
(

1
(1−ηc)

) [ ex

(1 + ex)
ηc

]
(5.51)

+
T1x

ln
(

1
(1−ηc)

) [ln [ 1 + ex

1 + e
x

(1−ηc)

]
(1− ηc)

x
− xex(ηc + ln (1− ηc))

(1 + ex)2

]
.
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In general, the value of x depends on θ and it has to be found out using the condition

given in Eq.(5.50). Similarly the heat absorbed from hot bath in the case of expected

maximum work is given as

Q =
T1x

ln
(

1
(1−ηc)

) [−xex(ηc + ln (1− ηc))
(1 + ex)2

]
. (5.52)

So the efficiency at expected maximum work is given as

η1 =
Wmax

Q
= 1−

(
1+ex

x

)
ηc +

(
(1+ex)2

exx2

)
ln
[

1+ex

1+e
x

(1−ηc)

]
(1− ηc)

ln (1− ηc) + ηc
. (5.53)

5.5.3 Efficiency in near-equilibrium limit

Now, we wish to estimate the efficiency at maximum expected work near equilibrium

regime (θ ≈ 1 or ηc ≈ 0). So, we need to calculate the value of x in this limit. Hence,

we expand both sides of Eq. (5.50), up to the third order, using the following series

ln (1− ηc) = −ηc −
η2c
2
− η3c

3
+O[η4c ], (5.54)

and ∫ 1

(1−ηc)

dν

ν(1 + exν/(1−ηc))
=

ηc
1 + ex

+

[
1

1 + ex
− xex

(1 + ex)2

]
η2c
2

+[
e2x(x2 − 4x+ 2)− ex(x2 + 4x− 4) + 2

(1 + ex)3

]
η3c
6

+O[ηc]
4. (5.55)

Substituting Eqs. (5.54) and (5.55) in Eq.(5.50), we get

x

2
tanh

[
x

2

]
= 1. (5.56)

Now we analyze the efficiency in this limit. Expanding the efficiency given in Eq.

(5.53) upto the second order, we get

η1 =
1

3

(
−1 + x tanh

[
x

2

])
ηc (5.57)

+

(
4

9
x tanh

[
x

2

]
− x2(coshx− 2)

12(coshx+ 1)
− 5

18

)
η2c +O[η3c ]

Substituting Eq. (5.56) in the above equation and restricting to first order of ηc, we

get

η1 ≈
ηc
3
+

(
11

18
− x2(cosh x− 2)

12(coshx+ 1)

)
η2c +O[η3c ]. (5.58)
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So this presents a situation where the leading term of the efficiency in the near equi-

librium expansion is one-third of Carnot value. Now consider the second situation,

where a2 is specified. This case is treated in detail in Appendix B.1. In this case,

a1 is uncertain in the range [a2, a2/θ]. Following the same procedure as above, the

efficiency at expected maximum work is given in Eq. B.6. The near equilibrium

expansion of this efficiency is given as

η2 =
1

3

(
−1 + x tanh

[
x

2

])
ηc (5.59)

+

(
1

9
x tanh

[
x

2

]
− x2(coshx+ 2)

36(coshx+ 1)
− 1

6

)
η2c +O[η3c ].

Substituting the transcendental equation for x, we get

η2 ≈
ηc
3
+

(
1

18
− x2(coshx+ 2)

36(coshx+ 1)

)
η2c +O[η3c ]. (5.60)

We have estimated the efficiencies in two different cases. According to Laplace’s

principle of insufficient reason, to infer from two different hypotheses, equal weights

can be given to both the hypotheses, if one is not preferred over the other [79].

Here both a1 and a2 are energy scales and we are interested in the near equilibrium

regime. So it seems reasonable to define the mean efficiency as η = (η1 + η2)/2

[14, 15]. From Eqs. (5.56), (5.60) and (5.58), we get

η =
1

3
ηc +

1

9
η2c +O[η3c ]. (5.61)

Interestingly, the two leading terms also appear in the expansion of the efficiency

when both a1 and a2 are unknown as shown in Eq.(5.42). The above mentioned

approach with uniform prior is analyzed in Appendix B.2.

5.5.4 Numerical results

The efficiency obtained in Section 5.5.2 belongs to a different class, where the leading

term is one third of Carnot efficiency in the near equilibrium expansion. In order

to understand the behavior of this efficiency away from equilibrium, we numerically

simulate the efficiency at maximum expected work for different values θ (T1 = 1).

In Fig. 5.6, we plot the efficiency at maximum expected work for given a1 or a2 and

the mean of the two efficiencies. Further, in Fig. 5.7, we compare the behavior of

this mean efficiency with some other known efficiencies whose leading term in the
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near equilibrium expansion is one third of Carnot efficiency such as the efficiency of

a quantum model discussed in Section 5.4.2 and the efficiency at optimum power of

a Brownian heat engine discussed in Section 5.4.1.
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Figure 5.6: The top curve shows the efficiency at maximum work when a2 is given.

The lower curve corresponds to the efficiency at maximum work when a1 is specified.

The middle dashed curve indicates the arithmatic mean of the above mentioned

efficiencies.

5.6 Expected performance of Feynman’s ratchet

when ε1 or ε2 is given

Similar to the quantum model discussed in Section 5.5, one can consider a case of

Feynman’s ratchet as a heat engine where either ε1 or ε2 is given a priori. Suppose ε2

is specified, then the allowed range of ε1 is [ε2, ε2/θ]. Here, for simplicity, we assign

a uniform distribution θ/ε2(1 − θ) for the uncertain parameter. So, the expected

power is calculated by averaging the power (Eq. (5.10)) over the prior distribution

as

P 2 =
θ

ε2(1− θ)

∫ ε2/θ

ε2
Pdε1

= − r0e
−ε2/T1θ

2ε2θ (1− θ)
(
ε22(1− θ)2 + 2ε2T1(1− θ)θ + 2T 2

1 θ
2
)

+
r0e

−ε2/T1T 2
1 θ

ε2 (1− θ)
. (5.62)

We maximize this power with respect to ε2, by putting the derivative of P 2 with re-

spect to ε2 as zero. Since we are interested near equilibrium performance, restricting
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Figure 5.7: The top normal curve shows the mean efficiency (η) estimated for the

quantum model. The dashed curve corresponds to the efficiency of the engine when

a1 and a2 are unknown as given in Eq. (4.44). The dotted curve indicates the

efficiency at maximum power of a Brownian heat engine, (see Eq. (5.39)). The

lower line shows the one third of Carnot value which is the first order term of all

the above mentioned efficiencies near equilibrium.

the derivative upto second order, we get

∂P 2

∂ε2
≈ r0ε2e

−ε2/T1
(2T1 − ε2)(1− θ)2

6T 2
1

+O[1− θ]3.

(5.63)

Equating the derivative to zero, we get the solution near equilibrium as ε2 = 2T1.

The expected heat absorbed in ∆t from hot bath is

Qh =
r0e

−ε2/T1θ

2ε2θ (1− θ)
(
(θ2 − 1)− 2T1θ(T1θ + ε2)

)
∆t

+
r0e

−ε2/T1T1θ(ε2 + T1)

ε2 (1− θ)
∆t. (5.64)

Now we define the efficiency as η2 = W/Qh, where W = P 2∆t. From Eqs. (5.62,

5.64) and substituting the value, ε2 = 2T1, we get the efficiency as

η2 =
θ2e2(1−θ)/θ + θ(2− θ)− 2

3θ2e2(1−θ)/θ − θ(2− θ)− 2
. (5.65)

Expanding this efficiency in terms of ηc = 1− θ near equilibrium, we get

η2 =
1

3
ηc +

1

6
η2c +O[η3c ]. (5.66)

In a similar way, one can consider the second case where ε1 is given and ε2 is uncertain

in the range [ε1θ, ε1]. Following the above procedure, we get the efficiency in the

91



second case as

η1 =
e2(1−θ)/θ [θ(6− 5θ)− 2] + θ2

e2(1−θ)/θ (6θ − 4)− 2θ
. (5.67)

Near equilibrium expansion of this efficiency is given as

η1 =
1

3
ηc +

1

18
η2c +O[η3c ]. (5.68)

Considering both the inferences with the same preference as argued in Subsection

5.5.3, we assign equal weight to both the inferences to estimate the mean efficiency

as η = (η1 + η2)/2 [14, 15].

η =
1

3
ηc +

1

9
η2c +O[η3c ]. (5.69)

The two leading terms also appear in the expansion of the efficiency of a Brownian

heat engine and a quantum model as shown in Eqs. (5.40) and (5.42), respectively.

5.7 Conclusion

In this chapter, we analyzed different efficiencies obtained from prior based estima-

tion and compared it with the efficiencies obtained from the optimal performances

of real heat engines. We mainly point out two classes of efficiencies, in the first

category, the leading term in the near equilibrium expansion of the efficiency is ηc/2

and in the second category, the leading term is ηc/3.

The expression for the expected work of a quantum heat engine when efficiency

is specified with one uncertain parameter (one of the energy scales) is identified

similar to the expression for the work obtained from a classical Otto cycle. Hence the

efficiency at expected maximum work of the quantum heat engine is the CA efficiency

[69]. With Bayesian approach, the estimated efficiency at maximum expected work

of a Feynman’s ratchet as a heat engine is found to be CA efficiency. Surprisingly,

the coefficient of performance of Feynman ratchet as a refrigerator is also identified

as the corresponding CA value for the refrigerator.

The leading term in the expansion of the efficiency of quantum model with two

uncertain parameters is found to be ηc/3. The expression of this efficiency is identical

to the efficiency of a classical model with one uncertain parameter [113]. Another

interesting fact is that this efficiency agrees with the efficiency at the maximum
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power of a Brownian heat engine up to the second order in near-equilibrium ex-

pansion. Further we estimated the performance of the heat engine when one of the

energy scales, either a1 or a2 is specified. In this case, we proved that the leading

term in the near-equilibrium expansion of the efficiency at maximum expected work

is one-third of Carnot value. Finally, we estimate the mean efficiency from two

different inferences, where in the first case a1 is given and in the second case a2 is

specified. We also show that when one of the energy scales is specified, the efficiency

at expected maximum power of a Feynman’s ratchet yields ηc/3 near equilibrium.

To summarize, the efficiencies obtained through Bayesian approach to uncertain

parameter are categorized mainly into two classes. Further we compared these

efficiencies with the performance of certain finite-time models of heat engines. This

similarity in the efficiencies obtained by two different methods, is striking. The

deeper connection between the two approaches needs to be investigated further.
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Chapter 6

Conclusions and future directions

The main motivation of this thesis is to understand the thermodynamic properties

of quantum systems through quantum heat cycles in particular the quantum Otto

cycle. Our study was carried out mainly in three parts. In the first part, two spin-

half systems coupled via isotropic Heisenberg interaction is studied as a model of

quantum working medium and the performance of Otto cycle is analyzed. In the

second part, we analyse the effect of finite-time driving in the adiabatic branches

of the cycle, with particular focus on the phenomenon of intrinsic friction. In the

third part of the thesis, a different model of quantum Otto engine is considered

with uncertain internal energy scales. We address the following question: How can

the expected performance of this engine be deduced from the prior information?

Thereby, we propose an interesting connection between incomplete information and

thermodynamics.

In Chapters 2 and 3, we modeled a quantum Otto cycle where the working

medium consists of two spin-1/2 systems with isotropic Heisenberg Hamiltonian.

We showed that this engine can outperform an uncoupled model in terms of the

efficiency. The work obtained from the engine is shown to be the sum of the local

work done by the individual spins. The local behavior of the spins is studied through

the reduced density matrix. We have calculated the local effective temperature and

shown the criterion for the total system to work as an engine in terms of magnetic

field strength and local effective temperatures. We made a significant observation

that for a suitable choice of parameters, heat can flow locally from cold bath to hot

bath while the total system work as an engine. By analyzing the energy levels and
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how the energy level spacings of the system changes during the adiabatic process,

we derive an upper bound for the efficiency that the system can attain. This upper

bound is shown to be tighter than Carnot bound and consistency with classical

thermodynamics is established.

Instead of changing the magnetic field of the total system during the adiabatic

process as discussed above, we consider a situation in which only the magnetic

field applied on one of the spins is varied. Interestingly, we observed that as the

speed of driving increases, the work obtained from the system decreases. This

phenomenon is identified as quantum analogue of internal friction which arises due

to non-commutativity of the Hamiltonian at different times. This frictional effect

is quantified by the increase in energy-entropy. Analytical expression for work in

a slow process where the system follows quantum adiabatic theorem, is calculated.

At the other extreme, work obtained from a sudden process is also derived. These

upper and lower bounds are compared with the work extracted when the engine

is driven at a finite speed. We considered a special situation where the magnetic

fields associated with both the systems are changed in such way that the difference

of the magnetic fields applied on both the spins remain constant. This example

shows that non-commutativity of the external and the internal Hamiltonian may

not always lead to non-commutativity of the Hamiltonian at different times and

thereby friction is absent in this case.

Chapters 4 and 5 of the thesis are devoted to the application of Bayesian reason-

ing in a model of quantum Otto cycle. Here we consider a two-staged heat engine.

But the energy level spacings of the two level systems which constitute the working

medium are unknown. With the available information, we derived the form of the

prior under certain simplified assumptions. Further this prior is used to estimate

the expected behavior of the engine. Then we considered a limiting case, where the

minimum value of the energy level spacing is much less than temperature of the cold

reservoir and the maximum possible value is much higher than the temperature of

the hotter reservoir. In this asymptotic limit, the expected mean energy is found to

be proportional to the temperature of the system. The proportionality constant is

identified as the expected heat capacity which is also independent of temperature.

This behavior is analogous to the behavior of a perfect gas. As a special case, we
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also considered a situation where the efficiency of the engine is given a priori. This

reduces the problem from two uncertain parameters to one. The form of the prior

is similar to the earlier (two parameters) case. Further in the asymptotic limit, the

efficiency at the maximum work approaches the CA efficiency. Our analysis shows

that when the prior information is quantified as a suitable prior probability distribu-

tion, then the expected performance of the system shows classical thermodynamic

behavior.

Further we show two different classes of efficiency obtained from the Bayesian

approach to uncertain parameters present in different models of heat engines. We

showed that, when the efficiency of a quantum heat engine is given a priori, i.e. the

system with one unknown parameter, the efficiency at the maximum work is CA

efficiency as in a classical heat engine with no uncertain parameter. We have also

considered Feynman’s ratchet both as a heat engine and a refrigerator. For heat

engine, the power (χ-criterion for heat engine) and for the refrigerator, the product

of COP and cooling rate (χ-criterion for refrigerator) are optimized. Based on the

Bayesian analysis, for both the cases, we obtained the corresponding CA value.

When both the energy scales of the quantum model are unknown, we define the

expected efficiency as the ratio of expected work to the expected heat absorbed by

the system. This efficiency in near-equilibrium limit approaches one third of Carnot

efficiency. A similar behavior of the efficiency is observed in a Brownian heat engine

operating at maximum power. Here the power is maximized with the load and the

energy barrier height. Surprisingly, the agreement of these two efficiencies is up to

the the second order in the near-equilibrium expansion. Furthermore we consider a

case in which one of the energy scales is given. We also show under certain prior

information, the efficiency of the Feynman’s ratchet near equilibrium approaches

one-third of Carnot value.

In the first part of the thesis, two coupled spins via isotropic Heisenberg interac-

tion is studied as heat engine. This can be generalized to arbitrary number of spins

and for different interaction models. In the friction model, the possibility of quantum

lubrication [42] can be investigated. Moreover physical realization of these models

is a very interesting prospect. Ion trap [101], cavity QED [107, 108, 38] and NMR

[87] are potential scenarios to physically realize the quantum heat engines. We have
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seen that when the prior information is quantified as prior probability distribution

in a systematic manner, quantum heat engine shows certain classical thermody-

namic features. How much one can learn about a system with the given incomplete

information is an interesting but subtle question. The approach has to be further

explored to understand this connection between information and thermodynamics

as shown here using quantum heat engines.
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Appendix A

Coupled quantum Otto cycle

A.1 Heisenberg spin chain as working medium

This is a program to find the work, heat exchanged and efficiency of an Otto cycle

in which the working medium is n-spin, 1D Heisenberg chain. Depending upon

the values assigned to Jx, Jy and Jz, both isotropic and anisotropic models can

be simulated. In the first part, density matrix is taken to be unchanged during the

driving. We also discuss a general case where inhomogeneous magnetic field can also

be assigned. If inhomogeneous magnetic field is considered during the driving, then

frictional effect is observed in the adiabatic branch. So one has to use the subroutine

given in Section A.2 to find the density matrix at the end of the adiabatic branch.

A.1.1 Mathematica code

Lists, Z1 and Z2 consist the values of magnetic fields associated with individual

systems, when it is attached to hot bath and cold bath respectively.

Jx = J1; Jy = J2; Jz = J3;

Z1 = List[B1, B2, B3, B4, ...]

Z2 = List[B′
1, B

′
2, B

′
3, B

′
4, ...]

Th = Hot bath temperature

Tc = Cold bath Temperature

n = Number of particles
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The Pauli matrices:

σx = {{0, 1}, {1, 0}}

σy = {{0,−I}, {I, 0}}

σz = {{1, 0}, {0,−1}}

Setting the initial values:

S = IdentityMatrix[2n]− IdentityMatrix[2n]

S1 = S;S2 = S;L5 = S;L′
5 = S

To calculate
∑

i Jx(σ
i
x.σ

(i+1)
x ) for the chain:

i = 1;

While [i ≤ n− 1,

H = KroneckerProduct[Jx, IdentityMatrix[2(i−1)], σx,

IdentityMatrix[2(n−i)]].KroneckerProduct[IdentityMatrix[2i],

σx, IdentityMatrix[2n−(i+1)]];

S = S +H; i++];

K = KroneckerProduct[Jx, IdentityMatrix[2(n−1)],

σx].KroneckerProduct[σx, IdentityMatrix[2(n−1)]];

L = S +K;

To calculate
∑

i Jy(σ
i
y.σ

(i+1)
y ) for the chain:

i = 1;

While [i ≤ n− 1,

H1 = KroneckerProduct[Jy, IdentityMatrix[2(i−1)], σy,

IdentityMatrix[2(n−i)]].KroneckerProduct[IdentityMatrix[2i],

σy, IdentityMatrix[2n−(i+1)]];S1 = S1 +H1; i++]

K1 = KroneckerProduct[Jy, IdentityMatrix[2(n−1)],

σy].KroneckerProduct[σy, IdentityMatrix[2(n−1)]];

L1 = S1 +K1;
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To calculate
∑

i Jz(σ
i
z.σ

(i+1)
z ) for the chain:

i = 1;

While [i ≤ n− 1,

H2 = KroneckerProduct[Jz, IdentityMatrix[2(i−1)], σz,

IdentityMatrix[2(n−i)]].KroneckerProduct[IdentityMatrix[2i],

σz, IdentityMatrix[2(n−i+1)]];S2 = S2 +H2; i++]

K2 = KroneckerProduct[Jz, IdentityMatrix[2(n−1)],

σz].KroneckerProduct[σz, IdentityMatrix[2(n−1)]];

L2 = S2 +K2;

Hint = L+ L1 + L2

To Calculate the external Hamiltonian, when the system is attached with hot bath:

i = 1;

While [i ≤ n− 1,

L4 = KroneckerProduct[Part[Z1, i], IdentityMatrix[2(i−1)], σz,

IdentityMatrix[2(n−i)]];L5 = L5 + L4; i++]

L6 = KroneckerProduct[Part[Z1, n], IdentityMatrix[2(n−1)], σz];

Hext = L5 + L6;

The total Hamiltonian and the density matrix when the system is in equilibrium

with hot bath:

Hh = Hint +Hext

ρh = MatrixExp[−Hh/Th]/Tr[MatrixExp[−Hh/Th]]

To Calculate the external Hamiltonian, when the system is attached with cold bath:

i = 1;

While [i ≤ n− 1,

L′
4 = KroneckerProduct[Part[Z2, i], IdentityMatrix[2(i−1)], σz,

IdentityMatrix[2(n−i)]];L′
5 = L′

5 + L′
4; i++];

L′
6 = KroneckerProduct[Part[Z2, n], IdentityMatrix[2(n−1)], σz];

H ′
ext = L′

5 + L′
6;
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Total Hamiltonian and the density matrix when the system is in equilibrium with

cold bath:

Hc = H ′
ext +Hint

ρc = MatrixExp[−Hc/Tc]/Tr[MatrixExp[−Hc/Tc]]

Heat, work and efficiency of Otto cycle:

Qc = Tr[H.ρh]− Tr[H.ρc]

Qh = Tr[H ′.ρc]− Tr[H ′.ρh]

W = Qh +Qc

η = W/Qc

A.2 Friction in adiabatic branch

This program calculates the final density matrix at the end of an adiabatic branch.

Consider Hh and ρh are functions of B1, B2...Bn. Let the jth spin is driven so

that the magnetic field changes from bj to b′j in a time interval τ/2 due to a time

varying magnetic field, Bj = (bj + (b′j − bj)Sin[πt/τ ]) applied over the spin. Here

the integration of Liouville-von Neumann equation is carried out using fourth order

Runge Kutta method.

H(t) = Hh;

B1 = b1;

B2 = b2;

...

Bn = bn;

H0 = Hh;

ρ0 = ρ = ρh;

t = 0;

h = dt;

While [t ≤ τ/2, t′ = t;Bj = (bj + (b′j − bj)Sin[πt/τ ]);
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ρt = ρ;

k1 = I(ρ.H(t)−H(t).ρ)dt;

t = t′ + h/2;

ρ = ρt + k1/2;

Bj = (bj + (b′j − bj)Sin[πt/τ ]);

k2 = I(ρ.H(t)−H(t).ρ)dt;

t = t′ + h/2;

ρ = ρt + k2/2;

Bj = (bj + (b′j − bj)Sin[πt/τ ]);

k3 = I(ρ.H(t)−H(t).ρ)dt;

t = t′ + h;

ρ = ρt + k3;

Bj = (bj + (b′j − bj)Sin[πt/τ ]);

k4 = I(ρ.H(t)−H(t).ρ)dt;

ρ = ρt + (k1 + 2 ∗ k2 + 2 ∗ k3 + k4) ∗ (1/6)];

The work done in the adiabatic branch is Tr[H0.ρ0]−Tr[H(t).ρ]. A similar program

can be developed for the adiabatic branch followed by thermalization of the system

with cold bath.
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Appendix B

Expected performance at optimal

work

B.1 Expected behavior when energy scale of the

second spin is given

As discussed earlier Section 5.5.1, the choice of the suitable prior for this case comes

out to be π′(ν) ∝ 1/ν. The expected work is given as

W =
a2

ln[1/(1− ηc)]

∫ 1

(1−ηc)

(1− ν)
ν2

(
1

1 + ea2(1−ηc)/T2ν
− 1

1 + ea2/T2

)
dν. (B.1)

Maximizing the work with respect to a2, we get the condition for the maximum

expected work as

yey[ ηc
1−ηc

+ ln(1− ηc)]
(1 + ey)2

− ln(1− ηc)
(1 + ey)

=
∫ 1

(1−ηc)

dν

ν(1 + ey(1−ηc)/ν)
, (B.2)

where y = a2/T2. The expected maximum work is obtained by substituting Eq.

(B.2) in Eq. (B.1), we get

Wmax =

[
T2y

(1− ηc) ln(1/(1− ηc))

]
(B.3)[

ηce
y

(1 + ey)
+

(
1

y

)
ln

[
1 + ey(1−ηc)

1 + ey

]
− yey(ηc + (1− ηc) ln (1− ηc)

(1 + ey)2

]
.

Similarly, the expected heat absorbed by the system is

Q =
T2y

ln[1/(1− ηc)]

∫ 1

(1−ηc)

1

ν2

(
1

1 + ey(1−ηc)/ν
− 1

1 + ey

)
dν. (B.4)
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Upon integrating we get

Q =

[
T2y

(1− ηc) ln(1/(1− ηc))

] [
ηce

y

(1 + ey)
+

(
1

y

)
ln

[
1 + ey(1−ηc)

1 + ey

]]
.

(B.5)

The efficiency η2 =Wmax/Q, is given as

η2 = 1− yey(ηc + (1− ηc) ln (1− ηc)
(1 + ey)2

(
ηcey

(1+ey)
+
(
1
y

)
ln
[
1+ey(1−ηc)

1+ey

]) . (B.6)

In Eq. (B.2), the general solution for y depends on (1− ηc). Expanding both sides

of this equation upto the third order in near equilibrium, we get a transcendental

equation (y/2) tanh(y/2) = 1.

B.2 Expected maximum work with uniform prior

We derive the expression for expected maximum work with uniform prior distribu-

tion when a1 is given. In this case, the expression for expected work is

W =
a1

(1− θ)

∫ 1

θ
(1− ν)

(
1

1 + ea1/T1
− 1

1 + ea1ν/T1θ

)
dν. (B.7)

Now we maximize the work by setting ∂W/∂a1 = 0, we get(
1

(1 + ea1/T1)
− a1
T1

ea1/T1

(1 + ea1/T1)2

)∫ 1

θ
(1− ν)dν

−
∫ 1

θ
(1− ν)

(
1

1 + ea1ν/T1θ

)
dν

+
∫ 1

θ
(ν − ν2)

(
a1ν

T1θ

ea1/T1θ

(1 + ea1ν/T1θ)2

)
dν = 0. (B.8)

Further integrating some of the terms we can write

−
∫ 1

θ

(
ν

1 + ea1ν/T1θ

)
dν =

(
1

1 + ea1/T1
− a1
T1

ea1/T1

(1 + ea1/T1)2

)(
1− θ − 1− θ2

2

)

+

[
2T1θν

a1
ln (1 + ea1ν/T1θ)

]ν=1

ν=θ

+

[
2(T1θ)

2

a21
polylog[2,−ea1ν/T1θ)]

]ν=1

ν=θ

+

[
(ν − 1)ν

1 + ea1ν/T1θ
− ν2

]ν=1

ν=θ

. (B.9)
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But we know that

−2
∫ 1

θ

(
ν

1 + ea1ν/T1θ

)
dν =

[
−ν2 + 2T1θν

a1
ln (1 + ea1ν/T1θ)

]ν=1

ν=θ

+

[
2(T1θ)

2

a21
polylog[2,−ea1ν/T1θ]

]ν=1

ν=θ

. (B.10)

Substituting Eq. (B.10) in Eq. (B.9), we get the condition for maximum work as∫ 1

θ

(
ν

1 + ea1ν/T1θ

)
dν =

(1− θ2)
2(1 + ea1/T1)

−
(
a1
T1

ea1/T1

(1 + ea1/T1)2

)(
(1− θ)− (1− θ2)

2

)
.

(B.11)

Substituting ηc = 1− θ and x = a1/T1, we get∫ 1

(1−ηc)

(
ν

1 + exν/(1−ηc)

)
dν =

(1− (1− ηc)2)
2(1 + ex)

−
(

exx

(1 + ex)2

)(
ηc −

(1− (1− ηc)2)
2

)
.

(B.12)

We are interested in the solution of this equation in the near equilibrium (ηc → 0).

Expanding the both sides to the third order of ηc we get

x

2
tanh

(
x

2

)
= 1. (B.13)

Substituting Eq. (B.12) in Eq. (B.7), we get the expected maximum work when the

uniform prior is used for quantifying the information. So the expression for work is

Wmax =
T1x

ηc

[
−exηc
(1 + ex)

− ln

[
1 + ex

1 + e
x

(1−ηc)

]
(1− ηc)

x

]

− T1x

ηc

[(
exx

(1 + ex)2

)(
ηc −

(1− (1− ηc)2)
2

)]
. (B.14)

Similarly the expected value of heat absorbed at maximum expected work is given

as

Q =
T1x

ηc

[
−exηc
(1 + ex)

− ln

[
1 + ex

1 + e
x

(1−ηc)

]
(1− ηc)

x

]
. (B.15)

So the efficiency at maximum expected work is given as

η1 = 1 +

(
exx

(1+ex)2

) (
ηc − (1−(1−ηc)2)

2

)
exηc

(1+ex)
+ ln

[
1+ex

1+e
x

(1−ηc)

]
(1−ηc)

x

. (B.16)

This efficiency can be expanded up to the third order of ηc and substituting the

expression for x Eq. (B.13) in the near equilibrium limit, we get the first order term

in the expansion as one third of Carnot efficiency.
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[104] N. Sangouard, X. Lacour, S. Guérin, and H. R. Jauslin. Fast SWAP gate by

adiabatic passage. Phys. Rev. A, 72:062309, Dec 2005.

[105] E. Schroedinger. What Is Life? Cambridge University Press, Cambridge,

England, 1945.

[106] H. E. D. Scovil and E. O. Schulz-DuBois. Three-level masers as heat engines.

Phys. Rev. Lett., 2:262–263, Mar 1959.

[107] M. O. Scully. Extracting work from a single thermal bath via quantum ne-

gentropy. Phys. Rev. Lett., 87:220601, Nov 2001.

[108] M. O. Scully, M. S. Zubairy, G. S. Agarwal, and H. Walther. Extracting

work from a single heat bath via vanishing quantum coherence. Science,

299(5608):862–864, 2003.

117



[109] C. E. Shannon. A mathematical theory of communication. Bell System Tech-

nical Journal, 27:379, 1948.

[110] S. Sheng, P. Yang, and Z. C. Tu. Coefficient of performance at maximum χ-

criterion for Feynman ratchet as a refrigerator. Communications in Theoretical

Physics, 62(4):589, 2014.

[111] P. Skrzypczyk, A. J. Short, and S. Popescu. Work extraction and thermody-

namics for individual quantum systems. Nat. Commun., 5, Jun 2014.

[112] G. Thomas, P. Aneja, and R. S. Johal. Incomplete information and expected

performance characteristics of heat engines. Research and Reviews : Journal

of Statistics, special issue on recent statistical methodologies and applications

(in press).

[113] G. Thomas, P. Aneja, and R. S. Johal. Informative priors and the

analogy between quantum and classical heat engines. Physica Scripta,

2012(T151):014031, 2012.

[114] G. Thomas and R. S. Johal. Coupled quantum Otto cycle. Phys. Rev. E,

83:031135, Mar 2011.

[115] G. Thomas and R. S. Johal. Expected behavior of quantum thermodynamic

machines with prior information. Phys. Rev. E, 85:041146, Apr 2012.

[116] G. Thomas and R. S. Johal. Estimating performance of Feynman’s ratchet

from limited information. arXiv:1410.2140 [cond-mat.stat-mech], Oct. 2014.

[117] G. Thomas and R. S. Johal. Friction due to inhomogeneous driving of coupled

spins in a quantum heat engine. The European Physical Journal B, 87(7),

2014.

[118] Z. C. Tu. Efficiency at maximum power of Feynman’s ratchet as a heat engine.

Journal of Physics A: Mathematical and Theoretical, 41(31):312003, 2008.

[119] Y. Ust, B. Sahin, and O. S. Sogut. Performance analysis and optimization

of an irreversible dual-cycle based on an ecological coefficient of performance

criterion. Applied Energy, 82(1):23 – 39, 2005.

118



[120] C. Van den Broeck. Thermodynamic efficiency at maximum power. Phys.

Rev. Lett., 95:190602, Nov 2005.

[121] S. Velasco, J. M. M. Roco, A. Medina, and A. C. Hernández. New performance

bounds for a finite-time Carnot refrigerator. Phys. Rev. Lett., 78:3241–3244,

Apr 1997.

[122] D. Venturelli, R. Fazio, and V. Giovannetti. Minimal self-contained quan-

tum refrigeration machine based on four quantum dots. Phys. Rev. Lett.,

110:256801, Jun 2013.

[123] H. Wang, S. Liu, and J. He. Thermal entanglement in two-atom cavity QED

and the entangled quantum otto engine. Phys. Rev. E, 79:041113, Apr 2009.

[124] W. K. Wootters. Entanglement of formation of an arbitrary state of two

qubits. Phys. Rev. Lett., 80:2245–2248, Mar 1998.

[125] Z. Yan and J. Chen. A class of irreversible Carnot refrigeration cycles with a

general heat transfer law. Journal of Physics D: Applied Physics, 23(2):136,

1990.

[126] G. F. Zhang. Entangled quantum heat engines based on two two-spin systems

with Dzyaloshinski-Moriya anisotropic antisymmetric interaction. Eur. Phys.

J. D, 49:123, 2008.

[127] T. Zhang, W.-T. Liu, P.-X. Chen, and C.-Z. Li. Four-level entangled quantum

heat engines. Phys. Rev. A, 75:062102, Jun 2007.

[128] Y. Zhang, B. H. Lin, and J. C. Chen. Performance characteristics of an

irreversible thermally driven Brownian microscopic heat engine. Eur. Phys. J.

B, 53:481, 2006.

119


