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#### Abstract

Hermann Weyl, in his famous book 'The Classical, their Invariants and Representations', coined the phrases "classical groups" to describe certain families of groups of linear transformations. Even years after its introduction, these groups continue to retain their importance in mathematics ( especially in the subject of linear Lie groups ) and has applications in both classical and modern physics.

We begin the thesis by introducing classical groups and study them from the point of view of linear algebraic groups. We then develop the theory in order to obtain basic results on their representations and lie algebras. We further move on to study the structure of classical groups. We show that for a classical group $G$, the subgroup of diagonal elements $H$ is the maximal torus and every maximal torus is conjugate to $H$. We find the decomposition of $\mathfrak{g}$, the lie algebra of classical group $G$ in terms of root and root spaces, under the adjoint action of $H$.

In the second part of the thesis, we look at the 'tensor product problem'. To put it into perspective, consider a finite dimensional simple lie algebra $\mathfrak{g}$. It is known that if $W$ is a tensor product of finite dimensional irreducible modules of $\mathfrak{g}$, then $W$ is completely reducible. The major goal of tensor product problem is to determine the irreducible $\mathfrak{g}$ modules of $W$ along with their multiplicities. We look at one of the recent studies aimed at tackling this problem.


## Chapter 1

## Algebraic Geometry

In this chapter, we fix the notations and recall the definitions and results from algebraic geometry which are used as tools to understand the structure and representations theory of classical groups over complex field $\mathbb{C}$.

### 1.1 Affine algebraic set

### 1.1.1 Introduction :

Let $V$ be a finite dimensional vector space over $\mathbb{C}$. Given a basis, $P(V)$, the set of polynomial on $V$, is defined as follows,

$$
P(V)=\left\{f: V \rightarrow \mathbb{C}: f\left(\sum_{i=1}^{n} z_{i} e_{i}\right)=\sum_{|I| \leq k} a_{I} z^{I}\right\}
$$

where $z_{i} \in \mathbb{C}, I=\left(i_{1},,, i_{n}\right) \in \mathbb{N}^{n}$ and $z^{I}=z_{1}^{i_{i}} \ldots . z_{n}^{i_{n}} . P(V)$ forms an commutative algebra under point wise multiplication of functions and is freely generated as an algebra by the coordinate functions $\left\{x_{1},,, x_{n}\right\}$, where $x_{i}\left(\sum_{i=1}^{n} z_{i} e_{i}\right)=z_{i}$. Thus, $P(V) \cong \mathbb{C}\left[x_{1}, \ldots ., x_{n}\right]$. A subset $X$ of $V$ is called an affine algebraic set if there exists $f_{1}, \ldots ., f_{m} \in P(V)$ such that

$$
X=\left\{v \in V: f_{i}(v)=0, \forall 1 \leq i \leq m\right\}
$$

The affine ring of $X$ is defined to be the restrictions of polynomial function over $V$.

$$
\operatorname{Aff}(X)=\left\{\left.f\right|_{X}: f \in P(V)\right\}
$$

These functions are called regular functions on $X$. Let

$$
I_{X}=\left\{f \in P(V):\left.f\right|_{X}=0\right\}
$$

Then $I_{X}$ is an ideal of $P(V)$ and $A f f(X) \cong P(V) / I_{X}$.

Recall that a ring $A$ is called noetherian if and only if every ideal of $A$ is finitely generated and by Hilbert basis theorem, it is known that if $A$ is noetherian, then the polynomial ring $A[x]$ is also noetherian. Since $\mathbb{C}$ is noetherian, by Hilbert basis theorem, $\mathbb{C}\left[x_{1}, \ldots, x_{n}\right]$ is noetherian, which implies $P(V)$ is noetherian. Thus we have the following result which shall be used frequently.

Lemma 1.1.1. Let $I \subset P(V)$ be an ideal. There exists a finite set of polynomials $f_{1},,, f_{d}$ such that every $g \in I$ can be written as

$$
g=g_{1} f_{1}+\ldots .+g_{d} f_{d}
$$

for some choice of $g_{1},,,, g_{d} \in P(V)$.

### 1.1.2 Zariski topology

Let $X \subset V$ be an algebraic set. $Y \subset X$ is called Zariski closed in $X$ if $Y$ is an algebraic subset of $X$. For any non zero $f \in A f f(X)$, the principal open set of $X$ defined by $f$ is

$$
X^{f}=\{x \in X: f(x) \neq 0\}
$$

Lemma 1.1.2. The Zariski closed sets of $X$ gives $X$ the structure of a topological space. The finite union of principal open set $X^{f}$, for $f \in A f f(X)$ and $f \neq 0$, are the non empty open sets of this topology.

Proof. In order to show that it is a topological space, we have to check whether arbitrary intersection and finite union of algebraic sets are algebraic. Let $Y_{1}$ and $Y_{2}$ be algebraic set defined by $\left\{f_{1},, f_{n}\right\}$ and $\left\{g_{1},,, g_{m}\right\}$ respectively, then $Y_{1} \cup Y_{2}$ is also an algebraic set defined by $\left\{f_{i} g_{j}:\right.$ where $\left.1 \leq n, 1 \leq m\right\}$. Let $\left\{Y_{\alpha}: \alpha \in I\right\}$ be an arbitrary collection of algebraic sets. Then, their intersection is the zero set of possibly infinitely many polynomials. But by Hilbert basis theorem, we get that this intersection is also defined by finite number of polynomials, thus its an algebraic set.
Now, complement of any algebraic set, by definition is the finite union of principal open set $X^{f}$.

Let $X, Y$ be two algebraic sets and $f: X \rightarrow Y$ be a map. Given any complex valued function $g$ on $Y$, we define $f^{*}(g)$ as

$$
f^{*}(g)(x)=g(f(x)), \quad x \in X
$$

Then $f$ is said to be a regular map if $f^{*}(\operatorname{Aff}(Y)) \subset A f f(X)$.

Lemma 1.1.3. A regular map $f$ between two algebraic sets is continuous with respect to Zariski topology.

Proof. Let $Z \subset Y$ be a closed set defined by $\left\{g_{1},,, g_{n}\right\}$. Then, $f^{-1}(Z)$ is the zero set of $\left\{f^{*}\left(g_{i}\right)\right\}$, which implies $f^{-1}(Z)$ is a closed set. Thus, $f$ is continuous.

### 1.1.3 Product of affine sets

Let $X \subset V$ and $Y \subset W$ be two affine algebraic sets. Let $f_{1},,, f_{n} \in P(V)$ be the defining polynomial of $X$ and $g_{1},,, g_{m}$ be the defining polynomials of $Y$. We can extend these function to $V \times W$ by setting $f_{i}(v, w)=f_{i}(w)$ and $g_{i}(v, w)=g_{i}(w)$. Therefore, $X \times Y$ is an algebraic set in the vector space $V \oplus W$ with $\left\{f_{1},,, f_{n}, g_{1},, g_{m}\right\}$ as the defining polynomials. By the universal mapping property of the tensor product, there exists a unique linear map $\mu: P(V) \otimes P(W) \rightarrow P(V \oplus W)$ such that

$$
\left.\mu\left(f^{\prime} \otimes f^{\prime \prime}\right)(v, w)\right)=f^{\prime}(v) f^{\prime \prime}(w)
$$

Lemma 1.1.4. The map $\mu$ induces a vector space isomorphism

$$
\Phi: \operatorname{Aff}(X) \otimes \operatorname{Aff}(Y) \rightarrow \operatorname{Aff}(X \times Y)
$$

Proof. We have the vector space isomorphism

$$
\mu: P(V) \otimes P(W) \rightarrow P(V \oplus W)
$$

Function in $\operatorname{Aff}(X \times Y)$ are just restrictions of polynomials in $P(V \oplus W)$. Therefore, the map $\Phi$ is surjective. Now, it is left to show that $\Phi$ is injective.
Suppose $f=\sum_{i=1}^{r} f_{i}^{\prime} f_{i}^{\prime \prime} \in \operatorname{Aff}(X) \otimes \operatorname{Aff}(Y)$, such that $f \neq 0$. Without loss of generality, assume that functions $\left\{f_{i}^{\prime \prime}\right\}$ are linearly independent and $f_{i}^{\prime} \neq 0$. Choose $g_{i}^{\prime} \in P(V)$ and $g_{i}^{\prime \prime} \in P(W)$ such that $\left.f_{i}^{\prime} \in g_{i}^{\prime}\right|_{X}$ and $f_{i}^{\prime \prime}=\left.g_{i}^{\prime \prime}\right|_{Y}$. Set $g(v, w)=\sum g_{i}^{\prime}(v) g_{i}^{\prime \prime}(w)$. Then $v(f)=\left.g\right|_{X \times Y}$. Choose $x_{0} \in X$ such that $f_{1}^{\prime}\left(x_{0}\right) \neq 0$. Since $\left\{f_{i}^{\prime \prime}\right\}$ are linearly independent, we have

$$
\sum_{i} f_{i}^{\prime}\left(x_{0}\right) f_{i}^{\prime \prime} \neq 0
$$

in $\operatorname{Aff}(Y)$.Thus, the map $\left.y \rightarrow g\left(x_{0}, y\right)\right|_{Y}$ is nonzero. Hence, $\Phi(f) \neq 0$. This shows that $\Phi$ is injective.

### 1.1.4 Principal open set

Let $X$ be an algebraic set and let $\left.f\right|_{X} \in A f f(X)$ with $f \neq 0$. We will give an algebraic set structure to the principal open set $X^{f}$ in the following way. Define $\chi: X^{f} \rightarrow V \times \mathbb{C}$ by
$\chi(x)=\left(x, f(x)^{-1}\right)$. Clearly this map is injective. Now, choose $\tilde{f} \in P(V)$ so that $\left.\tilde{f}\right|_{X}=f$ and let $f_{1},,,, f_{n} \in P(V)$ be the defining polynomials of $X$. Then

$$
\chi\left(X^{f}\right)=\left\{(v, t) \in V \times \mathbb{C}: f_{i}(v)=0, \forall i \text { and } \tilde{f}(v) t-1=0\right\}
$$

Thus, $\chi\left(X^{f}\right)$ gets an algebraic set structure. Now, we define the ring of regular function on $X^{f}$ by taking the pull back of regular function on $\chi\left(X^{f}\right)$.

$$
\operatorname{Aff}\left(X^{f}\right)=\{g \circ \chi: g \in P(V \times \mathbb{C})\}
$$

Notice that on $\chi\left(X^{f}\right), t$ has same restriction as $f^{-1}$. Therefore, the regular function on $X^{f}$ are all of form $g\left(x_{1},,, x_{n}, \tilde{f}^{-1}\right)$.

### 1.1.5 Irreducible components

Let $X \subset V$ be a non empty closed subset. We say $X$ is reducible if there exists non empty closed subsets $X_{1} \neq X$ and $X_{2} \neq X$ such that $X=X_{1} \cup X_{2}$. If $X$ is not reducible, then its called irreducible.

Lemma 1.1.5. Let $X \subset V$ be an algebraic set, there exists finitely many irreducible closed subsets $X_{i}$ 's such that

$$
X=X_{1} \cup X_{2} \cup \ldots \cup X_{n},
$$

where $X_{i} \not \subset X_{j}$, for $i \neq j$. Moreover this decomposition is unique up to permutation of the indices and is called the incontractible decomposition of $X$. The subsets $X_{i}$ 's are called irreducible components of $X$.

Proof. We prove this using contradiction. Suppose the lemma does not hold for $X$. Then $X$ has a decomposition into closed sets, $X=X_{1} \cup X_{2}$, where $X_{i} \subset X$, such that the lemma does not hold for $X_{1}$ or $X_{2}$. Without loss of generality, we assume that the lemma does not hold for $X_{1}$. Then, $X_{1}$ will have a decomposition, $X_{1}=X_{3} \cup X_{4}$, such that the lemma does not hold. Continuing this procedure we get a infinite chain of closed subsets,

$$
X \supset X_{1} \supset \ldots \ldots . \supset X_{k} \ldots \ldots
$$

This gives an infinite chain of increasing ideals in $P(V)$,

$$
I_{X} \subset I_{X_{1}} \subset \ldots
$$

which is a contradiction as $P(V)$ is noetherian. Thus the algebraic set $X$ must have a finite decomposition into closed subsets. Any finite decomposition of $X$ into closed subsets can be written in the form $X=X_{1} \cup X_{2} \cup \ldots \cup X_{n}$, where $X_{i} \not \subset X_{j}$, for $i \neq j$ by a deletion
process.
For the uniqueness part, suppose that $X$ has two different incontractible decomposition,

$$
X=X_{1} \cup X_{2} \cup \ldots \cup X_{n}
$$

$$
X=Y_{1} \cup Y_{2} \cup \ldots \cup Y_{m}
$$

Then, $X_{1}=X_{1} \cap X=\left(X_{1} \cap Y_{1}\right) \cup\left(X_{1} \cap Y_{2}\right) \cup \ldots \cup\left(X_{1} \cap Y_{m}\right)$. Since $X_{1}$ is a irreducible component i.e it is a maximal irreducible subset of $X$ and $X_{1} \subset X_{1} \cap Y_{i}$, for some $1 \leq i \leq$ $m$, we get that $X_{1} \subset Y_{i}$, for some $1 \leq i \leq m$.
Similarly, $Y_{i}=\left(Y_{1} \cap X_{1}\right) \cup\left(Y_{1} \cap X_{2}\right) \cup \ldots \cup\left(Y_{1} \cap X_{n}\right)$, which gives $Y_{i} \subset X_{j}$, for some $1 \leq j \leq n$. Therefore, $X_{1} \subset Y_{i} \subset X_{j}$, which implies $X_{1}=Y_{i}$. Hence, for $1 \leq i \leq n$, $X_{i}=Y_{\sigma(i)}$, where $\sigma \in S_{m}$. Now, staring with $Y_{i}$, repeating the same steps as before, we get that for $1 \leq j \leq m, Y_{j}=X_{\sigma(j)}$, where $\sigma \in S_{n}$. Thus $n=m$, proving the uniqueness of the decomposition.

Lemma 1.1.6. Let $V$ and $W$ be two finite dimensional vector space. If $X \subset V$ and $Y \subset W$ be two irreducible algebraic sets, then $X \times Y$ is an irreducible algebraic set in $V \oplus W$.

Proof. Suppose $X \times Y$ is not irreducible, then it can be written as union of two closed subsets, $X \times Y=Z_{1} \cup Z_{2}$, where $Z_{1}, Z_{2}$ are closed subset of $X \times Y$. Notice that for $x \in X, x \times Y$ is irreducible, if not then it will be a contradiction to the irreducibility of $Y$. Therefore $x \times Y \subset Z_{1}$ or $x \times Y \subset Z_{2}$. This gives us a decomposition for $X$,

$$
X_{i}=\left\{x \in X: x \times Y \subset Z_{i}\right\}
$$

We now show that $X_{i}$ 's are closed, which will contradict the fact that $X$ is irreducible. Let $\left\{f_{a}\right\}$ be the defining function of $Z_{i}$. Then we define

$$
X_{i}^{y}=\left\{x \in X: f_{a}(x, y)=0 \forall a\right\}
$$

It is clear that $X_{i}^{y}$ is closed subset and $X_{i}=\bigcap_{y \in Y} X_{i}^{y}$ is closed subset. Therefore $X=$ $X_{1} \cup X_{2}$, where $X_{1}$ and $X_{2}$ are closed subsets. This is a contradiction to the irreducibility of X , which shows that $X \times Y$ is irreducible.

Lemma 1.1.7. Let $X$ be an irreducible algebraic set, then $\bar{X}$ is also irreducible.
Proof. It is enough to prove that every non empty open subsets of $\bar{X}$ has a non empty intersection. Take two non empty open subset of $\bar{X}$, say $A$ and $B$. Then $A \cap X$ and $B \cap X$ are open in $X$. Since $X$ is an irreducible set, $Y=(A \cap X) \cup(B \cap X)$ is non empty, which implies, $A \cap B$ is non empty. Therefore $\bar{X}$ is irreducible.

### 1.2 Tangent vector in an algebraic set

### 1.2.1 Tangent vector

Let $X$ be an algebraic set. A tangent vector $v$ at point $a \in X$ is defined as a linear function from $\operatorname{Aff}(X) \rightarrow \mathbb{C}$ such that

$$
v(f g)=v(f) g(a)+f(a) v(g) \quad, \forall f, g \in A f f(X)
$$

The collection of all tangent vectors at the point $a$ is denoted as $T(X)_{a}$. Let $v$ be a tangent vector, then by the derivation property, $v(1)=v(1.1)=v(1) \cdot 1+1 . v(1)=2 \cdot v(1), \Rightarrow$ $v(1)=0$. Therefore, tangent vector acting on a constant gives 0 .

Lemma 1.2.1. Given an algebraic set $X$ and $a \in X, m_{a} \subset A f f(X)$ denote the maximal ideal of functions which vanishes at $a$. Then, there exists a natural isomorphism between $T(X)_{a}$ and $\left(m_{a} / m_{a}^{2}\right)^{*}$.

Proof. Take $v \in T(X)_{a}$. Then, for any $f \in A f f(X), v(f)=v(f-f(a))$ and $(f-f(a)) \in$ $m_{a}$. Therefore the action of $v$ on $\operatorname{Aff}(X)$ is defined entirely by its restricted action on $m_{a}$. For $g \in m_{a}^{2}, g=h k$, where $h, k \in m_{a}, v(g)=v(h k)=v(h) k(a)+h(a) v(k)=0, \Rightarrow$ $v\left(m_{a}^{2}\right)=0$.Thus,$v \in T(X)_{a}$ naturally defines a $v^{\prime} \in\left(m_{a} / m_{a}^{2}\right)^{*}$.
Conversely, for $v^{\prime} \in\left(m_{a} / m_{a}^{2}\right)^{*}$, we define a tangent vector at $a$ as follows, $v(f)=$ $v^{\prime}(f-f(a))$. Only thing remaining to show is that the defined $v$ is indeed a tangent vector. Consider $f, g \in \operatorname{Aff}(X)$, then $(f-f(a))(g-g(a)) \in m_{a}^{2}$.

$$
\begin{gathered}
v((f-f(a))(g-g(a)))=v(f g)-v(f) g(a)-f(a) v(g)+v(f(a) g(a)) \\
0=v(f g)-v(f) g(a)-f(a) v(g) \\
v(f g)=v(f) g(a)+f(a) v(g)
\end{gathered}
$$

Hence $v \in T(X)_{a}$.
Note: 1. Consider $X=\mathbb{C}^{n}$, then $\operatorname{Aff}(X)=\mathbb{C}\left[x_{1}, x_{2}, \ldots, x_{n}\right]$. Let $f \in \operatorname{Aff}(X)$, $u, a \in X$, then $D_{u} f(a)$ denote the directional derivative of $f$ in the direction of the vector $u$, which forms a tangent vector at $a$. Thus, $v(f)=D_{u} f(a)$ and suppose $u=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$, $a=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ then we can write $v(f)$ as,

$$
\begin{aligned}
v(f) & =D_{u} f(a) \\
& =\sum_{i=1}^{n} \frac{u_{i}}{|u|} \frac{\partial}{\partial x_{i}} f(a)
\end{aligned}
$$

Notice that $\left.\frac{\partial}{\partial x_{i}}\right|_{a} \in T(X)_{a}$. We will now show that in fact $\left.\frac{\partial}{\partial x_{i}}\right|_{a}, 1 \leq i \leq n$ forms the basis
of $T(X)_{a}$. Take $f \in m_{a}$, then the Taylor series expansion of $f$ at $a$ is,

$$
\begin{aligned}
f(x) & =f(a)+\sum_{i=1}^{n}\left(x_{i}-a_{i}\right)\left(\frac{\partial}{\partial x_{i}} f(a)\right)+\frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(x_{i}-a_{i}\right)\left(x_{j}-a_{j}\right)\left(\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} f(a)\right)+\ldots \\
& =\sum_{i=1}^{n}\left(x_{i}-a_{i}\right)\left(\frac{\partial}{\partial x_{i}} f(a)\right)+\frac{1}{2!} \sum_{i=1}^{n} \sum_{j=1}^{n}\left(x_{i}-a_{i}\right)\left(x_{j}-a_{j}\right)\left(\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} f(a)\right)+\ldots
\end{aligned}
$$

So, $f \in m_{a}$ is generated by $\left(x_{i}-a_{i}\right)$, for $1 \leq i \leq n$. Thus, $\left(x_{i}-a_{i}\right)$, for $1 \leq i \leq n$ spans $m_{a} / m_{a}^{2}$, also $\left(x_{i}-a_{i}\right)$ forms a orthogonal set, which implies $\left(x_{i}-a_{i}\right)$, for $1 \leq i \leq n$ forms the basis of $m_{a} / m_{a}^{2}$. Now, using the result $T(X)_{a} \cong\left(m_{a} / m_{a}^{2}\right)^{*}$, we see that $\left.\frac{\partial}{\partial x_{i}}\right|_{a} \in\left(m_{a} / m_{a}^{2}\right)^{*}$ and further $\left\{\left.\frac{\partial}{\partial x_{i}}\right|_{a}\right\}$ forms dual basis to $\left\{\left(x_{i}-a_{i}\right)\right\}, \Rightarrow\left\{\left.\frac{\partial}{\partial x_{i}}\right|_{a}\right\}$ forms the basis of $T(X)_{a}$.
2. Take $X \subset \mathbb{C}^{n}$, then $\operatorname{Aff}(X)=P\left(\mathbb{C}^{n}\right) / I_{X}$. For some $a \in X$, take $v \in T(X)_{a}, v$ : $\operatorname{Aff}\left(\wp\left(\mathbb{C}^{n}\right) / I_{X}\right) \rightarrow \mathbb{C}$, there exists a unique $\tilde{v} \in T\left(\mathbb{C}^{n}\right)_{a}, \tilde{v}: \operatorname{Aff}\left(\wp\left(\mathbb{C}^{n}\right)\right) \rightarrow \mathbb{C}$, such that $\tilde{v}(f)=v\left(f+I_{X}\right)$ and $\tilde{v}\left(I_{X}\right)=0$, for $f \in \operatorname{Aff}\left(\wp\left(\mathbb{C}^{n}\right)\right)$. Conversely, for some $\tilde{v} \in T\left(\mathbb{C}^{n}\right)_{a}$, it induces a $v \in A f f(X)$ defined by $v\left(f+I_{X}\right)=\tilde{v}(f)$. Therefore we get,

$$
T(X)_{a}=\left\{\tilde{v} \in T\left(\mathbb{C}^{n}\right)_{a}: \tilde{v}\left(I_{X}\right)=0\right\}
$$

Suppose $I_{X}$ is generated by polynomials $\left\{f_{1}, f_{2}, \ldots, f_{m}\right\}$. As we have already discussed $\tilde{v}$ can be expressed as $v=\left.\sum_{i=1}^{n} u_{i} \frac{\partial}{\partial x_{i}}\right|_{a}$ and $\tilde{v}\left(I_{X}\right)=0 \Rightarrow \tilde{v}\left(f_{i}\right)=0$, for $1 \leq i \leq m$. Hence we get,

$$
\sum_{i=1}^{n} u_{i} \frac{\partial f_{j}(a)}{\partial x_{i}}=0 \quad, \text { for } 1 \leq j \leq m
$$

where $u_{i}=\tilde{v}\left(x_{i}-u_{i}\right)$. So we get a system of $m$ linear equations, i.e a $m \times n$ matrix, which is denoted by $J(a)$. Applying the rank-nullity theorem, we get $n=\operatorname{rank}(J(a))+$ $\operatorname{nullity}(J(a))$. Observe that nullity $(J(a))$ is exactly the $\operatorname{dim}\left(T(X)_{a}\right)$. Therefore, $\operatorname{dim}\left(T(X)_{a}\right)=$ $n-\operatorname{rank}(J(a))$.

Smoothness of an algebraic set: We first define

$$
m(X)=\min _{x \in X} \operatorname{dim}\left(T(X)_{x}\right)
$$

Let $X_{0}=\left\{x \in X: \operatorname{dim}\left(T(X)_{x}\right)=m(X)\right\}$. The points of $X_{0}$ is called the smooth points of algebraic set. An algebraic set $X$ is called smooth if $X=X_{0}$. For example, let $X=\mathbb{C}^{n}$ an algebraic set. Then, as we have seen $\forall x \in X, \operatorname{dim}\left(T(X)_{x}\right)=\operatorname{dim}\left(\mathbb{C}^{n}\right)=n$. Therefore, $X=\mathbb{C}^{n}$ is a smooth algebraic set.

### 1.2.2 Differential of a regular map

Let $X, Y$ be two algebraic set and $\phi: X \rightarrow Y$ be a regular map.Then differential of $\phi$ at a point $a \in X$, denoted by $d \phi_{a}$ is a linear map from $T(X)_{a}$ to $T(Y)_{\phi(a)}$, defined as

$$
\begin{gathered}
d \phi_{a}: T(X)_{a} \rightarrow T(Y)_{\phi(a)} \\
\left(d \phi_{a} v\right)(f)=v\left(\phi^{*}(f)\right) \text { for } v \in T(X)_{a} \text { and } f \in \operatorname{Aff}(Y)
\end{gathered}
$$

Since $\phi$ is a regular map, $\phi^{*}(A f f(Y)) \subset A f f(X)$, so $d \phi_{a}$ maps takes every $v \in T(X)_{a}$ to $d \phi_{a}(v)$ which acts on $\operatorname{Aff}(Y)$. Now it remains to show that $d \phi_{a}(v)$ indeed belong to $T(Y)_{\phi(a)}$. Let $f, g \in A f f(Y)$,

$$
\begin{aligned}
\left(d \phi_{a} v\right)(f g) & =v\left(\phi^{*}(f g)\right) \\
& =v\left(\phi^{*}(f) \phi^{*}(g)\right) \quad\left(\text { since } \phi^{*} \text { is an algebra homomorphism }\right) \\
& =v\left(\phi^{*}(f)\right) \phi^{*}(g)(a)+\phi^{*}(f)(a) v\left(\phi^{*}(g)\right) \\
& =v\left(\phi^{*}(f)\right)(g)(\phi(a))+(f)(\phi(a)) v\left(\phi^{*}(g)\right)
\end{aligned}
$$

Thus, $d \phi_{a}(v) \in T(Y)_{\phi(a)}$, implying $d \phi_{a}$ is a well defined linear map.

### 1.2.3 Vector field

Derivation of an algebra $A$ is any linear map $D: A \rightarrow A$, which satisfies the Leibniz rule. If the algebra $A$ is commutative and $D, D^{\prime}$ are derivations, then linear combination of $D$ and $D^{\prime}$ also form a derivation, furthermore the commutator $\left[D, D^{\prime}\right]=D D^{\prime}-D^{\prime} D$ also is a derivation. Therefore, the set of all derivations of a commutative algebra $A$ forms a lie algebra, denoted by $\operatorname{Der}(A)$. For an algebraic set $X$, a derivation on $\operatorname{Aff}(X)$ is called a vector field on $X$ and $v e c t(X)$ denote the lie algebra of all vector fields on $X$.

## Chapter 2

## Classical Groups

In this chapter we introduce the linear algebraic groups. We show that the class of matrix groups which H. Weyl referred to as the "Classical groups" are in fact linear algebraic groups. We study some of the basic results on the Linear algebraic groups and the Lie algebras associated with them.

### 2.1 Linear algebraic group

### 2.1.1 Definitions and examples

Definition 1. Let $G L(n, \mathbb{C})$ be the group of invertible $n \times n$ complex matrices and $M_{n}(\mathbb{C})$ denote the space of all $n \times n$ complex matrices. For $1 \leq i, j \leq n$, let $x_{i j}$ denote the coordinate functions i.e for any $y \in M_{n}(\mathbb{C}), x_{i j}(y)$ gives the $i, j$ entry of $y$. Then $P\left(M_{n}(\mathbb{C})\right) \cong \mathbb{C}\left[x_{11}, x_{12},,,, x_{n n}\right]$. A subgroup $G \subset G L(n, \mathbb{C})$ is called a linear algebraic group if there exists a subset $A$ of $P\left(M_{n}(\mathbb{C})\right)$ such that

$$
G=\left\{g \in G L(n, \mathbb{C}): f_{i}(g)=0, \forall f_{i} \in A\right\}
$$

By Hilbert basis theorem, we get that any linear algebraic group is defined by finite set of polynomials.

## Examples

1. Let $D_{n} \subset G L(n, \mathbb{C})$ denote the subgroup of diagonal matrices. The defining polynomials for $D_{n}$ are $x_{i j}=0$ for $i \neq j$. Then

$$
D_{n}=\left\{g \in G L(n, \mathbb{C}): x_{i j}(g)=0, \text { for } i \neq j\right\} .
$$

Hence $D_{n}$ is a linear algebraic group.
2. Special linear group $S L(n, \mathbb{C})$.
$S L(n, \mathbb{C})$ is the group of invertible matrices with determinant one. Since determinant is polynomial map, define

$$
S L(n, \mathbb{C})=\{g \in G L(n, \mathbb{C}): \operatorname{det}(g)=1\}
$$

$S L(n, \mathbb{C})$ is a linear algebraic group.

## 3. Orthogonal group $O(n)$

Let $B$ be a non degenerate symmetric bilinear form on $\mathbb{C}^{n}$, then we define the orthogonal group as,

$$
O\left(\mathbb{C}^{n}, B\right)=\left\{g \in G L(n, \mathbb{C}): B(x, y)=B(g x, g y), \forall x, y \in \mathbb{C}^{n}\right\}
$$

From the above definition, we have

$$
g \in O\left(\mathbb{C}^{n}, B\right) \Longleftrightarrow g^{t} S g=S
$$

where $S$ is the matrix corresponding the bilinear form $B$. This quadratic relation gives $O\left(\mathbb{C}^{n}, B\right)$ the linear algebraic group structure. For $g \in O\left(\mathbb{C}^{n}, B\right)$, we have $g^{t} S g=S$. Taking determinant, we get $\operatorname{det}(S)=\operatorname{det}\left(g^{t}\right) \operatorname{det}(S) \operatorname{det}(g)$. This implies, $\operatorname{det}(g)= \pm 1$. We define

$$
S O\left(\mathbb{C}^{n}, B\right)=\left\{g \in O\left(\mathbb{C}^{n}, B\right): \operatorname{det}(g)=1\right\}
$$

$S O\left(\mathbb{C}^{n}, B\right)$ is called the special orthogonal group relative to $B$.
A set of vectors $\left\{v_{1},,, v_{n}\right\} \subset \mathbb{C}^{n}$ is called a $B$-orthonormal basis of $\mathbb{C}^{n}$ if $B\left(v_{i}, v_{j}\right)=\delta_{i j}$.
Lemma 2.1.1. Let $\left\{v_{1},,, v_{n}\right\}$ and $\left\{w_{1},,, w_{n}\right\}$ be two $B$-orthonormal basis of $\mathbb{C}^{n}$. Let $g \in G L(n, \mathbb{C})$ such that $g v_{i}=w_{i}$, for $1 \leq i \leq n$, then $g \in O\left(\mathbb{C}^{n}, B\right)$.

Proof. Since both are $B$-orthonormal basis, we get

$$
B\left(g v_{i}, g v_{j}\right)=B\left(w_{i}, w_{j}\right)=B\left(v_{i}, v_{j}\right)
$$

Thus, $B(g x, g y)=B(x, y)$, for every $x, y \in \mathbb{C}^{n}$, which implies $g \in O\left(\mathbb{C}^{n}, B\right)$.

Proposition 2.1.2. Let $B, B^{\prime}$ be two non degenerate symmetric bilinear form on $\mathbb{C}^{n}$. Then, there exists $\gamma \in G L(n, \mathbb{C})$ such that $O\left(\mathbb{C}^{n}, B^{\prime}\right)=\gamma O\left(\mathbb{C}^{n}, B\right) \gamma^{-1}$.

Proof. Consider a $B$-orthonormal basis $\left\{v_{1},,, v_{n}\right\}$ and $B^{\prime}$-orthonormal basis $\left\{w_{1},,, w_{n}\right\}$ of $\mathbb{C}^{n}$. Let $\gamma \in G L(n, \mathbb{C})$ be such that $\gamma v_{i}=w_{i}$ for $1 \leq i \leq n$. Let $S, S^{\prime}$ be the matrix
corresponding to the forms $B$ and $B^{\prime}$ respectively. Then,

$$
\left(S^{\prime} \gamma v_{i}, \gamma v_{j}\right)=\left(\gamma^{t} S^{\prime} \gamma v_{i} \cdot v_{j}\right)=\delta_{i j}=\left(S v_{i}, v_{j}\right)
$$

Thus, $\gamma^{t} S^{\prime} \gamma=S$. Now, for $g \in G L(n, \mathbb{C})$, set $h=\gamma g \gamma^{t}$. Then, we have

$$
h^{t} S^{\prime} h=\left(\gamma^{-1}\right)^{t} g^{t} \gamma^{t} S^{\prime} \gamma g \gamma^{-1}=\left(\gamma^{-1}\right)^{t} g^{t} S g \gamma^{-1}
$$

This implies $g \in O\left(\mathbb{C}^{n}, B\right)$ and hence $h \in O\left(\mathbb{C}^{n}, B^{\prime}\right)$.
Definition 2. When $n=2 l$, a basis $\left\{n_{1},,, n_{l}, n_{-1},, n_{-l}\right\}$ of $\mathbb{C}^{n}$ is called a $B$-isotropic basis if $B\left(v_{i}, v_{j}\right)=0$, for $i \neq-j$ and $B\left(v_{i}, v_{-i}\right)=1$, for all $i$ and $j$. When $n=2 l+1$, a basis $\left\{v_{0}, v_{1}, v_{l}, v_{-1}, v_{-l}\right\}$ of $\mathbb{C}^{n}$ that satisfies $B\left(v_{i}, v_{j}\right)=0$, for $i \neq-j$ and $B\left(v_{i}, v_{-i}\right)=1$, for all $i, j=0, \pm 1,,,, \pm l$ is called a $B$ - isotropic basis.

Remark : Given a non degenerate symmetric form on $\mathbb{C}^{n}$, we can always find a $B$ isotropic basis.

Lemma 2.1.3. Suppose $\left\{v_{i}\right\}$ and $\left\{w_{i}\right\}$ be two $B$-isotropic bases of $\mathbb{C}^{n}$. If $g \in G L(n, \mathbb{C})$ such that $g v_{i}=w_{i}$, then $g \in O\left(\mathbb{C}^{n}, B\right)$.

Proof. Same as the proof of Lemma 2.1.1.
4. Symplectic group $S p\left(\mathbb{C}^{2 l}, \Omega\right)$

Let $\Omega$ be a non degenerate skew symmetric bilinear form on $\mathbb{C}^{n}$. We define the symplectic group relative to $\Omega$ as

$$
S p\left(\mathbb{C}^{2 l}, \Omega\right)=\left\{g \in G L(n, \mathbb{C}): \Omega(g x, g y)=\Omega(x, y), \forall x, y \in \mathbb{C}^{n}\right\}
$$

Form the above definition, we get

$$
g \in S p\left(\mathbb{C}^{2 l}, \Omega\right) \text { if and only if } g^{t} J g=J,
$$

where $J$ is the matrix corresponding to $\Omega$. Thus, $S p\left(\mathbb{C}^{2 l}, \Omega\right)$ is an algebraic group.
Definition 3. Given a basis $\left\{v_{1}, v_{l}, v_{-1},, v_{-l}\right\}$ of $\mathbb{C}^{2 l}$, we call it an $\Omega$ - symplectic basis if $\Omega\left(v_{i}, v_{j}\right)=0$, for $i \neq-j$ and $\Omega\left(v_{i}, v_{-i}\right)=1$, for $1 \leq i \leq l$.

Lemma 2.1.4. Suppose $\left\{v_{i}\right\}$ and $\left\{w_{i}\right\}$ are two $\Omega$-symplectic basis of $\mathbb{C}^{2 l}$. Let $g \in G L(2 l, \mathbb{C})$ such that $g v_{i}=w_{i}$, for all $i$, then $g \in S p\left(\mathbb{C}^{2 l}, \Omega\right)$.

Proof. Same as the proof of Lemma 2.1.1.
Proposition 2.1.5. Let $\Omega$ and $\Omega^{\prime}$ be two non degenerate skew symmetric form on $\mathbb{C}^{2 l}$. Then, there exists $\gamma \in G L(2 l, \mathbb{C})$ such that $S p\left(\mathbb{C}^{2 l}, \Omega^{\prime}\right)=\gamma S p\left(\mathbb{C}^{2 l}, \Omega\right) \gamma^{-1}$.

Proof. Same argument as in Proposition 2.1.2.
The groups $G L(n, \mathbb{C}), S L(n, \mathbb{C}), O(n, \mathbb{C}), S O(n, \mathbb{C})$ and $S p(2 l, \mathbb{C})$ are called the classical groups.

### 2.1.2 Regular functions

$G L(n, \mathbb{C})$ is a principal open set in the $M_{n}(\mathbb{C})$ with respect to the Zariski topology. For $G L(n, \mathbb{C})$, the ring of regular function is defined as

$$
\operatorname{Aff}(G L(n, \mathbb{C}))=\mathbb{C}\left[x_{11}, x_{12},,, x_{n n},(\operatorname{det})^{-1}\right]
$$

Given $B \in \operatorname{End}\left(\mathbb{C}^{n}\right)$, we define a linear functional on $\operatorname{End}\left(\mathbb{C}^{n}\right)$ by,

$$
f_{B}(A)=\operatorname{trace}(A B),
$$

for any $A \in \operatorname{End}\left(\mathbb{C}^{n}\right)$. Notice that $f_{B}$ is the linear combination of coordinate functions and hence it is a regular function. Any coordinate function $x_{i j}$ can be written as a polynomial in $f_{B}$, where $B \in M_{n}(\mathbb{C})$. Thus, $\operatorname{Aff}(G L(n, \mathbb{C}))$ is generated by $f_{B}$ and $(\text { det })^{-1}$, where $B$ spans over $\operatorname{End}\left(\mathbb{C}^{n}\right)$.
A complex valued function $f$ on $G$ is called regular if it is the restriction of a regular function on $G L(n, \mathbb{C})$. The set of regular functions $\operatorname{Aff}(G)$, on $G$ is a commutative algebra over $\mathbb{C}$ under point wise multiplication. Define

$$
I_{G}=\{f \in \operatorname{Aff}(G L(n, \mathbb{C})): f(G)=0\}
$$

$I_{G}$ is the ideal of $\operatorname{Aff}(G L(n, \mathbb{C}))$, containing functions that vanishes over $G$. Then,

$$
\operatorname{Aff}(G) \cong \operatorname{Aff}(G L(n, \mathbb{C})) / I_{G}
$$

Let $G$ and $H$ be two algebraic group, then an abstract group homomorphism $\Pi: G \rightarrow H$ is said to be regular if $\Pi^{*}(\operatorname{Aff}(H)) \subset \operatorname{Aff}(G)$, where $\Pi^{*}(f)(g)=f(\Pi(g))$, for $\forall f \in$ $\operatorname{Aff}(H)$. We say $G$ and $H$ are isomorphic as algebraic group if there exists a regular homomorphism $\Pi: G \rightarrow H$, which has a regular inverse.

Theorem 2.1.6. The multiplication map $\mu: G \times G \rightarrow G$ and inversion map $i: G \rightarrow G$ are regular. If $f \in A f f(G)$ then there exists an integer $p$ and $f_{i}^{\prime}$ and $f_{i}^{\prime \prime} \in A f f(G)$ for $i=1,,, p$ such that

$$
f(g h)=\sum_{i=1}^{p} f_{i}^{\prime}(g) f_{i}^{\prime \prime}(h),
$$

for $g, h \in G$. Further, for a fixed $g \in G$, the maps $x \rightarrow L_{g}(x)=g x$ and $R_{g}(x)=x g$ from $G$ to $G$ are regular.

Proof. Fix a basis for $V$ and let $x_{i j}$ be the coordinate functions with respect to this basis. We have $g^{-1}=(1 / \operatorname{det}(g)) \operatorname{adjoint}(g)$, where $\operatorname{adjoint}(g)$ is the adjoint matrix of $A$. Since $\operatorname{adjoint}(g)$ is a polynomial in the $x_{i j}$, thus we get that inversion is a regular function.
Let $g, h \in G$,

$$
x_{i j}(g h)=\sum_{r} x_{i r}(g) x_{r j}(h)
$$

By multiplicative property of determinant map, $(\operatorname{det})^{-1}(g h)=(\operatorname{det})^{-1}(g)(\text { det })^{-1}(h)$. The coordinate function $\left\{x_{i j}\right\}$ and $(\operatorname{det})^{-1}$ generate $\operatorname{Aff}(G)$ as an algebra, thus the property holds for any $f \in A f f(G)$.
Using the above result, we can write

$$
\mu^{*}(f)=\sum_{r} f_{r}^{\prime} f_{r}^{\prime \prime}
$$

We have already seen that $\operatorname{Aff}(G \times G) \cong \operatorname{Aff}(G) \otimes \operatorname{Aff}(G)$. Using this identification, we get $\mu^{*}(\operatorname{Aff}(G)) \subset \operatorname{Aff}(G \times G)$. Therefore, $\mu$ is a regular map. Similarly, we get

$$
L_{g}^{*}(f)=\sum_{r} f_{r}^{\prime}(g) f_{r}^{\prime \prime}, \quad R_{g}^{*}(f)=\sum_{r} f_{r}^{\prime \prime}(g) f_{r}^{\prime}
$$

Thus, $L_{g}$ and $R_{g}$ are regular functions.

### 2.1.3 Representation

A representation of a linear algebraic group $G$ is a pair $(\rho, V)$, where $\rho: G \rightarrow G L(n, \mathbb{C})$ is an abstract group homomorphism and $V$ is a complex vector space. A representation $\rho$ is called regular if for a fixed basis of $V$, the component functions $g \rightarrow \rho_{i j}(g)$, for $1 \leq i, j \leq n$, are all regular functions. To put the regularity condition of $\rho$ in a more convenient manner, for $B \in \operatorname{End}(V)$, define a function on $G$ as,

$$
f_{B}^{\rho}(g)=\operatorname{trace}(\rho(g) B), \quad \text { for } g \in G
$$

Since trace function is a non degenerate bilinear function on $\operatorname{End}(V)$, for any $\lambda \in \operatorname{End}(V)^{*}$, there exists a unique $A_{\lambda} \in \operatorname{End}(V)$ such that $\lambda(X)=\operatorname{trace}\left(A_{\lambda} X\right)$ for any $X \in \operatorname{End}(V)$. Therefore, $\rho_{i j}(g)=\operatorname{trace}\left(A_{i j} g\right)$ for a unique $A_{i j} \in \operatorname{End}(V)$. It thus follows that the representation $(\rho, V)$ is regular if and only if $f_{B}^{\rho}$ is a regular function for every $B \in \operatorname{End}(V)$. Set

$$
E^{\rho}=\left\{f_{B}^{\rho}: B \in \operatorname{End}(V)\right\}
$$

The space $E^{\rho}$ is called the space of representative functions associated with $\rho$.
An infinite dimensional representation $(\phi, V)$ of $G$ is said to be locally regular if for any finite dimensional subspace $F \subset V$ there exists a finite dimensional $G$-invariant subspace
$E$ such that $F \subset E$ and restriction of $\phi$ to $E$ is a regular representation.

## Examples

1. Let $(\rho, V)$ be a regular representation of $G$, then we define the dual representation $\left(\rho^{*}, V^{*}\right)$ as $\rho^{*}(g) v^{*}=v^{*} \circ \rho\left(g^{-1}\right)$.

$$
\begin{aligned}
\left\langle v, \rho^{*}\left(g^{-1} v^{*}\right)\right\rangle & =\rho^{*}\left(g^{-1}\right) v^{*}(v) \\
& =\left(\rho^{*}\left(g^{-1}\right) v^{*}\right)^{t}(v) \\
& =\left((\rho(g))^{t} v^{*}\right)^{t} v \\
& =\left(v^{*}\right)^{t} \rho(g) v \\
& =\left\langle\rho(g) v, v^{*}\right\rangle
\end{aligned}
$$

Therefore, the dual representation $\rho^{*}$ is regular. $E^{\rho^{*}}$ consists of functions of the form $g \rightarrow f\left(g^{-1}\right)$, where $f \in E^{\rho}$.
2. Consider the representation $(R, \operatorname{Aff}(G))$ (called the right translation representation) of $G$, defined by $R(g) f(x)=f(x g)$ for $g \in G$ and $f \in A f f(G) . R(g)$ is a example for locally regular representation. To see this, given $f \in A f f(G)$, there exists $f_{i}^{\prime}$ and $f_{i}^{\prime \prime}$ such that

$$
R(g) f=\sum_{i=1}^{n} f_{i}^{\prime \prime}(g) f_{i}^{\prime}
$$

Let $W=\operatorname{span}\left(f_{i}^{\prime}, f_{i}^{\prime \prime}: 1 \leq i \leq n\right)$. Then $W$ is invariant under the action of $R(g)$ for every $g \in G$ and is finite dimensional. Then $V(f)=\operatorname{span}(R(g) f: \forall g \in G) \subset W$. Let $F$ be any finite dimensional subspace of $\operatorname{Aff}(G)$, and $\left\{f_{1}, f_{2}, \ldots f_{s}\right\}$ be the defining function of $F$. Then, set $E=\sum_{i=1}^{k} V\left(f_{i}\right)$.

Remark: Similarly we can define $L(g) f(y)=f\left(x^{-1} y\right)$, the left translation representation, which is also locally regular.
3. Let $(\rho, V)$ and $(\sigma, W)$ be two regular representations of $G$, then we define the tensor product representation $(\rho \otimes \sigma, V \otimes W)$ as ,

$$
\rho \otimes \sigma(g)(v \otimes w)=\rho(g) v \otimes \sigma(w)
$$

Clearly $\rho \otimes \sigma$ is regular as

$$
\left\langle(\rho \otimes \sigma)(g)(v \otimes w), v^{*} \otimes w^{*}\right\rangle=\left\langle\rho(g)(v), v^{*}\right\rangle\left\langle\sigma(g)(w), w^{*}\right\rangle
$$

Also,

$$
E^{\rho \otimes \sigma}=\operatorname{span}\left(E^{\rho} \cdot E^{\sigma}\right)
$$

### 2.1.4 Connectedness

Theorem 2.1.7. Let $G$ be a linear algebraic group. Then $G$ has a unique subgroup $G^{0}$ that is closed, irreducible and of finite index. Furthermore, $G^{0}$ is a normal subgroup of $G$ and its cosets forms the irreducible and connected components of $G$.

Proof. First we will show the existence of such a subgroup $G^{0}$, Since $G$ is an algebraic set, it has a unique incontractible decomposition, i.e

$$
G=X_{1} \cup X_{2} \cup \ldots \ldots \cup X_{r},
$$

where each $X_{i}$ is an irreducible component of $G$. We label the $X_{i}$ 's such that for $1 \leq i \leq p$, $1 \in X_{i}$ and for $i>p, 1 \notin X_{i}$, where $1 \leq p \leq r$ is a natural number. Now we define a function $\mu: X_{1} \times X_{2} \times \ldots \ldots \times X_{p} \rightarrow G$ such that $\mu\left(x_{1}, x_{2}, \ldots \ldots, x_{r}\right)=x_{1} . x_{2} \ldots x_{p}$. Set $X_{1} \times X_{2} \times \ldots \ldots \times X_{p}=X . X$ is an irreducible set ( as finite product of irreducible set is irreducible) and the the map $\mu$ is a regular map as multiplication is a regular map. Since regular map is continuous with respect to the Zariski topology, we see that the image of the irreducible set $X$ is irreducible in $G$. Now observe that for $1 \leq i \leq p, X_{i} \subset X$ and each of the $X_{i}$ 's are maximal irreducible sets. This is only possible if $p=1$ i.e $X=X_{1}$. Since irreducible components are closed with respect to the topology, we get $\bar{X}=\overline{X_{1}}=X_{1}=X$. Thus $X$ is a closed set.

For $x \in X, X \rightarrow x^{-1} X$ is a homeomorphism and $x^{-1} X$ contains identity element. Thus, $x^{-1} X=X$, which implies $x^{-1} \in X, \forall x \in X$. For $x, y \in X$, since $x^{-1} \in X, x X=X$, which implies $x y \in X$. This proves that $X$ is subgroup of $G$. Moreover if $x \in G$, then $X \rightarrow x X x^{-1}$ is a homeomorphism and $x X x^{-1}$ contains the identity. Thus $X=x X x^{-1}$, proving that $X$ is a normal subgroup of $G$.
$G \rightarrow g G$, for $g \in G$, is a homeomorphism.

$$
\Rightarrow G=g G=g X_{1} \cup g X_{2} \cup \ldots \cup g X_{r}
$$

by uniqueness of incontractible decomposition of algebraic sets, we conclude that $g X_{i}=$ $X_{\sigma(g) i}$, where $\sigma(g) \in S_{r}$. Furthermore $g X_{1}=X_{i}$, if $g \in X_{i}$. Therefore the cosets of $X=$ $X_{1}$ forms the irreducible components. Hence the index of $X$ over $G$ is finite ( using the fact that a noetherian topological space can only have finitely many irreducible components). Since the irreducible components are disjoint and irreducibility implies connectedness, the irreducible components also form the connected components of $G$. Setting $G^{0}=X$, we get the required subgroup.
Uniqueness of subgroup $G^{0}$ : Suppose there exists another normal subgroup $H$ of $G$ with
the given properties. Then the cosets of $H$ will form the irreducible components of $G$, with $H$ being the only component containing the identity, which implies subgroup $H=G^{0}$, proving the uniqueness of $G^{0}$.

Note: Each irreducible component $X_{i}$ is a closed subset of $G$. Then, the complement of each $X_{i}, \overline{X_{i}}$ is the union of closed subsets, which implies $\overline{X_{i}}$ is closed in $G$. Hence $X_{i}$ is also open in $G$. Thus the irreducible components $X_{i}$ 's are both closed and open in $G$.

Corollary 2.1.7.1. A linear algebraic subgroup is connected if and only if it is irreducible.

### 2.1.5 Subgroup and homomorphism

Definition 4. Let $G$ be an algebraic group. A closed subset $H$ of $G$ which is also a subgroup of $G$ is called an algebraic subgroup of $G$.

Lemma 2.1.8. Any closed subgroup of $G$ of finite index contains $G^{0}$.
Proof. Let $H$ be a closed subgroup of $G$ with finite index, then $G \backslash H=\bigcup_{g \in G} g H$ i.e finite union of closed subsets. That implies $G \backslash H$ is closed, which implies $H$ is open. Therefore $H \cap G^{0}$ is both closed and open. But since $G^{0}$ is connected, if $H \cap G^{0} \subset G^{0}$, then it is a contradiction. Therefore, $H \cap G^{0}=G^{0}$ and $G^{0} \subseteq H$.

Lemma 2.1.9. Let $H$ be a subgroup of linear algebraic group $G$. Then $\bar{H}$ is an algebraic subgroup. Furthermore, if $H$ contains a non empty open subset of $\bar{H}$, then $H$ is an algebraic subgroup.

Proof. First we show that $\bar{H}$ is a subgroup. The map $x \rightarrow x^{-1}$ is a homeomorphism, therefore $\bar{H}^{-1}=\overline{H^{-1}}=\bar{H}$, since $H^{-1}=H$. For $x \in H, x H=H$, thus $x \bar{H}=\overline{x H}=\bar{H}$. Hence $H \bar{H}=\bar{H}$. Now for $x \in \bar{H}, H x \subset \bar{H}$ which implies $\bar{H} x=\overline{H x} \subset \bar{H}$. Hence $\overline{H H} \subset \bar{H}$ and $\bar{H}$ is an subgroup.
Let $U$ be a open subset of $\bar{H}$ such that $U \subset H$. For $x \in U, x^{-1} U$ is an open subset of $\bar{H}$ in $H$, such that $1 \in x^{-1} U$. Now we set $V=x^{-1} U$ and take $y \in \bar{H} \backslash H$. Then $y V$ is an open neighbourhood of y in $\bar{H} \backslash H$. Thus, for every $y \in \bar{H} \backslash H$ we have an open neighbourhood of $y$ in $\bar{H} \backslash H$, which implies $\bar{H} \backslash H$ is open. Hence $H$ is closed.

Lemma 2.1.10. Let $\phi: G \rightarrow H$ be a regular homomorphism of linear algebraic group. Then,

1. $\operatorname{ker}(\phi)$ is closed in $H$.
2.Image $(\phi)$ is closed in $H$.
2. $\pi\left(G^{0}\right)=\phi(G)^{0}$.

Proof. 1. For $x \in H$, singleton $\{x\}$ is closed in $H$. Since regular functions are continuous with respect to the Zariski topology, $\operatorname{ker}(\phi)=\phi^{-1}(e)$.
$\Rightarrow \operatorname{ker}(\phi)$ is closed.
2. $\phi(G)$ contains a non empty open subset of $\overline{\phi(G)}, \Rightarrow \phi(G)$ is closed.
3.Restricting $\phi$ to $G^{0}$, then by (2), $\phi\left(G^{0}\right)$ is closed. Since $\phi$ is a regular map, $G^{0}$ is irreducible, which implies $\phi\left(G^{0}\right)$ is irreducible. By the same argument, $\phi\left(G^{0}\right)$ is also connected. Therefore $\phi\left(G^{0}\right) \subseteq \phi(G)^{0}$. Since $G^{0}$ has finite index in $G, \phi\left(G^{0}\right)$ has finite index in $\phi(G)$. We have already seen that any closed subgroup of finite index contains $G^{0}$, thus $\phi(G)^{0} \subset \phi\left(G^{0}\right)$, which gives $\phi\left(G^{0}\right)=\phi(G)^{0}$.

### 2.1.6 Group structure on affine varieties

Theorem 2.1.11. Let $X$ be an affine algebraic set such that $(x, y) \rightarrow x y$ and $x \rightarrow x^{-1}$ are regular mappings. Then there exists a linear algebraic group $G$ and a group isomorphism $\Phi: X \longrightarrow G$ such that $\Phi$ is also an isomorphism of affine algebraic sets.
Proof. Let $\left\{f_{1},,, f_{n}\right\}$ be the functions that generate $\operatorname{Aff}(X)$. We have isomorphism from $\operatorname{Aff}(X \times X)$ to $\operatorname{Aff}(X) \otimes \operatorname{Aff}(X)$. The map $\mu: X \times X \rightarrow X$ induces a map $\Delta$ : $\operatorname{Aff}(X) \rightarrow \operatorname{Aff}(X) \otimes \operatorname{Aff}(X)$ such that $\Delta\left(f_{i}\right)=\sum_{j=1}^{p} f_{i j}^{\prime} \otimes f_{i j}^{\prime \prime}$. Then,

$$
f_{i}(x y)=\sum_{j=1}^{p} f_{i j}^{\prime} f_{i j}^{\prime \prime}
$$

for $x, y \in X$. Set $W=\operatorname{Span}\left\{f_{i j}^{\prime}: 1 \leq i \leq n, 1 \leq j \leq p\right\}$ and $V=\operatorname{Span}\left\{R(y) f_{i}: y \in\right.$ $X, 1 \leq i \leq n\}$, where $R(y) f(x)=f(x y)$ is the right translation representation. It is clear that $V \subset W$ and thus, $\operatorname{dim} V<\infty$. By definition $V$ is $R(y)$-invariant. We define the map $\Phi: X \rightarrow G L(V)$ by $\Phi(y)=\left.R(y)\right|_{V} . \Phi$ is a group homomorphism. Now we shall show that $\Phi$ has following properties

1. $\Phi$ is injective.

If $R(y) f_{i}=f_{i}$ for all $i$, then $f_{i}(x y)=f_{i}(x)$ for every $x \in X$. Hence $y=1$. Therefore $\operatorname{ker} \Phi=\{1\}$ and $\Phi$ is injective.
2. $\Phi$ is a regular map.

Let $\delta_{x} \in V^{*}$, defined by $\delta_{x} f=f(x)$. Clearly $\left\{\delta_{x}\right\}_{x \in X}$ spans $V^{*}$. Choose $x_{i} \in X$ such that $\left\{\delta_{x_{1}},,,, \delta_{x_{m}}\right\}$ forms the basis of $V$ and $\left\{g_{1},,, g_{m}\right\}$ be the dual basis. Then,

$$
R(x) g_{j}=\sum_{i=1}^{m} c_{i j}(x) g_{i}
$$

for $x \in X$. Also

$$
c_{i j}(x)=\left\langle R(x) g_{j}, \delta_{x_{i}}\right\rangle=g_{j}\left(x_{i} x\right)
$$

Therefore the map $x \rightarrow c_{i j}(x)$ is a regular function, which implies $\Phi$ is a regular function.
3. $\Phi(X)$ is closed in $G L(V)$.

Since $\Phi$ is a regular homomorphism, $\Phi(X)$ is a closed subgroup of $G L(V)$. Set $G=\Phi(X)$, then $X \cong G$ as an abstract group.
4. $\Phi^{-1}$ is regular map.

Since $\Phi$ is regular $\Phi^{*}(\operatorname{Aff}(G)) \subset \operatorname{Aff}(X)$. Also, the set $\left\{f_{1},,, f_{n}\right\} \subset \Phi^{*}(\operatorname{Aff}(G))$. Thus, $\operatorname{Aff}(X) \subset \Phi^{*}(\operatorname{Aff}(G))$. Therefore $\Phi^{*}(\operatorname{Aff}(G))=\operatorname{Aff}(X)$ and $\Phi^{-1}$ is regular. This completes the proof.

### 2.2 Lie algebra of algebraic groups

### 2.2.1 Left invariant vector field

A vector field $Y$ on a linear algebraic group $G=G L(V)$ is said to be left invariant if

$$
L(g)(Y f)=Y(L(g) f) \quad \text { for } f \in A f f(G) \text { and } g \in G,
$$

where $L(g) f(x)=f\left(g^{-1} x\right)$ is the left representation of $G$ on $A f f(G)$.
Now, for $A \in \operatorname{End}(V)$, we define a linear transformation $X_{A}: \operatorname{Aff}(G) \rightarrow \operatorname{Aff}(G)$ such that

$$
X_{A} f(x)=\left.\frac{d}{d t} f(x(I+t A))\right|_{t=0} \quad \text { where } A \in \operatorname{End}(V)
$$

$X_{A}$ has the following properties,

1. $X_{A}(f g)=X_{A}(f) g+f X_{A}(g)$, for $f, g \in A f f(G)$ i.e satisfies the Leibniz rule.
2. $\left.L_{g}\left(X_{A} f(x)\right)\right)=X_{A}\left(L_{g} f(x)\right)$ for $g \in G$ and $f \in \operatorname{Aff}(G)$

Thus we see that $X_{A}$ is a left invariant vector field on $G$. In fact, we will prove in a while that every left invariant vector field on $G$ is of the form $X_{A}$, where $A \in \operatorname{End}(V)$. Now given $X_{A}$ and $X_{B}$,

$$
\begin{aligned}
X_{A} X_{B}(f g) & =X_{A}\left(X_{B}(f) g+f X_{B}(g)\right) \\
& =X_{A}\left(X_{B}(f)\right) g+X_{B}(f) X_{A}(g)+X_{A}(f) X_{B}(g)+f X_{A}\left(X_{B}(g)\right)
\end{aligned}
$$

$$
\begin{aligned}
X_{B} X_{A}(f g) & =X_{B}\left(X_{A}(f) g+f X_{A}(g)\right) \\
& =X_{B}\left(X_{A}(f)\right) g+X_{A}(f) X_{B}(g)+X_{B}(f) X_{A}(g)+f X_{B}\left(X_{A}(g)\right)
\end{aligned}
$$

We see that $X_{A} X_{B}$ is not a derivation. But, subtracting one equation form other, we

$$
\begin{aligned}
\left(X_{A} X_{B}-X_{B} X_{A}\right)(f g) & =X_{A}\left(X_{B}(f)\right) g+f X_{A}\left(X_{B}(g)\right) \\
& -X_{B}\left(X_{A}(f)\right) g-f X_{B}\left(X_{A}(g)\right) \\
& =\left(X_{A} X_{B}-X_{B} X_{A}\right)(f) g+f\left(X_{A} X_{B}-X_{B} X_{A}\right)(g)
\end{aligned}
$$

Thus, the commutator defined as $\left[X_{A}, X_{B}\right]=X_{A} X_{B}-X_{B} X_{A}$ is a derivation and is also left invariant, i.e $\left[X_{A}, X_{B}\right]$ is a left invariant vector field on $G$.

Lemma 2.2.1. $G=G L(V)$, where $V$ is a finite dimensional vector space. Then, for $A, B \in \operatorname{End}(V)$

$$
\left[X_{A}, X_{B}\right]=X_{[A, B]}
$$

Moreover, any left invariant vector field on $G$ is of the form $X_{A}$, for a unique $A \in E n d(V)$.

Proof. We know that $\operatorname{Aff}(G L(V))$ is generated by restriction of polynomial to $G L(V)$ along with $(\text { det })^{-1}$. Define function $f_{M}: G L(V) \rightarrow \mathbb{C}$, where $M \in \operatorname{End}(V)$, such that $f_{M}(g)=\operatorname{trace}(g M)$. The function $f_{M}$ along with $(\operatorname{det})^{-1}$ also generate the algebra $\operatorname{Aff}(G L(V))$. Consider a left invariant vector field $Y$ on $G$.

$$
\left(Y \operatorname{det}^{-1}\right)(g)=-\operatorname{det}^{-2}(Y \operatorname{det})(g)
$$

Since determinant is a polynomial function, the action of $Y$ on $\operatorname{Aff}(G)$ is entirely defined by its action on the function $f_{M}$, as $M$ ranges over $\operatorname{End}(V)$.
For $A, C \in \operatorname{End}(V)$, we take the vector field $X_{A}$ and the function $f_{C}$,

$$
X_{A}\left(f_{C}(x)\right)=\left.\frac{d}{d t} \operatorname{trace}(x(I+t A) C)\right|_{t=0}
$$

Since trace is a continous function, we take the derivative inside the trace function, we get

$$
X_{A}\left(f_{C}(x)\right)=f_{A C}(x)
$$

Therefore, for $A, B, C \in \operatorname{End}(v)$, we get

$$
\begin{aligned}
{\left[X_{A}, X_{B}\right]\left(f_{C}\right) } & =X_{A} X_{B}\left(f_{C}\right)-X_{B} X_{A}\left(f_{C}\right) \\
& =f_{A B C}-f_{B A C} \\
& =X_{[A, B]} f_{C}
\end{aligned}
$$

So, we have proved the first part of the lemma. Now to prove the second part, we define a linear functional, which takes $B \rightarrow Y\left(f_{B}(I)\right)$, where $Y$ is any vector field on $G$ and $B \in \operatorname{End}(V)$. Then there exists an unique $A \in \operatorname{End}(V)$ such that $Y\left(f_{C}\right)(I)=\operatorname{trace}(A B)$.

Then, for a left invariant vector field $Y$ and $g \in G$

$$
\begin{aligned}
Y\left(f_{C}\right)(g) & =\left(L\left(g^{-1}\right)\left(Y\left(f_{C}\right)\right)\right)(I) \\
& =\left(Y\left(L\left(g^{-1}\right) f_{C}\right)\right)(I) \\
& =\left(X_{A}\left(L\left(g^{-1}\right) f_{C}\right)\right)(I) \\
& =\left(L\left(g^{-1}\right)\left(X_{A}\left(f_{C}\right)\right)\right)(I) \\
& =\left(X_{A}\left(f_{C}\right)\right)(g)
\end{aligned}
$$

This holds true for every $C \in \operatorname{End}(V)$, thus we have $Y=X_{A}$.

Definition 5. (Lie algebra) A vector space $G$ is caled a lie algebra if it has a bilinear form, $G \times G \rightarrow \mathbb{C}$, which takes $(x, y) \rightarrow[x, y]$, with the following properties,

1. For $x, y \in G,[x, y]=-[y, x]$.
2. For $x, y, z \in G$, it satisfies the jacobi identity, i.e $[x,[y, z]]=[[x, y], z]+[y,[x, z]]$.

For a linear algebraic group $G \subseteq G L(V)$, we define a Lie algebra associated with $G$, denoted by $\operatorname{Lie}(G)$,

$$
\operatorname{Lie}(G)=\left\{A \in \operatorname{End}(V): X_{A}\left(I_{G}\right) \subseteq I_{G}\right\}
$$

Few things that we can readily infer from the definition is that $\operatorname{Lie}(G)$ is a subset of $\operatorname{End}(V)$ and $\operatorname{Lie}(G L(V))=\operatorname{End}(V)$, since $I_{G L(V)}=0$. In fact, we will now show that $\operatorname{Lie}(G)$ forms a subspace of $\operatorname{End}(V)$.

Lemma 2.2.2. Given any linear algebraic group $G \subset G L(V)$, the corresponding lie algebra of $G, \operatorname{Lie}(G)$ is a lie subgroup of $\operatorname{End}(V)$.

Proof. Take $A, B \in \operatorname{Lie}(G)$. we have already seen that $X_{A}$ depends linearly on $A$, hence $X_{\alpha A+\beta B}=\alpha X_{A}+\beta X_{B}$, where $\alpha . \beta \in \mathbb{C}$.

$$
X_{\alpha A+\beta B}\left(I_{G}\right)=\alpha X_{A}\left(I_{G}\right)+\beta X_{B}\left(I_{G}\right) \subset I_{G}
$$

Therefore, for $A, B \in \operatorname{Lie}(G), \alpha A+\beta B \in \operatorname{Lie}(G)$. Also, $X_{A} X_{B}$ leaves $I_{G}$ invariant, thus $X_{[A, B]}=\left[X_{A}, X_{B}\right]=X_{A} X_{B}-X_{B} X_{A}$ also leaves $I_{G}$ invariant. Therefore, $[A, B] \in$ $\operatorname{Lie}(G)$, whenever $A, B \in \operatorname{Lie}(G)$, which shows that $\operatorname{Lie}(G)$ is indeed a lie subspace of $\operatorname{End}(V)$.

Lemma 2.2.3. Let $G$ be a linear algebraic group. For every $g \in G$, the map $\operatorname{Lie}(G) \rightarrow$ $T(G)_{g}$ is an isomorphism. Hence we get $\operatorname{dim}(\operatorname{Lie}(G))=\operatorname{dim} G$ and $G$ is a smooth algebraic set.

Proof. For any $g \in G$, define the map $A \rightarrow X_{A}(g)$. First we will show the injectivity of the map. Suppose $X_{A}(g)=0$, then

$$
\begin{aligned}
\left(X_{A} f\right)(x) & =\left(X_{A} f\right)\left(x g^{-1} g\right) \\
& =L_{g x^{-1}}\left(X_{A} f\right)(g) \\
& =X_{A}\left(L_{g x^{-1}} f\right)(g) \\
& =0
\end{aligned}
$$

We get $\left(X_{A} f\right)=0 \forall f \in \operatorname{Aff}(G)$, then $\left(X_{A} f_{B}\right)(I)=0, \forall B \in \operatorname{End}(V)$, which implies $\operatorname{trace}(A B)=0, \forall B \in \operatorname{End}(V)$.Therefore, $A=0$, which shows the injectivity.
Now, to show the surjectivity, it is enough to show it in case of $g=I$ i.e the surjectivity of map $\operatorname{Lie}(G) \rightarrow T(G)_{I}$, the same will follow for every $g \in G$ due to the left invariance of $X_{A}$. Take a $v \in T(G)_{I}$, we define a linear functional $B \rightarrow v\left(f_{B}\right)$. Then there exists an unique $A \in \operatorname{End}(V)$ such that $v\left(f_{B}\right)=\operatorname{trace}(A B)$. Thus we get $v\left(f_{B}\right)=\left(X_{A} f_{B}\right)(I)$. By the derivation property of $v$, we get

$$
\begin{aligned}
v\left(f_{B} f_{C}\right) & =v\left(f_{B}\right) f_{C}(I)+f_{B}(I) v\left(f_{C}\right) \\
& =\operatorname{trace}(A B) \operatorname{trace}(C)+\operatorname{trace}(B) \operatorname{trace}(A C) \\
& =X_{A}\left(f_{B}\right) f_{C}(I)+f_{B}(I) X_{A}\left(f_{C}\right) \\
& =X_{A}\left(f_{B} f_{C}\right)(I)
\end{aligned}
$$

Since $f_{B}$ generate $\operatorname{Aff}(G)$ as $B$ ranges over $\operatorname{End}(V)$, we get that $v(f)=X_{A}(f)(I)$. Now we are left to prove that $A \in \operatorname{Lie}(V)$. If $f \in I_{G}$, then $f(x)=0, \forall x \in G$. $L_{g}(f)(x)=$ $f\left(g^{-1} x\right)=0, \forall x \in G\left(\right.$ since $\left.g^{-1} x \in G, \forall x \in G\right)$, thus we get $L_{g}(f) \in I_{G}$.

$$
\begin{aligned}
X_{A}(f)(x) & =L_{x^{-1}}\left(X_{A} f\right)(I) \\
& =X_{A}\left(L_{x^{-1}} f\right)(I) \\
& =v\left(L_{x^{-1}} f\right) \\
& =0\left(\text { since } v \text { vanishes at } I_{G}\right)
\end{aligned}
$$

Hence, $A \in \operatorname{Lie}(G)$.

### 2.2.2 Lie algebras of Classical groups

Lemma 2.2.4. Let $G \subset G L(n, \mathbb{C})$ be an linear algebraic group and $z \rightarrow \phi(z)$ be a rational map from $\mathbb{C}$ to $M_{n}(\mathbb{C})$ such that $\phi(0)=I$ and $\phi(z) \in G$ for all expect finitely many non zero $z \in \mathbb{C}$. Then the matrix $A=\left.\frac{d}{d z} \phi(z)\right|_{z=0}$ is in $\operatorname{Lie}(G)$.

Proof. Consider the curve $z \rightarrow I+z A$. $\operatorname{Det}(I+z A)=0$ is a polynomial in one variable, thus has finite number of solution. Therefore, $I+z A \in G L(n, \mathbb{C})$ except for finitely many
$z \in \mathbb{C}$ ( which is precisely the roots of equation $\operatorname{det}(I+z A)=0$ ). Taking the derivative at $z=0$, we get its equal to $A$. Also the curves $z \rightarrow \phi(z)$ and $z \rightarrow I+z A$ have the same same value at $z=0$, thus both the curve have same tangent vector at $z=0$ and both are in $G L(n, \mathbb{C})$ for all but finitely many nonzero $z \in \mathbb{C}$. For $f \in I_{G}$ and $g \in G$,

$$
X_{A} f(g)=\left.\frac{d}{d z} f(g(I+z A))\right|_{z=0}=\left.\frac{d}{d z} f(g \phi(z))\right|_{z=0}=0
$$

, since $g \phi(z) \in G$. Hence $A \in \operatorname{Lie}(G)$.

Special linear group: We now define the lie algebra of the linear algebraic group $G=S L(n, \mathbb{C})$. Define $\mathfrak{s l}(n, \mathbb{C})=\left\{A \in M_{n}(\mathbb{C}): \operatorname{trace}(A)=0\right\}$.
The function defined as $f(g)=\operatorname{det}(g)-1$ clearly belongs to $I_{G}$. Thus, for $A \in m_{n}(\mathbb{C})$,

$$
\begin{aligned}
X_{A} f(g) & =\left.\frac{d}{d z} f(g(I+z A))\right|_{z=0} \\
& =\left.\frac{d}{d z} \operatorname{det}(g(I+z A))\right|_{z=0} \\
& =\left.\operatorname{det}(g) \frac{d}{d z} \operatorname{det}(I+z A)\right|_{z=0}
\end{aligned}
$$

Let $M$ be a differentiable map from $\mathbb{C}$ to space of $n \times n$ matrices, then we have the standard result for derivative of determinant,

$$
\frac{d}{d z} \operatorname{det}(M(z))=\operatorname{det}(M(z)) \operatorname{trace}\left(M(z)^{-1} \frac{d}{d z} M(z)\right) .
$$

Using this result, we get

$$
\begin{aligned}
\left.\frac{d}{d z} \operatorname{det}(I+z A)\right|_{z=0} & =\left.\operatorname{det}(I+z A) \operatorname{trace}\left((I+z A)^{-1} \frac{d}{d z}(I+z A)\right)\right|_{z=0} \\
& =\left.\operatorname{det}(I+z A) \operatorname{trace}\left((I+z A)^{-1} A\right)\right|_{z=0} \\
& =\operatorname{det}(I) \operatorname{trace}\left(I^{-1} A\right) \\
& =\operatorname{trace}(A)
\end{aligned}
$$

Thus, if $A \in \operatorname{Lie}(G)$, then $X_{A} f(g)=\operatorname{det}(g) \operatorname{trace}(A)=0$, for every $g \in G$, which implies $\operatorname{trace}(A)=0$ and $\operatorname{Lie}(G) \subseteq \operatorname{sl}(n, \mathbb{C})$. Now, notice that for $i \neq j, I+z E_{i j} \in G$, for every $z \in \mathbb{C}$. Therefore by previous lemma $E_{i j} \in \operatorname{Lie}(G)$. It follows that $\left[E_{i j}, E_{j i}\right]=E_{i i}-E_{j j} \in$ $\operatorname{Lie}(G) . E_{i j}$ and $E_{i i}-E_{j j}$ for $i \neq j$ spans $\mathfrak{s l}(n, \mathbb{C})$, Thus, $s l(n, \mathbb{C}) \subseteq \operatorname{Lie}(G)$, which further implies that $\operatorname{Lie}(G)=\mathfrak{s l}(n, \mathbb{C})$.

## Orthogonal and symplectic groups :

Consider a non degenerate bilinear form $B(x, y)$ on $\mathbb{C}^{n}$ with $\Gamma$ the corresponding matrix of
the bilinear form. Define,

$$
G_{\Gamma}=\left\{g \in G L\left(n, \mathbb{C}: g^{t} \Gamma g=\Gamma\right)\right.
$$

As we have already seen, depending on whether $B$ is symmetric or skew-symmetric, $G_{\Gamma}$ is the orthogonal or symplectic group relative to $B$. In order to study the lie algebra of $G_{\Gamma}$, define Cayley transform $c(A)$,

$$
c(A)=(I+A)(I-A)^{-1} \quad \text { for } A \in M_{n}(\mathbb{C}) \text { and } \operatorname{det}(I-A) \neq 0
$$

Lemma 2.2.5. Suppose $A \in M_{n}(\mathbb{C})$ and $\operatorname{det}(I-A) \neq 0$, then $c(A) \in G_{\Gamma}$ if and only if $A^{t} \Gamma+\Gamma A=0$.

Proof.

$$
\begin{align*}
\left(I-A^{t}\right) c(A)^{t} \Gamma c(A)(I-A) & =\left(I-A^{t}\right)\left((I+A)(I-A)^{-1}\right)^{t} \Gamma(I+A)(I-A)^{-1}(I-A) \\
& =(I+A)^{t} \Gamma(I+A) \\
& =\Gamma+\Gamma A+A^{t} \Gamma+A^{t} \Gamma A \tag{2.1}
\end{align*}
$$

$$
\begin{align*}
\left(I-A^{t}\right) \Gamma(I-A) & =\Gamma-A^{t} \Gamma-\Gamma A+A^{t} \Gamma A \\
& =\Gamma-\left(A^{t} \Gamma+\Gamma A\right)+A^{t} \Gamma A \tag{2.2}
\end{align*}
$$

If $c(A) \in G_{\Gamma}$, then equation 2.1 and 2.2 are equal, which impies $\left(A^{t} \Gamma+\Gamma A\right)=0$. Similarly, if $\left(A^{t} \Gamma+\Gamma A\right)=0$, then from equation 2.1 and 2.2 , we get that $c(A) \in G_{\Gamma}$.

Theorem 2.2.6. The lie algebra of $G_{\Gamma}$ consists of all $A \in M_{n}(\mathbb{C})$ such that $A^{t} \Gamma+\Gamma A=0$.

Proof. We will denote $\operatorname{Lie}\left(G_{\Gamma}\right)$ as $\mathfrak{g}_{\Gamma}$. For $B \in M_{n}(\mathbb{C})$, define a function $\Psi \in A f f(G L(n, \mathbb{C}))$

$$
\Psi_{B}(g)=\operatorname{trace}\left(\left(g^{t} \Gamma g-\Gamma\right) B\right), \quad \text { for } g \in G L(n, \mathbb{C})
$$

Notice that $\Psi_{B}(g)$ vanishes on $G_{\Gamma}$. Suppose $A \in \mathfrak{g}_{\Gamma}$.
$\Psi_{B} \in I_{G_{\Gamma}} \Rightarrow X_{A} \Psi_{B} \in I_{G_{\Gamma}}$

$$
\begin{aligned}
\Rightarrow 0 & =X_{A} \Psi_{B}(I) \\
& =\left.\frac{d}{d z} \Psi_{B}(I(I+z A))\right|_{z=0} \\
& =\left.\frac{d}{d z} \operatorname{trace}\left(\left(\left(I+z A^{t}\right) \Gamma(I+z A)-\Gamma\right) B\right)\right|_{z=0} \\
& =\left.\frac{d}{d z} \operatorname{trace}\left(\left(\left(I+z A^{t}\right) \Gamma(I+z A)\right) B\right)\right|_{z=0} \\
& =\left.\frac{d}{d z} \operatorname{trace}\left(\left(\left(\Gamma+z A^{t} \Gamma\right)(I+z A)\right) B\right)\right|_{z=0} \\
& =\left.\frac{d}{d z} \operatorname{trace}\left(\left(\Gamma+z \Gamma A+z A^{t} \Gamma+z^{2} A^{t} \Gamma A\right) B\right)\right|_{z=0} \\
& =\operatorname{trace}\left(\left(\Gamma A+A^{t} \Gamma\right) B\right)
\end{aligned}
$$

Hence, we get $\operatorname{trace}\left(\left(\Gamma A+A^{t} \Gamma\right) B\right)=0$ for every $B \in M_{n}(\mathbb{C})$, which implie $A^{t} \Gamma+\Gamma A=$ 0.

Conversely, let $A$ be such that $A^{t} \Gamma+\Gamma A=0$. Consider the rational curve $z \rightarrow c(z A)$, from $\mathbb{C}$ to $M_{n}(\mathbb{C})$. Since $z A^{t} \Gamma+\Gamma z A=0$ and $\operatorname{det}(I-z A) \neq 0$ for all except finitely many $z \in \mathbb{C}$, by the Lemma 2.2.5 $c(z A) \in G_{\Gamma}$ for every except finitely many $z \in \mathbb{C}$.

$$
\begin{aligned}
& \left.\quad \Rightarrow \frac{d}{d z} c(z A)\right|_{z=0} \in \mathfrak{g}_{\Gamma} \\
& \left.\frac{d}{d z} c(z A)\right|_{z=0}=\left.\frac{d}{d z}(I+z A)(I-z A)^{-1}\right|_{z=0} \\
& = \\
& =A(I-z A)^{-1}+\left.A(I+z A)(I-z A)^{-2}\right|_{z=0}=A+A \\
& =
\end{aligned}
$$

Therefore, $2 A \in g_{\Gamma}$, which implies $A \in \mathfrak{g}_{\Gamma}$.

Consider the symmetric bilinear form $(x, y)$ where $\Gamma=I$, the identity matrix. Then $G_{\Gamma}=O(n, \mathbb{C})$, with elements $g$ such that $g^{t} g=I$. The subgroup $S O(n, \mathbb{C})$ is open in $O(n, \mathbb{C})$, then it has the same lie algebra as $O(n, \mathbb{C})$. We denote this by $\mathfrak{s o}(n, \mathbb{C})$. By Theorem 2.2.6,

$$
\mathfrak{s o}(n, \mathbb{C})=\left\{A \in M_{n}(\mathbb{C}): A^{t}=-A\right\}
$$

Suppose $n=2 l$. Then we denote by $s_{0}$ the $l \times l$ matrix,

$$
s_{0}=\left[\begin{array}{ccccc}
0 & . & . & . & 1 \\
0 & . & . & 1 & 0 \\
. & \cdot & . & . & . \\
. & \cdot & . & . & . \\
1 & . & . & . & 0
\end{array}\right]
$$

Set

$$
J_{+}=\left[\begin{array}{cc}
0 & s_{0} \\
s_{0} & 0
\end{array}\right], J_{-}=\left[\begin{array}{cc}
0 & s_{0} \\
-s_{0} & 0
\end{array}\right]
$$

Now, we define the bilinear forms,

$$
B(x, y)=\left(x, J_{+} y\right), \Omega(x, y)=\left(x, J_{-} y\right) \text { for } x, y \in \mathbb{C}^{n}
$$

Using Theorem 2.2.6 and with some matrix calculation, we get the following corollaries.
Corollary 2.2.6.1. The lie algebra $\mathfrak{s o}\left(\mathbb{C}^{2 l}, B\right)$ of $S O\left(\mathbb{C}^{2 l}, B\right)$ consists of all matrices

$$
A=\left[\begin{array}{cc}
a & b \\
c & -s_{0} a^{t} s_{0}
\end{array}\right]
$$

where $a \in g l(n, \mathbb{C})$ and $b, c$ are $l \times l$ matrices such that $b^{t}=-s_{0} b s_{0}$ and $c^{t}=-s_{0} c s_{0}$.
Corollary 2.2.6.2. The lie algebra $\mathfrak{s p}\left(\mathbb{C}^{2 l}, \Omega\right)$ of $\operatorname{Sp}\left(\mathbb{C}^{2 l}, \Omega\right)$ consists of all matrices

$$
A=\left[\begin{array}{cc}
a & b \\
c & -s_{0} a^{t} s_{0}
\end{array}\right]
$$

where $a \in g l(n, \mathbb{C})$ and $b, c$ are $l \times l$ matrices such that $b^{t}=s_{0} b s_{0}$ and $c^{t}=s_{0} c s_{0}$.
Now, for $n=2 l+1$, we define symmetric bilinear form on $\mathbb{C}^{n}$ as $B(x, y)=(x, S y)$ for $x, y \in \mathbb{C}^{n}$, and

$$
S=\left[\begin{array}{ccc}
0 & 0 & s_{0} \\
0 & 1 & 0 \\
s_{0} & 0 & 0
\end{array}\right]
$$

Corollary 2.2.6.3. The lie algebra $\mathfrak{s o}\left(\mathbb{C}^{2 l+1}, B\right)$ of $S O\left(\mathbb{C}^{2 l+1}, B\right)$ consists of all matrices

$$
A=\left[\begin{array}{ccc}
a & w & b \\
u & 0 & -w^{t} s_{0} \\
c & -s_{0} u^{t} & -s_{0} a^{t} s_{0}
\end{array}\right],
$$

where $a \in g l(n, \mathbb{C}), b, c$ are $l \times l$ matrices such that $b^{t}=-s_{0} b s_{0}$ and $c^{t}=-s_{0} c s_{0}, w$ is $l \times 1$ matrix and $u$ is a $1 \times l$ matrix.

### 2.2.3 Differential of a representation

Let $G \subset G L(n, \mathbb{C})$ be an linear algebraic group and $\mathfrak{g}$ be its lie algebra. Let $(\phi, V)$ be regular representation of $G$. For $C \in \operatorname{End}(V)$, we define $f_{C}(B)=\operatorname{trace}(B C)$, linear functional on $\operatorname{End}(V)$. Then the pull back $f_{C} \circ \pi$ of $f_{C}$ will be a regular function on $G$.

Theorem 2.2.7. Given a linear algebraic group $G$ with regular representation $(\pi, V)$, there exists a unique linear map $d \pi: \mathfrak{g} \rightarrow \operatorname{End}(V)$ such that

$$
X_{A}\left(f_{C} \circ \pi\right)(I)=f_{d \pi(A) C}(I),
$$

for all $A \in \mathfrak{g}, C \in \operatorname{End}(V)$. This map is a lie algebra homomorphism,

$$
d \pi([A, B])=[d \pi(A), d \pi(B)] \text { for } A, B \in \mathfrak{g}
$$

Furthermore, for $f \in A f f(G L(V))$ and $A \in \mathfrak{g}$,

$$
X_{A}(f \circ \pi)(I)=\left(X_{d \pi(A)} f\right) \circ \pi
$$

Proof. For a fixed a $A \in \operatorname{End}(V)$, we define a linear functional on $\operatorname{End}(V)$ by

$$
C \rightarrow X_{A}\left(f_{c} \circ \pi\right)(I)
$$

Then, there exists a unique $D \in \operatorname{End}(V)$ such that

$$
X_{A}\left(f_{C} \circ \pi\right)=\operatorname{trace}(C D)
$$

Set $d \pi(A)=D$. Clearly $d \pi$ is a linear map, and we get

$$
\left(X_{A}\left(f_{C} \circ \pi\right)\right)(I)=f_{d \pi(A) C}(I)
$$

Now we are left to show that its a lie algebra homomorphism.
Notice that $L\left(g^{-1}\right)\left(f_{C} \circ \pi\right)=f_{C \pi(g)} \circ \pi$. Hence, using the fact that $X_{A}$ is left invariant, we get

$$
\begin{aligned}
X_{A} f_{C}(\pi(g)) & =\left(L\left(g^{-1}\right) X_{A}\left(f_{C} \circ \pi\right)\right)(I) \\
& =\left(X_{A} L\left(g^{-1}\right)\right)\left(f_{C} \circ \pi\right)(I) \\
& =\left(X_{A}\left(f_{C \pi(g)} \circ \pi\right)\right)(I) \\
& =f_{d \pi(A) C \pi(g)}(I) \\
& =f_{d \pi(A) C}(\pi(g)) .
\end{aligned}
$$

Thus, we get $X_{A}\left(f_{C} \circ \pi\right)=f_{d \pi(A) C} \circ \pi$.
Now, for $A, B$ and $C \in \operatorname{End}(V)$, using the above result we get,

$$
\begin{aligned}
{\left[X_{A}, X_{B}\right]\left(f_{C} \circ \pi\right) } & =X_{A}\left(f_{d \pi(B) C} \circ \pi\right)-X_{B}\left(f_{d \pi(A) C} \circ \pi\right) \\
& =f_{d \pi(A) d \pi(B) C} \circ \pi-f_{d \pi(B) d \pi(A) C} \circ \pi \\
& =f_{[d \pi(A), d \pi(B)] C} \circ \pi .
\end{aligned}
$$

But, we have already seen $\left[X_{A}, X_{B}\right]=X_{[A, B]}$, which gives

$$
\left[X_{A}, X_{B}\right]\left(f_{C} \circ \pi\right)=f_{d \pi([A, B]) C} \circ \pi
$$

Evaluating at $I$, we get $\operatorname{trace}([d \pi(A), d \pi(B)] C)=\operatorname{trace}(d \pi([A, B]) C)$ for all $C \in \operatorname{End}(V)$. Thus, we get the $d \pi$ is a lie algebra homomorphism.
Now to proves the final result. For a fixed $g \in G$ and for $f \in A f f(G L(V))$, we define a linear functional by

$$
f \rightarrow\left(X_{d \pi(A)} f\right)(\pi(g))-X_{A}(f \circ \pi)(g) .
$$

Notice that the above defined function is a tangent vector to $G L(V)$ at $\pi(g)$. Then, by definition of $d \pi(A)$, it vanishes on $f_{C}$, which gives us the required result.

Theorem 2.2.8. Suppose $G$ is a linear algebraic group with Lie algebra $\mathfrak{g}$. Let $(\pi, V)$ be a regular representation of $G$.

1. Suppose $W \subset V$ is a linear subspace such that $\pi(g) W \subset W$ for all $g \in G$. Then $d \pi(A) W \subset W$ for all $A \in \mathfrak{g}$.
2. Assume that $G$ is connected. If $W \subset V$ is a linear subspace such that $d \pi(X) W \subset W$ for all $X \in \mathfrak{g}$ then $\pi(g) W \subset W$ for all $g \in G$.

Proof. 1. For $v \in V$ and $u^{*} \in V^{*}$, we define a linear function $f_{v, u^{*}}$ on $G$ by $f_{v, u^{*}}(g)=$ $\left\langle u^{*}, \pi(g) v\right\rangle$. Let $C$ be a rank one linear transformation on $V$ defined by $C(g)=\left\langle v^{*}, r\right\rangle v$ for $r \in V$. Then, we have

$$
f_{v, v^{*}}(g)=\operatorname{trace}(\pi(g) C)=f_{C} \circ \pi(g)
$$

For $A \in \mathfrak{g}$,

$$
X_{A} f_{v, v^{*}}(g)=X_{A} f_{C} \circ \pi(g)=f_{d \pi(A) C} \circ \pi(g)=\operatorname{trace}(\pi(g) d \pi(A) C)=f_{d \pi(A) v, v^{*}},
$$

for all $g \in G$. Let $W \subset V$ be a $G$ invariant subspace of $V$. Define

$$
W^{\perp}=\left\{v^{*} \in V^{*}:\left\langle v^{*}, w\right\rangle \forall w \in W\right\} .
$$

Then, $f_{w, v^{*}}=0$ for all $w \in W, v^{*} \in W^{\perp}$ and $g \in G$. That implies $f_{w, v^{*}} \in I_{G}$ for $w \in W$ and $v^{*} \in V^{*}$. Thus, $X_{A} f_{w, v^{*}} \in I_{G}$ i, e

$$
X_{A}\left(f_{w, v^{*}}\right)(g)=f_{d \pi(A) w, v^{*}}(g)=0
$$

Set $g=I$, then we have $\left\langle v^{*}, d \pi(A) w\right\rangle=0$ for all $w \in W$ and $v^{*} \in W^{\perp}$. Therefore, $d \pi(A) w \in W$, which proves the result.
2. Let $\operatorname{dim} W=d$. Consider the $d$ th exterior product $\wedge^{d} V \subset \otimes^{d} V$. This forms a $G$-module.

Let the basis of $W$ be $\left\{w_{1},,, w_{d}\right\}$ and set $\xi=w_{1} \wedge . . \wedge w_{d}$. Then $\wedge^{d} W=\mathbb{C} \xi$. Hence $W$ is a is $G$-invariant subspace if and only if $\mathbb{C} \xi$ is a $G$-invariant subspace.
Let $W$ be invariant under $\mathfrak{g}$. Then for every $A \in \mathfrak{g}, A . \xi=\lambda(A) \xi$, where $\lambda \in \mathfrak{g}^{*}$. Let $\mu \in\left(\wedge^{d} V\right)^{*}$ such that $\mu(\xi)=0$. If we prove $\mu(g . \xi)=0$ for every $g \in G$, then we are done. Define $f(g)=\mu(g . \xi)$ for $g \in G$. Then $f \in \operatorname{Aff}(G)$.

$$
X_{A} f(g)=\left.\frac{d}{d t} \mu(g(I+t A) \cdot \xi)\right|_{t=0}=\lambda(A) f(g), \quad \forall A \in \mathfrak{g}
$$

Define

$$
\xi_{\lambda}=\left\{\phi \in \operatorname{Aff}(G): X_{A}(\phi)=\lambda(A) \phi, \quad \forall A \in\right\}
$$

Claim: $\operatorname{dim} \xi_{\lambda} \leq 1$.
Suppose $\phi, 0 \neq \psi \in \xi_{\lambda}$. Now since $G$ is connected, it is irreducible which implies $\operatorname{Aff}(G)$ does not have any zero divisors. Therefore, $\phi / \psi$ is well defined rational function on $G$ and

$$
X_{A}(\phi / \psi)=(\lambda(A) \psi-\phi \lambda(A)) / \psi^{2}=0
$$

for all $A \in \mathfrak{g}$. The vector fields $\left\{X_{A}: A \in \mathfrak{g}\right\}$ spans the tangent space $T(G)_{g}$ for all $g \in G$. Thus, $D(\phi / \psi)=0$ for any derivation of quotient field of $\operatorname{Aff}(G)$. Thus, we get $\phi / \psi$ is a constant function i.e $\operatorname{dim} \xi_{\lambda} \leq 1$.
If $\operatorname{dim} \xi_{\lambda}=0$, then $f=0$ and we are done. If $\operatorname{dim} \xi_{\lambda}=1$, take $0 \neq \psi \in \xi_{\lambda}$. For any $x \in G$, the function $y \rightarrow \psi(x y)$ also belongs to $\xi_{\lambda}$. Then $\psi(x y)=c(x) \psi(y)$, for $c(x) \in \mathbb{C}$. Set $y=1$, we get $\psi(x y)=\psi(x) \psi(y)$ for all $x, y \in G$, that implies $\psi(g) \neq 0$ for all $g \in G$ (since we took $\psi \neq 0$ ). Then, $f=a \psi$, for some $a \in \mathbb{C}$. But $f(1)=0$, which implies $a=0$ and hence $f=0$.
This completes the proof.

Theorem 2.2.9. Let $G$ and $H$ be linear algebraic groups. If $\pi: G \rightarrow H$ is a regular homomorphism, then $d \pi:(\operatorname{Lie}(G)) \subset \operatorname{Lie}(H)$ and $\rho: H \rightarrow K$ is another regular homomorphism, then $d(\rho \circ \pi)=d \rho \circ d \pi$.

Proof. Let $f \in I_{H}$ and $A \in \operatorname{Lie}(G)$. We know that $X_{A}(f \circ \pi)=\left(X_{d \pi(A) f}\right)$. Then, for $h \in H$

$$
\begin{aligned}
X_{A}(f \circ \pi)(h) & =\left(X_{d \pi(A) f}\right)(h) \\
& =L\left(h^{-1}\right)\left(X_{d \pi(A) f}\right)(I) \\
& =X_{d \pi(A)}\left(L\left(h^{-1}\right) f\right)(I) \\
& =X_{A}\left(\left(L\left(h^{-1}\right) f\right) \circ \pi\right)(I)
\end{aligned}
$$

$L\left(h^{-1}\right) f \in I_{H}$, thus $\left(L\left(h^{-1}\right)\right) \circ \pi(g)=0$ for all $g \in G$. Thus, we get $X_{A}(f \circ \pi)(h)=$ $0 \forall h \in H$, which implies $d \pi(\operatorname{Lie}(G)) \subset \operatorname{Lie}(H)$.
For the second part of the theorem, set $\sigma=\rho \circ \pi$. Then $d \sigma(\operatorname{Lie}(G)) \subset \operatorname{Lie}(K)$. For
$A \in \operatorname{Lie}(G)$ and $f \in A f f(K)$,

$$
\begin{aligned}
\left(X_{d \sigma(A)} f\right) & =X_{A}(f \circ \sigma) \\
& =X_{A}(f \circ \rho \circ \pi) \\
& =\left(X_{d \rho d \pi(A)} f\right)
\end{aligned}
$$

Thus, we get $X_{d \sigma(A)}=X_{d \rho d \pi(A)}$. Therefore, we get $d \sigma=d \rho \circ d \pi$.

### 2.2.4 The adjoint representation

Lemma 2.2.10. Let $A \in \operatorname{Lie}(G)$ and $g \in G$. Then $g A g^{-1} \in \operatorname{Lie}(G)$.
Proof. $R(g) f(y)=f(y g)$ for $y, g \in G L(n, \mathbb{C})$ and $f \in \operatorname{Aff}(G L(n, \mathbb{C}))$. For $A \in M_{n}(\mathbb{C})$,

$$
\begin{aligned}
\left(R(g) X_{A} R\left(g^{-1}\right) f\right)(y) & =\left(X_{A} R\left(g^{-1}\right) f\right)(y g) \\
& =\left.\frac{d}{d z} R\left(g^{-1}\right) f(y g(I+z A))\right|_{z=0} \\
& =\left.\frac{d}{d z} f\left(y g(I+z A) g^{-1}\right)\right|_{z=0} \\
& =\left.\frac{d}{d z} f\left(g\left(I+z g A g^{-1}\right)\right)\right|_{z=0} \\
& =X_{g A g^{-1}} f(y)
\end{aligned}
$$

Suppose $A \in \operatorname{Lie}(G)$ and $f \in I_{G}$, then $R\left(g^{-1}\right) f \in I_{G}$. Thus, $X_{A} R\left(g^{-1}\right) f \in I_{G}$, which implies $X_{g A g^{-1}} f \in I_{G}$. Therefore, we get $g A g^{-1} \in \operatorname{Lie}(G)$.

Definition 6. Define $A d(g) A=a A g^{-1}$ for $g \in G$ and $A \in \operatorname{Lie}(G)$. Then by previous lemma, $\operatorname{Ad}(g): \operatorname{Lie}(G) \rightarrow \operatorname{Lie}(G)$. The representation $(A d, \operatorname{Lie}(G))$ is called the adjoint representation of $G$. For $A, B \in \operatorname{Lie}(G), A d(g)[A, B]=g A B g^{-1}-g B A g^{-1}=$ $g A g^{-1} g B g^{-1}-g B g^{-1} g A g^{-1}=[A d(g) A, A d(g) B]$ Thus, $A d(g)$ is a lie algebra automorphism.

### 2.2.5 Nilpotent and unipotent matrix

A matrix $A \in M_{n}(\mathbb{C})$ is called nilpotent if $A^{n}=0$ for some positive integer $n$. A matrix $u \in M_{n}(\mathbb{C})$ is called unipotent if $(u-I)$ is nilpotent. Determinant of a unipotent element is always 1 .
Let $A \in M_{n}(\mathbb{C})$ be nilpotent. Then, $A^{n}=0$. We define exponential $A$ as,

$$
\exp A=\sum_{k=0}^{n-1} \frac{1}{k!} A^{k}=I+Y,
$$

where $Y=A+\frac{1}{2!} A^{2}+\ldots+\frac{1}{(n-1)!} A^{n-1}$. Notice that $Y$ is nilpotent. Thus, we get $\exp A$ is unipotent. Conversely, let $u \in G L(n, \mathbb{C})$ be unipotent, then $u=I+Y$, where $Y$ is nilpotent. We define $\log u$ as,

$$
\log u=\sum_{k=1}^{n-1} \frac{(-1)^{k+1}}{k} Y^{k}
$$

Now, we intend to show that the nilpotent elements of $M_{n}(\mathbb{C})$ is in one to one correspondence with unipotent elements of $G L(n, \mathbb{C})$. For a nilpotent $A \in M_{n}(\mathbb{C})$ and $z \in \mathbb{C}$, we define the function

$$
\phi(z)=\log (\exp z A)
$$

$\phi(z)$ is a polynomial function as $z A$ is nilpotent and $\phi(0)=0$. Also

$$
\frac{d}{d z} \phi(z)=A, \quad \text { for all } z \in \mathbb{C}
$$

Thus, we get $\log (\exp z A)=z A$ for all $z \in \mathbb{C}$. With the same argument, we get $\exp (\log (I+$ $z Y))=I+z Y$. Thus, the exponential map is a bijective map from nilpotent elements in $M_{n}(\mathbb{C})$ to unipotent elements in $G L(n, \mathbb{C})$, with $\log$ as its inverse.

Lemma 2.2.11. (Taylor's formula) Suppose $A \in M_{n}(\mathbb{C})$ is nilpotent and $f$ is a regular function on $G L(n, \mathbb{C})$. Then there exists an integer $k$ so that $\left(X_{A}\right)^{k} f=0$, and

$$
f(\exp A)=\sum_{m=0}^{k-1} \frac{1}{m!}\left(X_{A}\right)^{m} f(I) .
$$

Proof. Since $(\exp z A)$ is a polynomial, the function $z \rightarrow f(\exp z A)$ is also a polynomial in $z \in \mathbb{C}$. Then there exists a positive integer $k$ such that

$$
\left(\frac{d}{d z}\right)^{k} f(\exp z A)=0
$$

Claim : $\frac{d}{d z} f(\exp z A)=\left(X_{A} f\right)(\exp z A)$ for $z \in \mathbb{C}$.
$\frac{d}{d z}$ and $X_{A}$ are derivations, thus it is sufficient to check if the relation is satisfied by the generating set of regular functions. Recall that the set of functions $\left\{f_{B}\right\}$ as $B$ ranges over $M_{n}(\mathbb{C})$ and $(d e t)^{-1}$ generate the regular functions on $G L(n, \mathbb{C})$. Take $f=f_{B}$ for some $B \in M_{n}(\mathbb{C})$, then

$$
\begin{aligned}
\frac{d}{d z} f_{B}(\exp z A) & =\frac{d}{d z} \operatorname{trace}((\exp z A) B) \\
& =\operatorname{trace}((\exp z A) A B) \\
& =f_{A} B(\exp z A) \\
& =X_{A} f_{B}(\exp z A)
\end{aligned}
$$

Now, take $f=(d e t)^{-1}$. $\exp z A$ is unipotent, thus $f(\exp z A)=1$. Also, $X_{A} f=$ $-\operatorname{trace}(A) f=0$. Thus, $f=(\operatorname{det})^{-1}$ satisfies the relation.

Theorem 2.2.12. Let $G \subset G L(n, \mathbb{C})$ be a linear algbraic group.

1. Let $A \in M_{n}(\mathbb{C})$ be a nilpotent matrix. Then $A \in \operatorname{Lie}(G)$ if and only if $\exp A \in G$.
2. Suppose $A \in \operatorname{Lie}(G)$ is a nilpotent matrix and $(\rho, V)$ is a regular representation of $G$. Then $d \rho(A)$ is a nilpotent transformation on $V$ and $\rho(\exp A)=\exp d \rho(A)$.

Proof. 1. Take $f \in I_{G}$. If $A \in \operatorname{Lie}(G)$, then $X_{A} f \in I_{G}$. Thus, $\left(X_{A}\right)^{n} f \in I_{G}$ for all non negative integers $n$, which implies $\left(X_{A}\right)^{n} f(I)=0$ for all $n \geq 0$. Therefore, by Taylor's formula ( Lemma 2.2.11) $f(\exp A)=0$, implies $\exp A \in G$. For the converse part, suppose $\exp A \in G$. Then, define the polynomial map $z \rightarrow f(\exp z A)$. Notice that $f$ vanishes for all integral values of $z$ i.e $f$ has infinite solutions. Since $f$ is a polynomial, it should then vanish for all values of $z \in \mathbb{C}$. Thus, by Taylor's formula, we get $X_{A} f(I)=0$, which implies $A \in \operatorname{Lie}(G)$.
2. Take $B \in \operatorname{End}(V)$. Then, as we have already seen that $f_{B}^{\rho}$ is a regular function on $G$. By Taylor's formula, there exists a positive integer such that

$$
\left(X_{A}\right)^{k} f_{B}^{\rho}(I)=0
$$

Thus,

$$
\left(X_{A}\right)^{k} f_{B}^{\rho}(I)=\operatorname{trace}\left(d \rho(A)^{k} B\right)=0
$$

This is satisfied for every $B \in \operatorname{End}(V)$, hence $d \rho(A)=0$. Now, applying Taylor's formula to function $f_{B}^{\rho}$, we get

$$
\begin{aligned}
\operatorname{trace}(B \rho(\exp A)) & =\sum_{m \geq 0} \frac{1}{m!} X_{A}^{m} f_{B}^{\rho}(I) \\
& =\sum_{m \geq 0} \frac{1}{m!} \operatorname{trace}\left(d \rho(A)^{m} B\right) \\
& =\operatorname{trace}(\operatorname{Bexp} d \rho(A))
\end{aligned}
$$

This holds for all $B \in \operatorname{End}(V)$, hence $\rho(\exp A)=\exp d \rho(A)$.

## Chapter 3

## Basic structure of Classical group

In this chapter we study the structure of the classical groups $G$ and the associated lie algebra $\mathfrak{g}=\operatorname{Lie}(G)$. We begin by introducing maximal torus of $G$. We show that for a classical group $G$, the subgroup of diagonal matrices $H$, is a maximal torus and any maximal torus of $G$ is $G$-conjugate to $H$. Finally, we give the structure theorem for $\operatorname{Lie}(G)$. By considering the adjoint action of $H$ and $\operatorname{Lie}(H)=\mathfrak{h}$ on the lie algebra $\operatorname{Lie}(G)$, we obtain the root space decomposition of $\operatorname{Lie}(G)$.

### 3.1 Semisimple and Unipotent elements

### 3.1.1 Semisimple and nilpotent elements

Definition 7. (Maximal torus) An algebraic torus is an algebraic group $T$ isomorphic to $\left(\mathfrak{C}^{*}\right)^{l}$, where $l$ is the rank of $T$. Let $G$ be a linear algebraic group, then a torus $T$ is called maximal if it is not contained in any larger torus in $G$.

Let $G$ be one of the classical groups $G L(l, \mathbb{C}), S L(l+1, \mathbb{C}), S p\left(\mathbb{C}^{2 l}, \Omega\right), S O\left(\mathbb{C}^{2 l}, B\right)$, or $S O\left(\mathbb{C}^{2 l+1}, B\right)$. $\Omega$ and $B$ are the specific bilinear form defined in the subsection 2.2.2. Let $H$ be the subgroup of diagonal matrices in $G$.

1. $G=\operatorname{Sl}(l+1, \mathbb{C})$. Then

$$
H=\left\{\operatorname{diag}\left[x_{1}, \ldots, x_{l},\left(x_{1} \ldots . x_{l}\right)^{-1}\right]: x_{i} \in \mathbb{C}^{*}\right\}
$$

and

$$
\operatorname{Lie}(H)=\left\{\operatorname{diag}\left[a_{1}, \ldots, a_{l+1}\right]: a_{i} \in \mathbb{C}, \sum a_{i}=0\right\} .
$$

2. $G=S p\left(\mathbb{C}^{2 l}, \Omega\right)$ or $G=S O\left(\mathbb{C}^{2 l}, B\right)$, then

$$
H=\left\{\operatorname{diag}\left[x_{1}, \ldots, x_{l}, x_{l}^{-1}, \ldots, x_{1}^{-1}\right]: x_{i} \in \mathbb{C}^{*}\right\}
$$

By Corollary 2.2.6.1 and 2.2.6.2, we have

$$
\operatorname{Lie}(H)=\left\{\operatorname{diag}\left[a_{1}, \ldots, a_{l},-a_{l}, \ldots,-a_{1}\right]: a_{i} \in \mathbb{C}\right\} .
$$

3. $G=S O\left(\mathbb{C}^{2 l+1}, B\right)$, then

$$
H=\left\{\operatorname{diag}\left[x_{1}, \ldots, x_{l}, 1, x_{l}^{-1}, \ldots, x_{1}^{-1}\right]: x_{i} \in \mathbb{C}^{*}\right\}
$$

By Corollary 2.2.6.3, we have

$$
\operatorname{Lie}(H)=\left\{\operatorname{diag}\left[a_{1}, \ldots ., a_{l}, 0,-a_{l}, \ldots .,-a_{1}\right]: a_{i} \in \mathbb{C}\right\}
$$

Thus, in all the cases, $H$ is isomorphic to an algebraic torus of rank $l$ and

$$
\operatorname{Aff}(H)=\mathbb{C}\left[x_{1}, \ldots, x_{l}, x_{1}^{-1}, \ldots ., x_{l}^{-1}\right]
$$

Definition 8. For an algebraic group $K$, a rational character of $K$ is a regular homomorphism $\chi: K \rightarrow \mathbb{C}^{*} . \mathcal{X}(K)$ denote the set of all rational characters over $K$, and it have a abelian group structure under point wise multiplication.

Lemma 3.1.1. Let $T$ be an algebraic torus of rank $l$. Then $\mathcal{X}(T)$ is isomorphic to $\mathbb{Z}^{l}$. Furthermore, $\mathcal{X}(T)$ is linearly independent as a set of functions over $H$.

Proof. We can assume that $T=\left(\mathbb{C}^{*}\right)^{l}$. Now for $\lambda=\left[p_{1}, p_{2},,,, p_{l}\right] \in \mathbb{Z}^{l}$ and $t=$ $\left[t_{1}, t_{2},,,, t_{l}\right]$, we define

$$
t^{\lambda}=\prod_{i=1}^{l} t_{i}^{p_{i}}
$$

Now, notice that the map $t \rightarrow t^{\lambda}$ is a rational character and we will denote it by $\chi_{\lambda}$. The functions $t_{i}^{p_{1}} . t_{2}^{p_{2}} \ldots . t_{l}^{p_{l}}$ forms the basis of $\operatorname{Aff}(T)$ and $t^{\lambda+\beta}=t^{\lambda} t^{\beta}$. Therefore, the map $\lambda \rightarrow \chi_{\lambda}$ is an injective homomorphism from $\mathbb{Z}^{l}$ to $\mathcal{X}(T)$. To show the surjectivity, we will show that every rational character over $T$ is of the form $\chi_{\lambda}$, for some $\lambda$. Consider a rational character $\chi$. We define

$$
\chi_{k}(t)=\chi(1, \ldots, t, \ldots, 1), \quad k=1,2, \ldots \ldots, l
$$

where $t$ occupies the k-th position. $\chi_{k}$ 's are one dimensional regular representations of $\mathbb{C}^{*}$. Then $\chi_{k}(t)=t^{p_{k}}$ for some $p_{k} \in \mathbb{Z}$. Hence

$$
\chi\left(t_{1}, \ldots ., t_{l}\right)=\prod_{i=1}^{l} \chi_{i}\left(t_{i}\right)=\chi_{\lambda}\left(t_{1}, \ldots ., t_{l}\right),
$$

where $\lambda=\left[p_{1}, \ldots ., p_{l}\right]$. Thus every rational character is of the form $\chi_{\lambda}$ for some $\lambda \in \mathbb{Z}^{l}$.

Theorem 3.1.2. Let $G$ be $G L(n, \mathbb{C}), S L(n, \mathbb{C}), S O\left(\mathbb{C}^{n}, B\right)$ or $S p\left(\mathbb{C}^{2 n}, \delta\right)$, and $H$ is the subgroup of diagonal elements. Suppose $g \in G$ and $g h=h g \forall h \in H$, then $g \in H$.

Proof. $G \subset G L(n, \mathbb{C})$. The action of $H$ on the standard basis $e_{i}$ for $\mathbb{C}^{n}$ is given by,

$$
h e_{i}=\theta_{i}(h) e_{i} \quad \text { for } 1 \leq i \leq n \text { and } h \in H
$$

Suppose $v \in \mathbb{C}^{n}$ and $h v=\theta_{i}(h) v$ for some $i$ and for all $h \in H$. We can write $v$ as,

$$
v=\sum_{i=1}^{n} \lambda_{i} e_{i}
$$

Then, $h v=\sum_{j=1}^{n} \lambda_{j} \theta_{j}(h) e_{j}$. But,

$$
h v=\theta_{i}(h) v=\sum_{j=1}^{n} \lambda_{j} \theta_{i}(h) e_{j} \forall h \in H .
$$

Thus, $\lambda_{j} \theta_{j}(h)=\lambda_{j} \theta_{i}(h)$ for $1 \leq j \leq n$ and for all $h \in H$. But $\theta_{i}$ 's are distinct, so we must have $\lambda_{j}=0$ for $j \neq i$.
Assume that $g$ commutes with $H$. Then,

$$
h g e_{i}=g h e_{i}=\theta_{i}(h) g e_{i} \quad \forall h \in H, i=1,,,, n
$$

Thus, by the result we proved above, we have $g e_{i}=\lambda_{i} e_{i}$, i.e $g \in H$.
Corollary 3.1.2.1. Let $G$ and $H$ be as mentioned above. If $T \subset G$ be an abelian subgroup. If $H \subset T$, then $H=T$. In particular, $H$ is a maximal torus in $G$.

Theorem 3.1.3. Let $T$ be a torus. There exists an element $t \in T$ such that the subgroup generated by $t$ is dense in $T$ with respect to the Zariski topology.

Proof. We can assume that $T=\left(\mathbb{C}^{*}\right)^{l}$. First we choose a $t \in T$ with coordinates $x_{i}(t)=t_{i}$ such that

$$
\prod_{i=1}^{l} t_{i}^{p_{i}} \neq 1
$$

for any $p_{1}, p_{2}, \ldots, p_{l} \in \mathbb{Z}$ with some $p_{i} \neq 0$ (we can simply choose elements which are algebraically independent over rationals).
Consider the subgroup $\langle t\rangle$, generated by $t$. To show that $\langle t\rangle$ is dense in $T$, we will show that for any $f \in A f f(T)$ if $\left.f\right|_{<t\rangle}=0$, then $f$ is identically equal to zero. Take $f \in \mathbb{C}\left[x_{1}, x_{1}^{-1},,, x_{l}, x_{l}^{-1}\right]$. Replacing $f$ by $\left(x_{1}^{-1} \ldots x_{l}^{-1}\right)^{r}$, for a suitably large $r$, we can assume that $f \in \mathbb{C}\left[x_{1},,, x_{l}\right]$. Then,

$$
f(z)=\sum_{|K| \leq p} a_{K} z^{K}
$$

Since we have $f\left(t^{n}\right)=0 \forall n \in \mathbb{Z}$, we get

$$
\sum_{|K| \leq p} a_{K}\left(t^{K}\right)^{n}=0 \quad \forall n \in \mathbb{Z}
$$

Claim: $\left\{t^{K}\right\}$ are all distinct.
Suppose not, then we have $t^{k}=t^{m}$ for $k \neq m$. Then, $t^{k-m}=0$, which is a contradiction to the choice of $t$.
We enumerate the coefficients $a_{K}$ as $a_{j}$ and corresponding $t_{k}$ as $y_{j}$. Then

$$
\sum_{j=1}^{r} a_{j}\left(y_{j}\right)^{n}=0 \quad \text { for } n=0,1,2,,, r-1
$$

Writing these equations in matrix form we get the coefficent matrix $V(y)$ as

$$
\left[\begin{array}{cccccc}
y_{1}^{-1} & y_{1}^{-2} & \cdot & \cdot & y_{1} & 1 \\
y_{2}^{-1} & y_{2}^{-2} & \cdot & \cdot & y_{2} & 1 \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
y_{r}^{-1} & y_{r}^{-2} & \cdot & \cdot & y_{r} & 1
\end{array}\right]
$$

Now $\operatorname{det}(V(y))=\prod_{1 \leq i<j \leq r}\left(y_{i}-y_{j}\right)$. Since we have already proved that $y_{i} \neq y_{j}$ for $i \neq j$, the determinant in non zero. That implies that $a_{k}$ 's are zero for all $k$.

Definition 9. (Semisimple element) Let $G$ be a linear algebraic group over $\mathbb{C}$, then for $g \in G$, we say that $g$ is semisimple if $g$ is a diagonalizable matrix.

Theorem 3.1.4. Every semisimple element of $G$ is $G$-conjugate to an element of H. Thus

$$
G_{s}=\bigcup_{g \in G} g H g^{-1}
$$

Proof. We have $G \subset G L(n, \mathbb{C})$. Let $g \in G$ be a semisimple element. Then we have the eigen space decomposition,

$$
\mathbb{C}^{n}=\oplus V_{\lambda_{i}}, \quad g v=\lambda_{i} v \quad \text { for } v \in V_{\lambda_{i}}
$$

Let $\lambda_{1}, \lambda_{2},,, \lambda_{n}$ be the eigen values of $g$ (including the repeated eigen values ) and let $v_{1}, v_{2},,,, v_{n}$ be the corresponding eigen vectors. We will proceed to prove this theorem case by case.
For $G=G L(n, \mathbb{C})$ or $S L(n, \mathbb{C})$. Let $\left\{e_{i}\right\}$ be the standard basis of $\mathbb{C}^{n}$. We define $\mu v_{i}=e_{i}$. We can multiply $v_{1}$ by suitable constant so that $\operatorname{det} \mu=1$. Then, we have $\mu \in G$ such that $\mu g \mu^{-1} \in H$.

For orthogonal and symplectic group $g$ preserves the bilinear form $\omega$,

$$
\omega(v, w)=\omega(g v, g w)=\lambda_{i} \lambda_{j} \omega(v, w)
$$

where $v \in V_{i}$ and $w \in V_{j}$. That implies $\omega(v, w)=0$ when $\lambda_{i} \lambda_{j} \neq 1$. Since $\omega$ is a non degenerate bilinear form, we have $\operatorname{dim} V_{\lambda}=\operatorname{dim} V_{\lambda^{-1}}$, for $\lambda \in \mathbb{C}$. For $\lambda \neq \pm 1$, we enumerate the eigen values of $g$ as $\lambda_{1}, \lambda_{2},,,, \lambda_{2 r}$ such that $\lambda_{i}^{-1}=\lambda_{r+i}$. Set

$$
W_{i}=V_{\lambda_{i}} \oplus V_{\lambda_{i}^{-1}} .
$$

Then we have the following observations,
(1). $\mathbb{C}^{n}=V_{1} \oplus V_{-1} \oplus W_{1} \oplus \ldots \oplus W_{r}$.
(2). restriction of $\omega$ to $V_{1}, V_{-1}$ and $W_{i}$ is non degenerate.
(3). $\operatorname{det} g=(-1)^{k}$, where $k=\operatorname{dim} V_{-1}$.

Take $G=S p\left(\mathbb{C}^{2 n}, \delta\right)$. Then from (2), $\operatorname{dim} V_{1}$ and $\operatorname{dim} V_{-1}$ are even. We can find canonical symplectic basis for each of the subspaces in (1). The union of all this basis gives canonical basis for $\mathbb{C}^{n}$. We enumerate the basis as $v_{1},,, v_{n}, v_{-1},,, v_{-n}$ such that

$$
g v_{i}=\lambda_{i} v_{i}, \quad g v_{-i}=\lambda_{i}^{-1} v_{-i}, \quad \text { for } i=1,2, \ldots, n
$$

Define $\mu$ such that $\mu v_{i}=e_{i}$ and $\mu v_{-i}=e_{2 n+1-i}$. Then by Lemma 2.1.4, we have $\mu \in G$ and $\mu g \mu^{-1} \in H$.
Take $G$ as the orthogonal group, $O\left(\mathbb{C}^{n}, B\right)$ or $S O\left(\mathbb{C}^{n}, B\right)$. Since $\operatorname{detg}=1$, we have $\operatorname{dim} V_{-1}$ is even from (3). Also $\operatorname{dim} W_{i}$ is even. That implies $\operatorname{dim} V_{1}$ is odd if and only if $n$ is odd. Suppose $n=2 l$, then $\operatorname{dim} V_{1}=2 r$. Like in the case of symplectic group, we get $B$ isotropic basis for $\mathbb{C}^{n}$ and we enumerate the basis such that

$$
g v_{i}=\lambda_{i} v_{i} g v_{-i}=\lambda_{i}^{-1} v_{-i} \text { for } i=1,2, \ldots, l
$$

Define $\mu$ such that $\mu v_{i}=e_{i}$ and $\mu v_{-i}=e_{n+1-i}$. By Lemma 2.1.1, we know that $\mu \in$ $O\left(\mathbb{C}^{n}, B\right)$. We can interchange $v_{l}$ and $v_{-l}$, if necessary to get $\operatorname{det} \mu=1$. Thus,we have $\mu g \mu^{-1} \in H$.
For $n=2 l+1$, we enumerate the basis such that

$$
g v_{0}=v_{0} g v_{i}=\lambda_{i} v_{i} g v_{-i}=\lambda_{i}^{-1} v_{-i} \text { for } 1=1,2, \ldots, l
$$

Define $\mu$ such that $\mu v_{0}=v_{0}, \mu v_{i}=e_{i}$ and $\mu v_{-i}=e_{n+1-i}$. Then, by Lemma 2.1.1, $\mu \in O\left(\mathbb{C}^{n}, B\right)$. Replace $\mu$ by $-\mu$ if necessary so that $\mu \in S O\left(\mathbb{C}^{n}, B\right)$. Then, we have $\mu g \mu^{-1} \in H$.

### 3.1.2 Unipotent generators

For the group $G=S L(2, \mathbb{C})$, consider the subgroups consisting of unipotent elements of the form

$$
N=\left[\begin{array}{ll}
1 & a \\
0 & 1
\end{array}\right] \quad \bar{N}=\left[\begin{array}{ll}
1 & 0 \\
b & 1
\end{array}\right] \quad a, b \in \mathbb{C}^{*}
$$

Lemma 3.1.5. $S L(2, \mathbb{C})$ is generated by $N \cup \bar{N}$.
Proof. Elements of $S L(2, \mathbb{C})$ are of the form

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \quad a d-b c=1
$$

We will proceed in cases.
Case 1: When $a \neq 0$. Then we have $d=a^{-1}+a^{-1} c b$. Then

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right]=\left[\begin{array}{cc}
1 & 0 \\
a^{-1} c & 1
\end{array}\right]\left[\begin{array}{cc}
a & 0 \\
0 & a^{-1}
\end{array}\right]\left[\begin{array}{cc}
1 & a^{-1} b \\
c & 1
\end{array}\right]
$$

Case 2: When $a=0$, then we have $c \neq 0$ and $b=-1 / c$. Then

$$
\left[\begin{array}{cc}
0 & b \\
c & d
\end{array}\right]=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]\left[\begin{array}{cc}
c & 0 \\
0 & c^{-1}
\end{array}\right]\left[\begin{array}{cc}
1 & c^{-1} d \\
0 & 1
\end{array}\right]
$$

If we show that $d(a)=\left[\begin{array}{cc}a & 0 \\ 0 & a^{-1}\end{array}\right]$ for $a \in \mathbb{C}^{*}$ and $\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right]$ is also generated by elements of $N$ and $\bar{N}$, then we are done.

$$
\begin{aligned}
{\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]=\left[\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
1 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right] } \\
d(a)=\left[\begin{array}{cc}
0 & -a \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
a^{-1}-1 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 1 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
1 & 0 \\
a-1 & 1
\end{array}\right]
\end{aligned}
$$

Hence proved.
Theorem 3.1.6. Let $G$ be $S L(l+1, \mathbb{C}), S O(2 l+1, \mathbb{C}), S p(2 l, \mathbb{C})$ with $l \geq 1$, or $S O(2 l, \mathbb{C})$ with $l \geq 2$. Then $G$ is generated by its unipotent elements.

Proof. We have $G \subset G L(n, \mathbb{C})$. Let $G^{\prime}$ be the subgroup generated by unipotent elements of the group $G$ and $H$ be the subgroup of diagonal elements.
Fact: Suppose $g \in G$ is unipotent i.e $(g-I)^{n}=0$ for some $n \in \mathbb{Z}$, then any conjugate of
$g$ is also unipotent.
For some $h \in G$,

$$
\begin{aligned}
\left(h g h^{-1}-I\right)^{n} & =\left(h g h^{-1}-h h^{-1}\right)^{n} \\
& =h(g-I)^{n} h^{-1} \\
& =0 .
\end{aligned}
$$

By Jordan decomposition ( cf. $[\mathrm{H}]$ ), we know that any $g \in G$ can be expressed as product of a unipotent element and a semisimple element. Combining this with the fact that every semisimple element is the conjugate of diagonal element, it is enough to prove that the subgroup of diagonal elements $H \in G$ is generated by unipotent elements in order to prove that $G^{\prime}=G$. We will proceed to prove this case by case using induction.

Case 1: $G=S l(l+1, \mathbb{C})$.
for $l=1$, we have already showed that $S L(2, \mathbb{C})$ is generated by its unipotent elements. We assume the result holds true for $l=n-1$.
For $l=n$, let $H$ be the subgroup of diagonal elements of $S L(n, \mathbb{C})$ as mentioned above. For $h \in H$, let $h=\operatorname{diag}\left[x_{1}, x_{2},,,, x_{n}\right]$. Then, we write $h$ as $h=h^{\prime} h^{\prime \prime}$, where $h^{\prime}=$ $\operatorname{diag}\left[x_{1}, x_{1}^{-1}, 1,1,,,, 1\right]$ and $h^{\prime \prime}=\operatorname{diag}\left[1, x_{1} x_{2}, x_{3},,,, x_{n}\right]$.
Let $G_{1}$ denote the subgroup of matrices of the form

$$
\left[\begin{array}{cc}
a & 0 \\
0 & I_{n-2}
\end{array}\right] \text { where } a \in S L(2, \mathbb{C}) \text {. }
$$

We get $G_{1} \cong S L(2, \mathbb{C})$.
Let $G_{2}$ denote the subgroup of matrices of the form

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & b
\end{array}\right] \quad \text { where } b \in S L(n-1, \mathbb{C})
$$

We get $G_{2} \cong S L(n-1, \mathbb{C})$.
Now $h^{\prime} \in G_{1}$ and $h^{\prime \prime} \in G_{2}$, thus by induction hypothesis $h^{\prime}$ and $h^{\prime \prime}$ and products of unipotent elements. Thus $h$ is product of unipotent elements.
Therefore $H \subset G^{\prime}$, which implies $G=G^{\prime}$.

Case 2: $G=S p(2 l, \mathbb{C})$.
A skew symmetric bilinear form over complex is standard, thus it is enough to prove the result for any one skew symmetric bilinear form, as any other form will be equivalent to it.

We take the bilinear form

$$
\omega=\left[\begin{array}{cc}
0 & s_{0} \\
-s_{0} & 0
\end{array}\right] \text { where } s_{0}=\left[\begin{array}{ccccc}
0 & . & . & . & 1 \\
0 & . & . & 1 & 0 \\
. & . & . & . & . \\
. & . & . & . & . \\
1 & . & . & . & 0
\end{array}\right]
$$

First we intend to show that $S p\left(\mathbb{C}^{2}, \omega\right)=S L(2, \mathbb{C})$. For that consider $v, w \in \mathbb{C}^{2}$. Let $v=\left(v_{1}, v_{2}\right)$ and $w=\left(w_{1}, w_{2}\right)$. Then

$$
\begin{aligned}
\omega(v, w) & =\left[v_{1}, v_{2}\right]\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]\left[\begin{array}{l}
w_{1} \\
w_{2}
\end{array}\right] \\
& =v_{1} w_{2}-v_{2} w_{2} \\
& =\operatorname{det}\left[\begin{array}{ll}
v_{1} & w_{1} \\
v_{2} & w_{2}
\end{array}\right]
\end{aligned}
$$

Thus, we have $\omega(v, w)=\operatorname{det}[v, w]$. Now for $g \in G L(2, \mathbb{C}), \omega(g v, g w)=\operatorname{det}(g) \omega(v, w)$. That implies $g \in S p\left(\mathbb{C}^{2}, \omega\right) \Longleftrightarrow \operatorname{det}(g)=1$. Therefore, $S p\left(\mathbb{C}^{2}, \omega\right)=S L(2, \mathbb{C})$.
Now we apply induction on $l$. For $l=1$, we have already proved that $S p\left(\mathbb{C}^{2}, \omega\right)$ is generated by unipotent elements. Therefore result holds for $l=1$.
We assume result holds for $l=n-1$. Now for $l=n$, we have to show that $S p\left(\mathbb{C}^{2 n}, \omega\right)$ is generated by unipotent elements. For $h \in H, h=\operatorname{diag}\left[x_{1}, x_{2},,,, x_{n}, x_{n}^{-1},,,, x_{1}^{-1}\right]$. Then we can write $h=h^{\prime} h^{\prime \prime}$, where $h^{\prime}=\operatorname{diag}\left[x_{1}, 1,,,, 1, x_{1}^{-1}\right]$ and $h^{\prime \prime}=\operatorname{diag}\left[1, x_{2}, x_{3},,,, x_{3}^{-1}, x_{2}^{-1}, 1\right]$. Define $V_{1}=\operatorname{span}\left\{e_{1}, e_{2 l}\right\}$ and $V_{2}=\operatorname{span}\left\{e_{2}, e_{3},,,, e_{2 l-2}, e_{2 l-1}\right\}$. We see that $\mathbb{C}^{2 l}=$ $V_{1} \oplus V_{2}$. Restriction of $\omega$ to $V_{1}$ and $V_{2}$ is non degenerate, thus we define

$$
\begin{aligned}
& G_{1}=\left\{g \in G \mid g V_{1}=V_{1} \text { and } g=I \text { on } V_{2}\right\} \\
& G_{2}=\left\{g \in G \mid g=I \text { on } V_{1} \text { and } g V_{2}=V_{2}\right\}
\end{aligned}
$$

Now observe that $G_{1} \cong S p\left(\mathbb{C}^{2}, \omega\right), G_{2} \cong S p\left(\mathbb{C}^{2 l-2}, \omega\right)$ and $h^{\prime} \in G_{1}$ and $h^{\prime \prime} \in G_{2}$, Thus by induction hypothesis both $h^{\prime}$ and $h^{\prime \prime}$ are product of unipotent elements, which implies that $H \subseteq G^{\prime}$.

Case 3: $G=S O(2 l, \mathbb{C})$ or $G=S O(2 l+1, \mathbb{C})$ for $l \geq 1$.
Since symmetric bilinear form over complex is standard, we only need to show the result
for any one bilinear form. Consider the bilinear form over $\mathbb{C}^{n}$

$$
\delta=\left[\begin{array}{cc}
0 & s_{0} \\
-s_{0} & 0
\end{array}\right]
$$

or

$$
\delta=\left[\begin{array}{ccc}
0 & 0 & s_{0} \\
0 & 1 & 0 \\
-s_{0} & 0 & 0
\end{array}\right]
$$

depending upon the parity of dimension $n$. First, we will show that $S O\left(\mathbb{C}^{3}, \delta\right)$ is generated by unipotent elements.
Take $G=S O\left(\mathbb{C}^{3}, \delta\right)$. We will define a homomorphism $\rho: \tilde{G}=S L(2, \mathbb{C}) \rightarrow G$ such that $\rho$ takes $\tilde{H}$ ( subgroup of diagonal elements of $\tilde{G}$ ) onto $H$. Set $V=\left\{X \in M_{2}(\mathbb{C})\right.$ : $\operatorname{trace}(X)=0\}$ and the action of $\tilde{G}$ on $V$ is defined by $\rho(g) X=g X g^{-1}$ ( the adjoint representation of $\tilde{G})$.
Consider the symmetric bilinear form $w(x, y)=\frac{1}{2} \operatorname{trace}(x y)$. Notice that $w$ is non degenerate and invariant under $\rho(g)$, thus we have $w$-isotropic basis for $V$,

$$
v_{0}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \quad v_{1}=\left[\begin{array}{cc}
0 & \sqrt{2} \\
0 & 0
\end{array}\right] \quad v_{-1}=\left[\begin{array}{cc}
0 & 0 \\
\sqrt{2} & 0
\end{array}\right]
$$

We identify $V$ with $\mathbb{C}^{2}$ with the following identifications,

$$
v_{1} \rightarrow e_{1} \quad v_{0} \rightarrow e_{2} \quad v_{-1} \rightarrow e_{3}
$$

With this identification we have $w=\delta$, which implies $\rho(\tilde{G}) \subset O\left(\mathbb{C}^{3}, \delta\right)$. But since $\tilde{G}$ is generated by unipotent elements and $\rho$ maps unipotent elements to unipotent elements, we have $\rho(\tilde{G}) \subset S O\left(\mathbb{C}^{3}, \delta\right)=G$. Now for $h \in \tilde{H}$, we have $h=\operatorname{diag}\left[x, x^{-1}\right]$.

$$
\rho(h) v_{0}=v_{0} \quad \rho(h) v_{1}=x^{2} v_{1} \quad \rho(h) v_{-1}=x^{-2} v_{-1}
$$

Therefore, $v_{0}, v_{1}$ and $v_{-1}$ are the eigen vectors of $\rho(h)$. Thus, for any $h \in \tilde{H}$, where $h=\operatorname{diag}\left[x, x_{-1}\right]$, we have $h^{\prime} \in H$ such that $h^{\prime}=\operatorname{diag}\left[x, 1, x^{-1}\right]$, which implies $\rho(\tilde{H})=$ $H$. Thus $H \subset G^{\prime}$, which implies $S O\left(\mathbb{C}^{3}, \delta\right)$ is generated by unipotent elements. Thus $S O(3, \mathbb{C})$ is generated by unipotent elements.

Now the next step is to show that $G=S O(4, \mathbb{C})$ is generated by unipotent elements. We follow the same procedure as before. Take $G=S O\left(\mathbb{C}^{4}, \delta\right)$ and we will define a homomorphism $\rho: \tilde{G} \rightarrow G$, where $\tilde{G}=S L(2, \mathbb{C}) \times S L(2, \mathbb{C})$, such that $\rho$ maps $\tilde{H}$ onto $H$. Set $V=M_{2}(\mathbb{C})$ and we define the action of $\rho(a, b)$ on $V$ as $\rho(a, b) X=a X b^{-1}$, for
$(a, b) \in \tilde{G}$. Define a symmetric bilinear form $B$ on $V$ given by,

$$
B(X, Y)=\operatorname{det}(X+Y)-\operatorname{det}(X)-\operatorname{det}(Y)
$$

$B$ is a non degenerate bilinear form over $V$, thus we have $B$-isotopic basis of $V$, given by

$$
v_{1}=E_{11}, v_{2}=E_{12}, v_{-1}=E_{22}, v_{-2}=-E_{21}
$$

Upon identification with $\mathbb{C}^{4}$ we get that $B=\delta$ and $\rho(\tilde{G}) \subset G$. Following the same procedure are before, we get that $\rho(\tilde{H})=H$, thus proving the theorem for $G=S O(4, \mathbb{C})$. Now we consider the group $G=S O(n, \mathbb{C})$ for $n \geq 5$. Notice that $S O(2 l, \mathbb{C})$ can be embedded inside $S O(2 l+1, \mathbb{C})$ by

$$
\left[\begin{array}{ll}
a & b \\
c & d
\end{array}\right] \rightarrow\left[\begin{array}{lll}
a & 0 & b \\
0 & 1 & 0 \\
c & 0 & d
\end{array}\right]
$$

The diagonal elements of $S O(2 l, \mathbb{C})$ is isomorphic to diagonal elements of $S O(2 l+1, \mathbb{C})$. Therefore it is sufficient to prove that diagonal elements of $S O(l, \mathbb{C})$ is generated by unipotent elements when $l$ is even.
Consider $G=S O(2 l, \mathbb{C})$ for $2 l \geq 4$. We have already seen that for $l=2, S O(4, \mathbb{C})$ is generated by its unipotent elements. Assume that the result holds for $l=n-1 \geq 3$.
For $l=n$, we have

$$
h=\operatorname{diag}\left[x_{1}, x_{2},,,, x_{n}, x_{n}^{-1},,,, x_{1}^{-1}\right] \text { for } h \in H
$$

We can write $h=h^{\prime} h^{\prime \prime}$, where

$$
\begin{gathered}
h^{\prime}=\operatorname{diag}\left[x_{1}, x_{2}, 1,,,,,, 1, x_{2}^{-1}, x_{1}^{-1}\right] \\
h^{\prime \prime}=\operatorname{diag}\left[1,1, x_{3}, x_{4},,,,,, x_{4}^{-1}, x_{3}^{-1}, 1,1\right]
\end{gathered}
$$

Define $V_{1}=\operatorname{span}\left\{e_{1}, e_{2}, e_{2 n-1}, e_{2 n}\right\}$ and $V_{2}=\operatorname{span}\left\{e_{3}, e_{4},,,, e_{2 n-3}, e_{2 n-2}\right\}$. Then $\mathbb{C}^{2 n}=$ $V_{1} \oplus V_{2}$, and restriction of $B$ to $V_{1}$ and $V_{2}$ is non degenerated. Set

$$
G_{1}=\left\{g \in G: g V_{1}=V_{1} \text { and } g=I \text { on } V_{2}\right\}
$$

Then $G_{1} \cong S O(4, \mathbb{C})$.Define $W_{1}=\operatorname{span}\left\{e_{1}, e_{2 n}\right\}$ and $W_{2}=\operatorname{span}\left\{e_{2}, e_{3},,,, e_{2 n-2}, e_{2 n-1}\right\}$. Then $\mathbb{C}^{2 n}=W_{1} \oplus W_{2}$, and restriction of $B$ to $W_{1}$ and $W_{2}$ is non degenerated. Set

$$
G_{2}=\left\{g \in G: g=I \text { on } W_{1} \text { and } g W_{2}=W_{2}\right\} .
$$

Then $G_{2} \cong S O(2 n-2, \mathbb{C})$. Now $2 n-2 \geq 4$ and $h^{\prime} \in G_{1}, h^{\prime \prime} \in G_{2}$. Then by induction hypothesis both $h^{\prime}$ and $h^{\prime \prime}$ is product of unipotent elements, which implies $H \subset G^{\prime}$. This completes the proof.

Theorem 3.1.7. The algebraic groups $G L(n, \mathbb{C}), S L(n, \mathbb{C}), S p(n, \mathbb{C})$ and $S O(n, \mathbb{C})$ are connected with respect to Zariski topology.

Proof. We have already seen that $G L(n, \mathbb{C})$ is connected as its a principal open set. In the case of $S L(1, \mathbb{C})$ and $S O(1, \mathbb{C})$, both groups are trivial. For $S O(2, \mathbb{C})$, we have already seen that its isomorphic to $G L(1, \mathbb{C})$, which shows that its connected. For the rest of the groups, by the previous theorem we know that it's generated by its unipotent elements. It is sufficient to show that $\operatorname{Aff}(\mathrm{G})$ does not have any zero divisors. Let $f \in \operatorname{Aff}(G)$ such that $f \neq 0$. Let $h \in A f f(G)$ such that $f h=0$. We need to show that then $h=0$. Let $g \in G$, then we have $g=g_{1} g_{2} \ldots g_{n}$, where each $g_{i}$ is an unipotent element. Since we know that unipotent elements and nilpotent elements are in bijection by the exponential map, we can write $g=\exp X_{1} \exp X_{2} \ldots . \exp X_{n}$, where each $X_{i}$ is a nilpotent element. Define

$$
\phi(t)=\exp X_{1} t \exp X_{2} t \ldots . . \exp X_{n} t
$$

$t \rightarrow \phi(t)$ is a regular function from $\mathbb{C}$ to $G$ (since $X_{i}$ 's are nilpotent). Now $f \circ \phi \neq 0$ and $(f \circ \phi)(h \circ \phi)=0$. Now since $\mathbb{C}$ is irreducible, $\operatorname{Aff}(\mathbb{C})$ cannot have any zero divisors. Thus, we get $h \circ \phi=0$, i.e $h(g)=0$ for every $g \in G$. So $h=0$.

### 3.2 Adjoint representation

### 3.2.1 Roots with respect to a Maximal torus( we have mainly focused on the cases when $G=G l(n, \mathbb{C})$ ) and $G=S L(n, \mathbb{C}))$

Let $G$ be a connected classical groups of rank $l$ and $\mathfrak{g}$ be the corresponding lie algebra. $H$ be the subgroups of diagonal elements and $\mathfrak{h}$ be its lie algebra. Let $x_{1},,, x_{l}$ be the coordinate functions of $H$.

We are trying to find a basis for $\mathfrak{h}^{*}$, the set of linear functionals on $\mathfrak{h}$.
$1 . G=G L(l, \mathbb{C})$.
Let $\zeta_{i}$ denote the functional on $H$ defined by $\left\langle\zeta_{i}, A\right\rangle=a_{i}$. Then, we can easily see that the set $\left\{\zeta_{1},,, \zeta_{l}\right\}$ forms the basis for $\mathfrak{h}^{*}$.
$2 . G=S L(l+1, \mathbb{C})$.
Restricting $\zeta_{i}$ defined above to $\mathfrak{h}$, we see that $\zeta_{i}$ is an element of $\mathfrak{h}^{*}$. Every element of $\mathfrak{h}^{*}$ can be written as $\sum_{i=1}^{l+1} \lambda_{i} \zeta_{i}$. Also $\sum_{i=1}^{l+1} \lambda_{i}=0$ (since every element in $\mathfrak{h}$ is such that
sum of diagonal elements is zero). Thus, we get the $\left\{\zeta-\frac{1}{l+1}\left(\zeta_{1}+\ldots+\zeta_{l+1}\right)\right.$ forms the basis.

Let $\mathcal{X}(H)$ be the group of rational characters over $H$. We have already seen that $\mathcal{X}(H)$ is isomorphic to $\mathbb{Z}^{l}$. We can see characters as one dimensional representations, thus it make sense to talk about differential of characters.
Define $P(G)=\{d \theta: \theta \in \mathcal{X}(H)\} \subset \mathfrak{h}^{*}$. Given $\lambda=\lambda_{1} \zeta_{1}+\ldots+\lambda_{l} \zeta_{l}$, where $\lambda_{i} \in \mathbb{C}$, let $e^{\lambda}$ be a rational character defined by the $\lambda=\left(\lambda_{1},,,, \lambda_{l}\right)$. Then we claim that

$$
\begin{equation*}
d e^{\lambda}(A)=\langle\lambda, A\rangle, \quad \text { for } A \in \mathfrak{h} \tag{3.1}
\end{equation*}
$$

Proof. We know that $X_{A}=\sum_{i, j} a_{i j} X_{E_{i j}}$. Here we have $a_{i j}=0$ for $i \neq j$ and $X_{E_{i i}}=$ $\sum_{r=1}^{n} x_{r i} \partial / \partial x_{r i}$. Thus we get for $A \in \mathfrak{h}, X_{A}$ is defined by

$$
\begin{equation*}
X_{A}=\sum_{i=1}^{l}\left\langle\zeta_{i}, A\right\rangle x_{i} \frac{\partial}{\partial x_{i}} \tag{3.2}
\end{equation*}
$$

on $\mathbb{C}\left[x_{1}, x_{1}^{-1},,, x_{l}, x_{l}^{-1}\right]$.
We know form differential of representation, $X_{A}\left(f_{C} \circ \pi\right)(I)=f_{d \pi(A) C}(I)$, where $(\pi, V)$ is a regular representation and $f_{C} \in \operatorname{End}(V)$. Apply this result,

$$
X_{A}\left(f_{C} e^{\lambda}\right)(I)=f_{d e^{\lambda}(A) C}(I), \text { where } f_{C} \in \operatorname{End}(\mathbb{C})
$$

putting $f_{C}=1$

$$
\begin{gather*}
X_{A}\left(e^{\lambda}(I)\right)=f_{d e^{\lambda(A)}}(I) \\
X_{A}\left(e^{\lambda}\right)(I)=d e^{\lambda}(A) \tag{3.3}
\end{gather*}
$$

from 3.2 and 3.3, we have

$$
\begin{aligned}
d e^{\lambda}(A) & =X_{A}\left(x_{1}^{\lambda_{1}} \ldots x_{l}^{\lambda_{l}}\right)(I) \\
& =\sum_{i=1}^{l}\left\langle\zeta_{i}, A\right\rangle x_{i} \frac{\partial}{\partial x_{i}}\left(x_{1}^{\lambda_{1}} \ldots x_{l}^{\lambda_{l}}\right)(I) \\
& =\sum_{i=1}^{l}\left\langle\zeta_{i}, A\right\rangle \lambda_{i} \\
& =\langle\lambda, A\rangle
\end{aligned}
$$

which proves our claim.
From 3.1, we see that $P(G)=\bigoplus_{i=1}^{l} \mathbb{Z}_{\zeta_{i}}$. Thus, $P(G)$ is a free abelian group of rank $l$ in $\mathfrak{h}^{*}$, and is called weight lattice of $G$.

Adjoint action of $H$ and $\mathfrak{h}$ on $\mathfrak{g}$.

For $\alpha \in \mathfrak{h}^{*}$, let

$$
\mathfrak{g}_{\alpha}=\{X \in \mathfrak{g}:[A, X]=\langle\alpha, A\rangle X, \text { for every } A \in \mathfrak{h}\}
$$

If $\alpha \neq 0$ and $\mathfrak{g}_{\alpha} \neq 0$, then $\alpha$ is called the root and $\mathfrak{g}_{\alpha}$ is the root space.If $\alpha$ is a root then a nonzero element of $\mathfrak{g}_{\alpha}$ is called a root vector of $\alpha$. Let $\phi$ denote the set of roots of $\mathfrak{g}$, and is called the root system of $\mathfrak{g}$. Suppose $\alpha$ be a root and $X$ be a root vector of $\alpha$, then for every $A \in \mathfrak{h}$,

$$
\begin{aligned}
& =A X^{t}-X^{t} A \\
& =A^{t} X^{t}-X^{t} A^{t}(\text { since A is a diagonal matrix) } \\
& =-[A, X]^{t} \\
& =-\langle\alpha, A\rangle X^{t}
\end{aligned}
$$

Thus, $-\alpha$ is also a root with $X^{t}$ as root space.
Remark: The classical groups are closed under transposition, thus if $X \in G$, then $X^{t} \in G$.

## Root system for Classical groups

1. $G=G L(n, \mathbb{C})$
$\mathfrak{g}=M_{n}(\mathbb{C})$.Let $E_{i j}$ be the basis of $\mathfrak{g}$. For $A=\operatorname{diag}\left[a_{1},,, a_{l}\right] \in \mathfrak{h}$,

$$
\left[A, E_{i j}\right]=\left(a_{i}-a_{j}\right) E_{i j}=\left\langle\zeta_{i}-\zeta_{j}, A\right\rangle E_{i j}
$$

The roots are $\left\{\zeta_{i}-\zeta_{j}: 1 \leq i, j \leq l, i \neq j\right\}$ and the root space $g_{\lambda}=\mathbb{C} E_{i j}$, where $\lambda=\zeta_{i}-\zeta_{j}$.
2. $G=S L(l+1, \mathbb{C})$

Similar as the above calculation, The roots are $\left\{\zeta_{i}-\zeta_{j}: 1 \leq i, j \leq l+1, i \neq j\right\}$ and the root space $g_{\lambda}=\mathbb{C} E_{i j}$, where $\lambda=\zeta_{i}-\zeta_{j}$.

### 3.2.2 Structure theorem for $\mathfrak{g}$

Theorem 3.2.1. Let $G$ be a classical group and $H \subset G$ be a maximal torus. Let $\mathfrak{g}$ and $\mathfrak{h}$ be the lie algebra of $G$ and $H$ respectively. Let $\phi$ denote the root system of $\mathfrak{h}$ on $\mathfrak{g}$,

1. If $\alpha \in \phi$, then $\alpha \in P(G)$, dim $\mathfrak{g}_{\alpha}=1$ and $\mathfrak{g}=\mathfrak{h} \oplus \sum_{\alpha \in \phi} \mathfrak{g}$.
2. If $\alpha \in \phi$ and $c \alpha \in \phi$ for $c \in \phi$. then $c= \pm 1$.
3. The symmetric bilinear form $(X, Y)=\operatorname{trace}(X Y)$ on $\mathfrak{g}$ is invariant i.e

$$
([X, Y], Z)=-(Y,[X, Z])
$$

for $X, Y, Z \in \mathfrak{g}$.
4. Let $\alpha, \beta \in \phi$ and $\alpha \neq-\beta$. Then $\left(\mathfrak{h}, \mathfrak{g}_{\alpha}\right)=0$ and $\left(\mathfrak{g}_{\alpha}, \mathfrak{g}_{\beta}\right)=0$.
5. The form $(X, Y)$ on $\mathfrak{g}$ is non degenerate.

Proof. 1. Straight from the calculations we made for classical groups.
2. Straight from the calculations we made for classical groups.
3.

$$
\begin{aligned}
([X, Y], Z) & =\operatorname{trace}((X Y-Y X) Z) \\
& =\operatorname{trace}(X Y Z-Y X Z) \\
& =\operatorname{trace}(Y Z X-Y X Z) \\
& =\operatorname{trace}(Y(Z X-X Z)) \\
& =(Y,[Z, X]) \\
& =-(Y,[X, Z])
\end{aligned}
$$

4. Take $X \in \mathfrak{g}_{\alpha}$ and $Y \in \mathfrak{g}_{\beta}$ such that $\alpha \neq-\beta$. Then by (3), for $A \in \mathfrak{g}$, we have,

$$
\begin{aligned}
0 & =([A, X], Y)+(X,[A, Y]) \\
& =(\langle\alpha, A\rangle X, Y)+(X,\langle\beta, A\rangle Y) \\
& =\langle\alpha, A\rangle(X, Y)+\langle\beta, A\rangle(X, Y) \\
& =(\langle\alpha, A\rangle+\langle\beta, A\rangle)(X, Y) \\
& =\langle\alpha+\beta, A\rangle(X, Y)
\end{aligned}
$$

Now, $\alpha+\beta \neq 0$. We can choose suitable $A \in \mathfrak{g}$ such that $\langle\alpha+\beta, A\rangle \neq 0$. This forces $(X, Y)=0$.
Similarly, when we take $Y \in \mathfrak{h}$,

$$
\begin{aligned}
0 & =([A, X], Y)+(X,[A, Y]) \\
& =\langle\alpha, A\rangle(X, Y)
\end{aligned}
$$

We can choose $A$ suitably such that $\langle\alpha, A\rangle \neq 0$. This forces $(X, Y)=0$.
5. We need to prove that restriction of trace form to $\mathfrak{h} \times \mathfrak{h}$ and $\mathfrak{g}_{\alpha} \times \mathfrak{g}_{-\alpha}$ are non degenerate for every $\alpha \in \phi$.
For $X, Y \in \mathfrak{h}$,

$$
\operatorname{trace}(X Y)=\sum_{i=1}^{n} \zeta_{i}(X) \zeta_{i}(Y)
$$

Thus trace form is non degenerate on $\mathfrak{h} \times \mathfrak{h}$.
Now for $\alpha \in \phi$, let $X_{\alpha} \in \mathfrak{g}_{\alpha}$. Then, $X_{\alpha} X_{-\alpha}$ is given by

$$
X_{\zeta_{i}-\zeta_{j}} X_{\zeta_{j}-\zeta_{i}}=E_{i i},
$$

for $1 \leq i<j \leq l+1$.
Thus, the trace form is non degenerate on $\mathfrak{g}_{\alpha} \times \mathfrak{g}_{-\alpha}$.

## Chapter 4

## Intertwiners of arbitrary tensor product representations

Let $\mathfrak{g}$ be a simple finite dimensional lie algebra over $\mathbb{C}$. Let $\left\{V_{i}\right\}_{i=1}^{n}$ be a finite family of finite dimensional irreducible representations of $\mathfrak{g}$. Then $\otimes_{i=1}^{n} V_{i}$ is a finite dimensional $\mathfrak{g}$-module where, for $x \in \mathfrak{g}$ and $v_{1} \otimes \ldots . . \otimes v_{n} \in \otimes_{i=1}^{n} V_{i}$,

$$
x . v_{1} \otimes \ldots \otimes v_{n}=\sum_{i=1}^{n} v_{1} \otimes \ldots \otimes x . v_{i} \otimes \ldots \otimes v_{n}
$$

By Weyl's complete reducibility theorem we know $\otimes_{i=1}^{n} V_{i}$ is completely reducible as a $\mathfrak{g}$-module. One of the engaging problems in this field is to determine the irreducible $\mathfrak{g}$ modules of $\otimes_{i=1}^{n} V_{i}$ or equivalently, to determine the dimension of $\operatorname{Hom}_{\mathfrak{g}}\left(V, \otimes_{i=1}^{n} V_{i}\right)$, for any finite dimensional irreducible $\mathfrak{g}$-module $V$.
Many results along this direction have been proved [K]. Recently in [S], this problem has been studied using the representation theorey of the associated current algebra $\mathfrak{g} \otimes \mathbb{C}[t]$.

### 4.1 Setup

Let $\mathfrak{g}$ be a finite dimensional simple lie algebra over $\mathbb{C}$ and $\mathbb{C}[t]$ be the polynomial algebra in one variable, then $\mathfrak{g} \otimes \mathbb{C}[t]$ is a lie algebra with the lie bracket defined as follows:

$$
[x(P), y(Q)]=[x, y](P Q), \text { for } x, y \in \mathfrak{g}, P, Q \in \mathbb{C}[t] \text {, }
$$

where $x(P)$ denotes $x \otimes P$. This lie algebra is called the current algebra associated with $\mathfrak{g}$. Let $U(\mathfrak{g} \otimes \mathbb{C}[t])$ denote the universal enveloping algebra of $\mathfrak{g} \otimes \mathbb{C}[t]$. For $\theta=\sum_{i} x_{1}^{i} \otimes x_{2}^{i} \otimes$ $\ldots . \otimes x_{k}^{i} \in\left[\mathfrak{g}^{\otimes k}\right]^{\mathfrak{g}}$, and any $P_{1}, \ldots ., P_{k} \in \mathbb{C}[t]$,

$$
\theta\left(P_{1}, \ldots . ., P_{k}\right)=\sum_{i} x_{1}^{i}\left(P_{1}\right) \ldots x_{k}^{i}\left(P_{k}\right) \in U(\mathfrak{g} \otimes \mathbb{C}[t])
$$

Lemma 4.1.1. $\theta\left(P_{1},,, P_{k}\right)$ commutes with $\mathfrak{g}$ i.e $\left[\mathfrak{g}, \theta\left(P_{1},,,, P_{k}\right)\right]=0$.

Proof. Let $T(\mathfrak{g} \otimes \mathcal{A})$ denote the tensor algebra of $\mathfrak{g} \otimes \mathcal{A}$. Then we have the quotient map, $\pi: T(\mathfrak{g} \otimes \mathcal{A}) \rightarrow U(\mathfrak{g} \otimes \mathcal{A})$. Consider $\tilde{\theta}\left(P_{1},,, P_{k}\right) \in T(\mathfrak{g} \otimes \mathcal{A})$ defined by,

$$
\tilde{\theta}\left(P_{1},,, P_{k}\right)=\sum_{i} x_{1}^{i}\left(P_{1}\right) \otimes \ldots \otimes x_{k}^{i}\left(P_{k}\right)
$$

Now, for any $y \in \mathfrak{g}$,

$$
\left[y, \tilde{\theta}\left(P_{1},,, P_{k}\right)\right]=\sum_{i} \sum_{j=1}^{k} x_{1}^{i}\left(P_{1}\right) \otimes \ldots \otimes\left[y, x_{j}^{i}\right]\left(P_{j}\right) \otimes \ldots \otimes x_{k}^{i}\left(P_{k}\right)
$$

$\mathfrak{g}\left(P_{1}\right) \otimes \ldots \otimes \mathfrak{g}\left(P_{k}\right) \cong \mathfrak{g} \otimes \ldots \otimes \mathfrak{g}$ as a $\mathfrak{g}$-module and $[\mathfrak{g}, \theta]=0$. Thus, we get

$$
\left[y, \tilde{\theta}\left(P_{1},,, P_{k}\right)\right]=0
$$

Also, $\pi\left(\tilde{\theta}\left(P_{1},,, P_{k}\right)\right)=\theta\left(P_{1},,, P_{k}\right)$. Therefore, we get $\left[\mathfrak{g}, \theta\left(P_{1},,, P_{k}\right)\right]=0$.
Given a $k$-tuple of integers $\left(n_{1}, \ldots, n_{k}\right)$, and $\theta \in\left[\mathfrak{g}^{\otimes k}\right]^{\mathfrak{g}}$, set

$$
\theta\left(n_{1}, \ldots . ., n_{k}\right)=\theta\left(t^{n_{1}}, \ldots . ., t^{n_{k}}\right)
$$

Lemma 4.1.2. For a finite dimensional simple lie algebra $\mathfrak{g}$, the subalgebra $[U(\mathfrak{g}[t])]^{\mathfrak{g}}$ of $U(\mathfrak{g}[t])$ is spanned by $\left\{\theta\left(n_{1},,, n_{k}\right)\right\}$, where $\theta$ ranges over homogeneous elements in the basis of $[T(\mathfrak{g})]^{\mathfrak{g}}$ and for $k=\operatorname{deg} \theta,\left(n_{1}, \ldots, n_{k}\right) \in \mathbb{Z}_{+}^{k}$, such that $n_{1} \leq n_{2} \leq \ldots \leq n_{k}$.
Further, $[U(\mathfrak{g}[t])]^{\mathfrak{g}}$ is generated (as an algebra) by $\left\{\theta\left(n_{1},,, n_{k}\right)\right\}$, where $\theta$ runs over homogeneous algebra generators of $[T(\mathfrak{g})]^{\mathfrak{g}}$ and for $k=\operatorname{deg} \theta,\left(n_{1}, \ldots, n_{k}\right) \in \mathbb{Z}_{+}^{k}$, such that $n_{1} \leq n_{2} \leq \ldots . \leq n_{k}$.

Proof. We have the quotient map

$$
\pi: T(\mathfrak{g}[t]) \rightarrow U(\mathfrak{g}[t])
$$

Notice that $\left\{t^{n}\right\}$, for $n \geq 0$ forms a homogeneous basis of $\mathbb{C}[t]$. Thus, $\mathfrak{g}[t]=\bigoplus_{n=0}^{\infty} \mathfrak{g}(n)$, where $\mathfrak{g}(n)=\mathfrak{g} \otimes t^{n}$. Thus,

$$
\begin{aligned}
T(\mathfrak{g}[t]) & =\bigoplus_{k \geq 0} \bigoplus_{n_{1}, n_{k} \in \mathbb{Z}} \mathfrak{g}\left(n_{1}\right) \otimes . . \otimes \mathfrak{g}\left(n_{k}\right) \\
& \cong \bigoplus_{k \geq 0} \bigoplus_{n_{1}, n_{k} \in \mathbb{Z}} \mathfrak{g}^{\otimes^{k}}\left[n_{1},, n_{k}\right], \text { as } \mathfrak{g}-\text { modules }
\end{aligned}
$$

where $\mathfrak{g}^{\otimes k}\left[n_{1}, \ldots . ., n_{k}\right]=\mathfrak{g}\left(n_{1}\right) \otimes \ldots \ldots \otimes \mathfrak{g}\left(n_{k}\right)$. Now from the surjective homomorphism
$\pi$, we get the map

$$
[T(\mathfrak{g}[t])]^{\mathfrak{g}} \rightarrow[U(\mathfrak{g}[t])]^{\mathfrak{g}}
$$

Hence,

$$
[T(\mathfrak{g}[t])]^{\mathfrak{g}} \cong \bigoplus_{k \geq 0} \bigoplus_{n_{1}, n_{k} \in \mathbb{Z}}\left[\mathfrak{g}^{\otimes^{k}}\right]^{\mathfrak{g}}\left[n_{1}, n_{k}\right]
$$

Thus, we get that $\left\{\tilde{\theta}\left(n_{1},, n_{k}\right)\right\}$ spans $[T(\mathfrak{g}[t])]^{\mathfrak{g}}$, where $\theta$ runs over homogeneous basis of $[T(\mathfrak{g})]^{\mathfrak{g}}$ and for $k=\operatorname{deg} \theta, n_{i}$ 's are non negative integers $\left(\left\{\tilde{\theta}\left(n_{1},, n_{k}\right)\right\}\right.$ denote the element in $[T(\mathfrak{g}[t])]^{\mathfrak{g}}$ as in the proof of Lemma 4.2.1 ). From this surjective algebra homomorphism, we get that $\left\{\theta\left(n_{1},,, n_{k}\right)\right\}$ spans $\left[T(\mathfrak{g}[t])^{\mathfrak{g}}\right.$. Similarly we get that, $\left\{\theta\left(n_{1},,, n_{k}\right)\right\}$ generate the algebra $[T(\mathfrak{g}[t])]^{\mathfrak{g}}$, as $\theta$ runs over the homogeneous algebra generators of $[T(\mathfrak{g})]^{\mathfrak{g}}$ and where $\left\{n_{1}, \ldots \ldots, n_{k}\right\} \in \mathbb{Z}_{+}^{k}$.

### 4.2 Main result

It is well known that there is a one-one correspondence between the finite-dimensional irreducible modules for a simple finite dimensional complex Lie algebra $\mathfrak{g}$ and the set of dominant integral weights $P^{+}(\mathfrak{g})$ of $\mathfrak{g}$.
For $\lambda \in P^{+}(\mathfrak{g})$, let $V(\lambda)$ be the corresponding finite dimensional irreducible $\mathfrak{g}$-module and for $\left.\left(\lambda_{1}, \ldots ., \lambda_{k}\right) \in\left(P^{+}(\mathfrak{g})\right)^{k}\right)$, let $V(\vec{\lambda})=V\left(\lambda_{1}\right) \otimes \ldots \ldots \otimes V\left(\lambda_{k}\right)$. Given $\vec{p}=\left(p_{1}, \ldots \ldots, p_{k}\right) \in$ $\mathbb{C}^{k}$, one can consider $V(\vec{\lambda})$ as a $\mathfrak{g}[t]$-module by defining the $\mathfrak{g}[t]$ action on $V(\vec{\lambda})$ as follows:

$$
x(P) \cdot\left(v_{1} \otimes \ldots \otimes v_{k}\right)=\sum_{i=1}^{k} P\left(p_{i}\right) v_{1} \otimes \ldots \otimes x \cdot v_{i} \otimes \ldots \otimes v_{k}
$$

for $x \in \mathfrak{g}, P \in \mathbb{C}[t]$ and $v_{i} \in V_{\lambda_{i}}$. We denote such a $\mathfrak{g}[t]$-module by $V_{\vec{p}}(\vec{\lambda})$ and refer to them as evaluation modules for $\mathfrak{g}[t]$. It was proved in [C], that $V_{\vec{p}}(\vec{\lambda})$ is an irreducible $\mathfrak{g}[t]$-module if and only if $p_{i} \neq p_{j}$ for $i \neq j$. Using this fact, an alternative approach to tackle the tensor decomposition problem of the $\mathfrak{g}$-module $V(\vec{\lambda})$ was given in $[\mathrm{S}]$. Let $V_{\vec{p}}(\vec{\lambda})=\bigoplus_{\mu} V_{\vec{p}}(\vec{\lambda})[\mu]$ be the $\mathfrak{g}$-module decomposition of $V_{\vec{p}}(\vec{\lambda})$ into its isotypic components, where $V_{\vec{p}}(\vec{\lambda})[\mu]$ denote the $\mathfrak{g}$-isotypic component corresponding to $\mu \in P^{+}(\mathfrak{g})$. (Isotypic components of weight $\mu$ of a lie algebra module is the direct sum of all irreducible submodules which is isomorphic to highest weight module with weight $\mu$.)
For $g \in \mathfrak{g}, u \in[U(\mathfrak{g}[t])]^{\mathfrak{g}}$

$$
[g, u] \cdot(v)=g \cdot(u \cdot v)-u \cdot(g \cdot v), \quad \text { for } v \in V_{\vec{p}}(\vec{\lambda})
$$

But, $[g, u]=0$, Thus we get $g .(u \cdot v)=u .(g . v)$, i.e the action of $\mathfrak{g}$ commutes with the action of $[U(\mathfrak{g}[t])]^{\mathfrak{g}}$ on $V_{\vec{p}}(\vec{\lambda})$. Thus, we get an action of $\mathfrak{g} \times[U(\mathfrak{g}[t])]^{\mathfrak{g}}$ on $V_{\vec{p}}(\vec{\lambda})$ stabilizing each
isotypic components.
Theorem 4.2.1. Let $\mathfrak{g}$ be a simple finite dimensional lie algebra. Then each isotypic components of $V_{\vec{p}}(\vec{\lambda}), V_{\vec{p}}(\vec{\lambda})[\mu]$, where $\mu$ is the highest weight, is an irreducible module of $\mathfrak{g} \times[U(\mathfrak{g}[t])]^{\mathfrak{g}}$.

Proof. We will denote $V_{\vec{p}}(\vec{\lambda})$ by $W$ and the isotypic component $V_{\vec{p}}(\vec{\lambda})[\mu]$ as $W[\mu]$. Choose a Borel subalgebra (cf. $[\mathrm{H}]) \mathfrak{b}$ of $\mathfrak{g}$. Since $W[\mu]$ is $\mathfrak{g}$ - module, we can see $W[\mu]$ as a $\mathfrak{b}$ module. Then, $W[\mu]$, as a $\mathfrak{b}$-module, decomposes into isotypic components. Let $W[\mu]^{+}$ be $\mathfrak{b}$-isotypic component. Then, $[U(\mathfrak{g}[t])]^{\mathfrak{g}}$ acts on $W[\mu]^{+}$. From the representation $W$, we have the ring homomorphism,

$$
\psi: U(\mathfrak{g}[t]) \rightarrow \operatorname{End}_{\mathbb{C}}(W)
$$

Since $W$ is an irreducible $\mathfrak{g}[t]$-module, by Burnside's theorem (cf. [L]), $\psi$ is a surjective homomorphism. From $\psi$, we get the surjective homomorphism,

$$
\psi^{0}:[U(\mathfrak{g}[t])]^{\mathfrak{g}} \rightarrow \operatorname{End}_{\mathfrak{g}}(W) \cong \operatorname{End}_{\mathfrak{g}}(W[\mu]),
$$

where $E n d_{\mathfrak{g}}(W)$ is the space of $\mathfrak{g}$-module endomorphisms of $W$. Taking the projection from $E n d_{\mathfrak{g}}(W)$ to $E n d_{\mathfrak{g}}(W[\mu])$, we get the surjective map,

$$
\psi_{\mu}^{0}:[U(\mathfrak{g}[t])]^{\mathfrak{g}} \rightarrow \operatorname{End}_{\mathfrak{g}}(W[\mu]) \cong \operatorname{End}_{\mathbb{C}}\left(W[\mu]^{+}\right)
$$

Since, the map is surjective, we get $W[\mu]^{+}$is an irreducible module of $[U(\mathfrak{g}[t])]^{\mathfrak{g}}$. From this the theorem follows.

From the above theorem we get that there is a correspondence between $\operatorname{Hom}_{\mathfrak{g}}\left(V_{\vec{p}}(\vec{\lambda})[\mu], V_{\vec{p}}(\vec{\lambda})\right)$ and irreducible modules of $\mathfrak{g} \times[U(\mathfrak{g}[t])]^{\mathfrak{g}}$, where $\mu$ is the dominant integral weight of $\mathfrak{g}$, which gives an alternate approach to the study of the $\mathfrak{g}$-isotypic components of tensor products of finite dimensional $\mathfrak{g}$-modules.
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