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Abstract

In the first part of this dissertation, the effects of spin-dependent disorder on a con-

ventional BCS superconductor is studied using Bogoliubov-de Gennes methods on a

two dimensional attactive Hubbard model (AHM) and the results by Nanguneri et al.,

2012 are reproduced. Next, by making use of a generalized definition of superconduct-

ing pairing order parameter mean-field calculations are performed on two dimensional

Extended Attractive Hubbard Model (EAHM) and exotic unconventional SC phase di-

agrams are constructed. It is found that the nearest neighbour attractive interaction

supports unconventional superconducting (SC) phases by allowing these phases to ex-

ist as a self-consistent broken symmetry solution at the mean-field level. These phases

are then characterized based on their band structure in cylinder geometry and Chern

indices.

In the second part, the monolayer SC model is generalized to a bilayer model by

coupling a two-dimensional EAHM to a tight-binding model via inter-layer tunnelling

and the proximity induced behaviour of SC order is explored with a focus on inducing

topologically non-trivial SC character into the metallic layer. We show that interlayer

tunnelling can drive changes in topology of the Bogoliubov quasiparticle bands leading

to SC topological transitions. Finally, It is shown that these transitions can also be con-

trolled by experimentally viable control parameters, the bandwidth of the metallic layer

and the gate potential (Batra et al., 2019). The generic nature of the model used in this

work suggests this can be applicable to a wide class of systems that invoke proximity

effect. Our finding may open up a new route to discover topological superconductors

which are considered to provide a fault-tolerant platform for topological quantum com-

puting.
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Chapter 1

Introduction

“Pick small problems - there is a jewel in every problem”
- Bogdan A. Bernevig, (2018)

1.1 Unconventional superconductivity

The Holy Grail of condensed matter physics, soon after the discovery of superconduc-
tors, has always been to understand the phenomenon of superconductivity. Although
Bardeen, Cooper, and Schrieffer gave us an elegant microscopic theory of supercon-
ductivity (Ibach et al., 2009; Gennes, 1999), there still remains a large class of su-
perconductors that is not understood microscopically (Monthoux et al., 2007; Cao et
al., 2018; Aggarwal et al., 2016). This class of superconductors is known as uncon-
ventional superconductors1. The importance of such unconventional superconducting
phases was immediately recognized soon after the discovery of materials which have
normal-to-superconducting transition temperature, Tc well beyond the limits predicted
by the BCS theory2 (Chu et al., 1987). The reader should be careful here that having a
higher Tc than predicted by the BCS theory is not a definition of unconventional super-
conductor! The unconventionality comes from the fact that even though the fundamen-
tal charge carriers in a superconductor are Cooper pairs, the Cooper pairing mechanism
is not originated from the electron-phonon interaction. The pairing mechanism in an

1A more precise definition of unconventional superconductors will be given later in this section.
2From BCS theory the expectation was that the transition temperature, Tc would hardly overcome the

barrier of 30K! However, unconventional superconductors have been observed with Tc as high as 138 K
at normal pressure and a record breaking Tc of 203 K, which was observed recently (2015) in H2S, under
extremely high pressure of about 150 gigapascals! See fig. 1.2.1.
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CHAPTER 1. INTRODUCTION

unconventional superconductor therefore remains as an unsolved problem (Monthoux
et al., 2007). Alongside, the paradigm of topological phases developed (Moore, 2010;
Hasan et al., 2010; Shen, 2017) and soon it was realised that the theory that is applied
to the vacuum of insulators, namely topological insulators, can be extended to super-
conductors as well (Qi et al., 2011). This led to another major theoretical prediction
of the existence of Majorana fermions in topological superconductors having a strange
property of non-abelian exchange statistics3 (C. Nayak et al., 2008; Tsuei et al., 2000;
Oreg et al., 2010; Nadj-Perge et al., 2008). In situations where the many body ground
state wave function is a linear combination of states from a degenerate subspace, a pair-
wise exchange of the particle is non-abelian. In the case of non-abelian statistics, the
exchange statistics is given by a multidimensional unitary matrix representation of the
2D braid group, and since it is non-abelian, the exchange of two particles is represented
by their world lines as if they are being ‘braided together’. These braiding operations,
or particle exchange operations, have been shown to be useful for performing quantum
computation (C. Nayak et al., 2008). The importance of this is that the principal obsta-
cles on the road to quantum computing are noise and de-coherence which can be solved
if we work with such states which are protected by some symmetry! All these potential
applications suggest the importance and require deep understanding of unconventional
superconductors. In a superconductor, the symmetries of the gap function �(k) en-
codes all the symmetry properties of the Cooper pair wavefunction (Sigrist et al., 1991;
Tsuei et al., 2000; Mackenzie et al., 2003). BCS theory assumes the homogeneous and
isotropic nature of the gap function �(k) = �0, whereas, from experiments it is con-
firmed that the gap function of an unconventional superconductor is not independent of
the crystal momentum, k. We can then characterise a superconductor by the symmetries
of a Cooper pair wave function  (k1,k2, s1, s2). In the absence of spin-orbit coupling,
we can separate the spin and orbital parts of the wavefunction as,

 (k1,k2, s1, s2) = �(k1,k2)�(s1, s2) (1.1)

3Being a little more careful here - Majorana fermions are really fermions, as the name suggests, and
therefore obey Fermi statistics. In condensed matter systems, there are (theoretically predicted) zero
energy modes that follow non-abelian statistics. Particularly, in topological superconductors these modes
are equal superposition of particle and hole which is why they are termed are Majorana particles; calling
them Majorana ‘modes’ instead of ‘fermions’ would be adequate and unambiguous.

2
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Figure 1.1.1: Figure shows the gap function �(k) in the Brillouin zone for (a) d�wave
(b) extendend s, or s ⇤ �wave, and (c) px�wave unconventional superconductor.

A superconducting state can be of either total spin S = 0 (spin singlet) or S = 1 (spin
triplet) depending on the spin wavefunction4. Due to Pauli’s principle, the overall wave-
function of a Cooper pair has to be anti-symmetric under particle exchange, therefore,
the antisymmetric spin-singlet state is accompanied by a symmetric orbital wave func-
tion (even parity) with orbital angular momentum L = 0 (known as s�wave), L = 2

( known as d�wave), and so on. The symmetric spin-triplet state is accompanied by
an antisymmetric orbital wave function (odd parity) with orbital angular momentum
L = 1 (known as p�wave), L = 3 (known as f�wave), and so on5. The conventional
BCS superconductor is an s�wave superconductor because of its isotropic nature. In
figure (1.1.1), the magnitude of the gap function, |�(k)|, for various unconventional
superconductors is shown. Notice their similarities to the atomic orbitals from which
their names are borrowed. Note that for the conventional case, the gap function is going
to be constant throughout the Brillouin zone. The constant phase of the gap function
also reflects the fact that the local U(1) gauge symmetry is broken and all the Cooper
pairs are coherent. For the conventional s�wave superconductor no other symmetries
are broken other than the U(1) local gauge symmetry however, in the case of uncon-
ventional superconductors there are further symmetries that are broken, for example, in
d�wave, additionally ⇡/2 rotational symmetry is also broken - this broken symmetry
aspect is also reflected in its gap function (Sigrist et al., 1991).

4This characterization of Cooper pairs in a superconductor leads to a spin-singlet or spin-triplet
nomenclature which we also adopt in this work.

5This notion s�, p�, d�, f�wave is borrowed from their similarity to atomic orbital symmetries and
carries no further meaning.

3



CHAPTER 1. INTRODUCTION

Unconventional superconductivity can therefore be defined, in terms of its gap func-
tion (Tsuei et al., 2000), by the relation,

X

k

�(k) = 0 (1.2)

A property of s�wave superconductor is that the superconducting order is robust against
reasonable amount of disorder - this is known as the Anderson’s theorem. An imme-
diate consequence of relation (1.2) is that Anderson’s theorem does not apply to un-
conventional SC and the order parameter can be averaged to zero by sufficiently strong
scattering. It is therefore not surprising that even though many unconventional super-
conductors have transition temperatures higher than conventional superconductors, it
took a long time to discover unconventional superconductivity after the conventional
superconductors were discovered (Mackenzie et al., 2003). Before closing this section,
I would like to make a point that when high-Tc superconductivity was discovered in
copper oxides (cuprates), it was realised that a quasi-two-dimensional structure is nec-
essary for the existence of high-Tc superconductivity which is seen in the cuprates due
to the planar CuO2 network (G.-Y. Zhu et al., 2016; Zhang et al., 2010). Therefore,
a two dimensional model, motivated by the high-Tc cuprate superconductors, has been
chosen for this work.

1.2 Motivation and guiding problems

Superconductor, a new quantum state of matter, after being discovered came along with
many challenges and exciting new possibilities (Cao et al., 2018; Aggarwal et al., 2016).
The obvious one was macroscopic phase coherence that results in resistance-less elec-
tronic flow. The natural direction many scientists were attracted towards was to some-
how enhance the transition temperature. This lead to the discovery of unconventional
superconducting materials based on doped alloys see Fig. 1.2.1. These compounds are
anti-ferromagnetic Mott insulators and miraculously become superconducting when ap-
propriately doped. This transition from anti-ferromagnetism to superconductivity has
posed many question that whether these two phases can coexist (Abram et al., 2013).
Understanding this transition may also reveal whether Cooper pairing has anything
to do with magnetism since both phenomena are a consequence of strong correlation
(Chen et al., 2010). Motivated by this, we explore one such model with on-site re-

4
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Figure 1.2.1: Timeline - discovery of superconductors with their respective critical
temperature Tc. Source: Wikipedia

pulsive interaction and nearest neighbour attraction in order to incorporate competing
anti-ferromagnetic and superconducting ground states. Incorporating disorder in su-
perconducting systems has also been a rich area with many surprises (Dobrosavlje-
vic et al., 2012). As discussed earlier, Anderson’s work proved the robust nature of a
three-dimensional conventional s�wave superconductor against disorder, the question
remained what is the interplay of localization and superconductivity in two dimensions
(Nanguneri et al., 2012; Kumar et al., 2015). A recent work also claims enhancement
of normal-to-superconducting transition Tc due to disorder (Gastiasoro et al., 2018).

Superconductivity emerging in unexpected setting has also questioned our understand-
ing time and again. Being known as wonder material, graphene fascinated physicists
yet again by showing signatures of superconducting behaviour in twisted bilayer struc-
tures (Cao et al., 2018; Wu et al., 2018). With a twist angle of about 1.1� the electronic
band structure exhibits flat bands near zero Fermi energy, resulting in correlated insu-
lating states, which upon doping results in superconducting behaviour. Another such
example is tip induced superconductivity (Aggarwal et al., 2016) - a mesoscopic point
contact between silver (Ag) and a 3D Dirac semimetal (Cd3As2), neither of which is
superconducting on its own, exhibit unconventional superconductivity. The common
theme here is that bringing two layers close to one another alter the band structure. This

5
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also motivate a question whether the band structure could be altered in such a way that
it attains non-trivial topological character. Thus, a natural search for topological su-
perconductivity began along the lines with spin-orbit coupling as the natural ingredient
(Sau et al., 2010; Potter et al., 2011; X. Liu et al., 2014; Reeg et al., 2015; Alsharari et
al., 2018). Due to a demanding platform (1D nanowires) for finding Majorana femions,
recently, theoretical progress has also been made in generalizing the theory of conven-
tional topological phases and bulk-boundary correspondence (Benalcazar et al., 2017b;
Benalcazar et al., 2017a). These are known as Higher Order Topological Insulators
(HOTI) and in general connect invariant calculations in the d dimensional bulk to the
states in d � m dimensional boundary. This way it may be possible to construct sys-
tems with Majorana bound states appearing as corner states. All in all, there are many
unsolved problems in the field of superconductivity and there is still interesting physics
in these systems that needs to be worked out. Before any of these questions can be
tackled in its full glory, we need to understand superconducting behaviour in different
settings. With this motivation, we work with a prototypical model for proximity in-
duced superconductivity in a general setting with these broad questions in mind, and
focus on inducing topologically non-trivial character in superconductors.

6



Chapter 2

Methodology

2.1 Bogoliubov-de Gennes formalism in tight binding
model

For superconductors like high-temperature cuprates, the electronic band is quite narrow
i.e., the orbitals have a small overlap between adjacent atoms. We therefore make use
of the tight-binding Hamiltonian, which is either constructed from atomic orbitals or
from Wannier orbitals, to study narrow band behaviours arising from electronic corre-
lation effects (J.-X. Zhu, 2016). Bogoliubov-de Gennes (BdG) method relies on the
assumption that there exists a well-defined quasiparticle excitation spectrum in a super-
conductor. Throughout this thesis, we assume this is true for unconventional supercon-
ductors also. We will later strengthen this argument by comparing the particle density
of states (DOS) calculated within the BdG framework to the DOS experimentally mea-
sured using scanning-tunnelling-microscopy (STM). We start with a 2D square lattice
with periodic (toric) boundaries and define a tight-binding extended Hubbard model on
this lattice. The model Hamiltonian is as follows:

H = �
X

hi,ji,�

t(c†i�cj� + h.c.)�
X

i�

µni� � U

X

i

ni"ni# � V

X

hi,ji

ninj (2.1)

The sum over the angular brackets h·i represents those unordered pairs (i, j) which are
nearest neighbours to each other on the lattice. The spin degree of freedom is repre-
sented by �. The spin-full electronic creation (annihilation) operators are represented
by ci�(c

†
i�) at site i. Correspondingly, ni� = c

†
i�ci� is the electronic number operator

7
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t t

Figure 2.1.1: Pictorial representation of the two dimensional square lattice model.

and ni =
P

� ni� is the total electronic number operator at site i. The first term in
the Hamiltonian, therefore, corresponds to the hopping potential t which represents the
overlap between the nearest neighbour sites and is responsible for electronic kinetic
part. The spin is preserved while the electron hops from one site to the other. Having
this constraint is equivalent to setting the spin-orbit coupling set to zero. The third term
is the chemical potential as we would like to work in a Grand Canonical ensemble. The
final two terms are the interaction terms - the first of which is the on-site effective at-
tractive potential for two electrons being at the same site. The last term is the effective
attraction between two neighbouring electrons. These interaction terms, as we will see
shall give rise to superconductivity. The on-site (nearest neighbour) interaction poten-
tial strength parameters, U > 0 (V > 0). It is also important to note here that this
Hamiltonian is really an effective Hamiltonian, or a model Hamiltonian and the actual
source of the interaction terms is unknown, unless we talk about the isotropic swave SC
order which is explained by the BCS theory. The nearest neighbour interaction term is
responsible for the unconventional SC orders (Mackenzie et al., 2003; S. Nayak et al.,
2018); although there are some theories, its complete origin is yet to be discovered.

2.1.1 Mean-field theory

Notice that the interaction terms in the Hamiltonian are the many body terms whereas
others are single particle terms. Dealing with such many body interaction terms is a
major issue in condensed matter as they increase the complexity of the problem signif-
icantly. We therefore make use of the mean-field approximation (Ashcroft et al., 1976;
Simon, 2013).

Consider, two operators A and B. For small fluctuations �A(�B), we may write the

8



CHAPTER 2. METHODOLOGY

operators as

A =hAiI + �A

B =hBiI + �B (2.2)

then the two operator interaction term can be approximated upto the first order of fluc-
tuation as,

AB ⇡ hAihBiI + hBi�A+ hAi�B

AB ⇡ hBiA+ hAiB � hAihBiI (2.3)

where in the second step we make a substitution of �A = A� hAi and similarly for B.
By making this approximation, we are left with only single operator terms and therefore,
by making the mean-field approximation to our Hamiltonian all the interaction many
body terms will reduce to effective single particle term which will be easy to work
with.

Returning back to our Hamiltonian the interaction terms reduce to,

ni�nj�0 ⇡ hni�inj�0 + ni�hnj�0i � hni�ihnj�0i

+ hc†i�c
†
j�0icj�0ci� + c

†
i�c

†
j�0hcj�0ci�i

� |hcj�0ci�i|
2 (2.4)

Notice, here we have decoupled the many body interaction terms in two different mean-
field channels - c†cc†c ! hc†cic†c which is the density channel and c

†
c
†
cc ! hc

†
c
†
icc

which is the called the pairing channel. We achieved this by just rearranging the
fermionic operators appropriately. Since we do not expect the ground state to be a
Fermi sea, we retain the anomalous pairing channel terms hci#cj"i, hci"cj#i which shall
go to zero in our calculations when the ground state will be Fermi sea like and will
be non-zero otherwise. Here we also have assumed that hc"c"i (hc#c#i) terms are zero!
These terms correspond to Sz 6= 0 triplet superconducting pairs which we ignore by
arguing that Sz = 0 triplet shall have same energy as other triplet components1 since
they differ only by a different choice of quantization axis2. Notice the terms from the

1This argument is valid only in the absence of Zeeman field.
2We will see that ignoring such terms simplifies our model by reducing the matrix into a block diag-

onal matrix

9
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density channel only contribute to the chemical potential, known as the Hartree Shift,
so we absorb those terms into the definition of the chemical potential itself. We finally
arrive at the effective single particle Hamiltonian,

H =�
X

hi,ji,�

t[c†i�cj� + h.c.]�
X

i,�

µc
†
i�ci� � U

X

i

[�ic
†
i"c

†
i# + h.c.]

� V

X

i,�

[�+
i�c

†
i"c

†
i+�# +��

i�c
†
i��#c

†
i" + h.c.] + Econst (2.5)

Where we have introduced the pair expectation values in the ground state as, �i =

hci#ci"i, �+
i� = hci+�#ci"i, and ��

i� = hci��#ci"i where � denotes unit vectors +x and
+y on the square lattice. Unlike conventional cases, we do not impose any symmetry3

constraint on �+
i� and ��

i,�� and treat them as independent (S. Nayak et al., 2018).

�+
i� = hci+�#ci"i (2.6)

��
i� = hci��#ci"i = hci#ci+�"i (2.7)

where in the second definition, we have assumed uniformity of SC order along a bond
(i � �, i). This assumption needs to be relaxed if we allow for modulated SC orders.
This pair expectation value encodes the information about the symmetry properties of
a Cooper pair wavefunction. Any exchange of these electrons in a Cooper pair shall
result in an overall minus sign if the spin part of the Cooper pair is a singlet and a plus
+ sign if the spin part is a triplet. A slight rearrangement of the above definition would
give us the conditions for spin-singlet and spin-triplet Cooper pairs as

�+
i� = ��

i� spin-singlet (2.8)

�+
i� = ��

�
i� spin-triplet (2.9)

Not imposing any such properties on the definitions of pair-correlation functions is
equivalent to allowing these phases to compete and show up only when it is energeti-
cally favourable. Motivated by this idea of working in a general class of pair correlation

3Note that when we talk about the symmetries of the correlation function, we mean it in a discrete
sense - the correlation functions are only defined along a bond connecting two lattice sites or each lattice
site has four such bonds. Therefore, there are only four such axes which we use to define our symmetry
of the correlation functions on.
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CHAPTER 2. METHODOLOGY

functions, we define various SC order parameters using these definitions as,

swave�i = �ii (2.10)
s⇤wave�i = [�i,i+x +�i+x,i +�i,i+y +�i+y,i]/4 (2.11)
dwave�i = [�i,i+x +�i+x,i ��i,i+y ��i+y,i]/4 (2.12)
px(y)wave�i = [�i,i+x(y) ��i+x(y),i]/2 (2.13)

With the help of these definitions we will characterise the SC phase, based on which is
non-zero, in the self-consistent calculations. We may also calculate their particle Den-
sity of States (DOS), to verify the SC phase with experimentally measured DOS. The
purpose of this section was to arrive at the single particle mean field Hamiltonian which
we will try to solve. In the next section, we apply Bogoliubov-de Gennes methods to
this model Hamiltonian and set up a self-consistent calculation scheme.

2.1.2 Momentum space formalism

Working in periodic (toric) boundaries with uniform structure of hopping potential,
such that translation invariance is preserved, has a nice advantage of going over to the
Fourier space by transforming, ci� = 1p

Ns

P
k e

�ik·rick�, Ns being the total number of
sites. We now make a Fourier transformation to the model mean-field Hamiltonian and
get,

Heff =
X

k

h(k) + Econst (2.14)

h(k) =
X

�

⇠
�(k)c†k�ck� +

⇣
�"#(k)c†k"c

†
�k# + h.c.

⌘
(2.15)

where we have defined,

⇠
�(k) = � 2t(cos kx + cos(ky))� µ+ �B (2.16)

�"#(k) = � U�0 � V (e�ikx�+
x + e

ikx��
x + e

�iky�+
y + e

iky��
y ) (2.17)

Econst = Ns(U |�0|
2 + V (|�+

x |
2 + |��

x |
2 + |�+

y |
2 + |��

y )|
2) (2.18)

We assume uniformity of the pair correlation functions, �±
i,� = hci±�#ci"i ⌘ �±

� . Notice
that we have also included Zeeman field term in Hamiltonian which will just relatively

11



CHAPTER 2. METHODOLOGY

shift the chemical potential. Here, � = ±1 depicting the spins "#. It is worthwhile to
note that because of the general structure of {�±

x ,�
±
y }, the symmetries of the SC gap

function �"#(k) are not fixed. Depending on the energy minimization, various symme-
tries may be imposed on the gap function that may lead to any kind of unconventional,
or even conventional, SC order. We now calculate the commutation relations of the ef-
fective Hamiltonian with the fermionic creation and annihilation operators of electrons.
We obtain,

[ck",Heff] = ⇠
"(k)ck" +�"#(k)c†�k# (2.19)

[c†�k#,Heff] = �⇠
#(�k)c†�k# +�"#⇤(k)ck" (2.20)

[ck#,Heff] = ⇠
#(k)ck# ��"#(�k)c†�k" (2.21)

[c†�k",Heff] = �⇠
"(�k)c†�k" ��"#⇤(�k)ck# (2.22)

One can now clearly see that these two equations are coupled to each other in an inter-
esting way - operator ck" couples to operator c†�k# and operator ck# couples to c

†
�k". In

fact, if we do a particle-hole transformation to down-spin electrons, the operator c†�k#

will exactly be the annihilation operator of a hole with down-spin. Notice that this
coupling is due to the presence of finite SC order! So it is clear that due to the pair-
ing correlation terms {�}, equations (2.19-2.22) mix particles and holes. Recall these
creation (annihilation) operators played a crucial role in setting up the structure of the
states of a quantum harmonic oscillator. Similarly, the state label representing the num-
ber of particle excitation can be defined, however, these commutation relations do not
satisfy the standard particle creation (annihilation) algebra, therefore, we do not expect
the quasi-particles for the problem to be electron (or hole) like but something that is a
superposition of these two. We therefore define new fermionic quasi-particle operators
(J.-X. Zhu, 2016), �kn and �†kn, that mix the electronic operators as,

ck� =

0X

n

�
u
n
k��kn � �v

n⇤

k��
†
�kn

�
 ! c

†
�k� =

0X

n

�
u
n⇤

�k��
†
�kn � �v

n
�k��kn

�
(2.23)

with a constrain on u
n
k� and v

n
k� that the new operators � and �† follow fermionic statis-

tics i.e. {�kn, �
†
k0m} = �nm�kk0 and {�kn, �k0m} = {�

†
kn, �

†
k0m} = 0; this amounts to

having |u
n
k�|

2 + |v
n
k�|

2 = 1 which is just a normalization condition. The symbol � takes
values ±1 for "# spin configuration and is introduced just for convenience. These new

12



CHAPTER 2. METHODOLOGY

operators are the quasi-particle excitations of the system and are called Bogoliubov
quasiparticles. Notice the prime on the sum; this is a constraint to include only those
n which will result in positive excitation energy as we have doubled the Hilbert space
and would like to avoid over counting. We will come back to this in a short while.
The Bogoliubov transformation is just an isomorphism of the canonical anticommuta-
tion algebra of the electronic operators in order to transform the commutation relations
(2.19-2.22), to a simple standard form,

[�kn,Heff] = Ekn�kn

[�†kn,Heff] = �Ekn�
†
kn (2.24)

Now, using the transformation (2.23), the Hamiltonian is diagonalized in the following
form,

Heff =
X

k,n

Ekn�
†
kn�kn + Econst (2.25)

Our motive was to have a description of superconductor very similar to the Harmonic
Oscillator where the number states represent the number of excitation of the quasipar-
ticles4. We can see that we have achieved such a form and moreover, we now know
the excitation energy Ekn for every quasiparticle. But we are not done yet - we have
to still know what the spectrum of the Bogoliubov transformation look like, in other
words, what are the coefficients {u, v} in (2.23). For this, assuming (2.25) we plug in
the transformations (2.23) into the commutation relations (2.19-2.22) and by comparing
the coefficients of �kn, we obtain a set of four Bogoliubov-de Gennes equations:

u
n
k"Ekn = ⇠

"(k)un
k" +�"#(k)vn�k# (2.26)

v
n
�k#Ekn = �⇠#(�k)vn�k# +�"#⇤(k)un

k" (2.27)

u
n
k#Ekn = ⇠

#(k)un
k# +�"#(�k)vn�k" (2.28)

v
n
�k"Ekn = �⇠"(�k)vn�k" +�"#⇤(�k)un

k# (2.29)

4As already mentioned in the beginning of this chapter, all of this is possible assuming quasiparticle
are well defined in a superconductor.
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Likewise, we also obtain another set of four BdG equations by comparing coefficients
of �†�kn,

v
n⇤
k"E�kn = �⇠"(k)vn⇤k" +�"#(k)un⇤

�k# (2.30)

u
n⇤
�k#E�kn = ⇠

#(�k)un⇤
�k# +�"#⇤(k)vn⇤k" (2.31)

v
n⇤
k#E�kn = �⇠#(k)vn⇤k# +�"#(�k)un⇤

�k" (2.32)

u
n⇤
�k"E�kn = ⇠

"(k)un⇤
�k" +�"#⇤(�k)vn⇤k# (2.33)

These two sets of BdG equations tell us a very important property of these equations.
To see this clearly, let us write equations (2.26-2.29) in a matrix eigenvalue equation,
M(k)�k = Ek�k,

0

BBBB@

⇠
"(k) �"#(k) 0 0

�"#⇤(k) �⇠#(�k) 0 0

0 0 ⇠
#(k) �"#(�k)

0 0 �"#⇤(�k) �⇠"(�k)

1

CCCCA

0

BBBB@

uk"

v�k#

uk#

v�k"

1

CCCCA
= Ek

0

BBBB@

uk"

v�k#

uk#

v�k"

1

CCCCA
(2.34)

Notice if we substitute k ! � k in the second set of equations (2.30-2.33), take the
complex conjugate and then compare it to the first set, we get,
0

BBBB@

⇠
"(�k) �"#(�k) 0 0

�"#⇤(�k) �⇠
#(k) 0 0

0 0 ⇠
#(�k) �"#(k)

0 0 �"#⇤(k) �⇠"(k)

1

CCCCA

0

BBBB@

�v
⇤
�k"

u
⇤
k#

v
⇤
�k#

�u
⇤
k"

1

CCCCA
= �Ek

0

BBBB@

�v
⇤
�k"

u
⇤
k#

v
⇤
�k#

�u
⇤
k"

1

CCCCA
(2.35)

In the matrix form this would mean, M(�k)�̃k = �Ek�̃k where we define �̃k =

K(�x⌦�x)�k and K is complex conjugate operator. This suggests that eigen-spectrum
for M(�k) can be known from just the eigen-spectrum of M(k)! By defining the
transformation ⇥ ⌘ K(�x ⌦ �x), we can check this from either sets of BdG equations
that,

⇥M(k)⇥�1 = �M(�k) (2.36)

This symmetry looks like the particle-hole symmetry since the negative energies of
M(�k) equals the positive energies of the M(k), in fact this is actually the particle-
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k

�k

En > 0En < 0
c†

k�ck�

Electron description

Hole description

Ef �c�k�ck��

{ck�, c†
k�}{�kn, �†

kn}

Quasi-hole
 description

Bogoliubov transformation

Quasi-particle
 description

�†
kn�kn

c�k�c†
�k���kn�†

�kn

Figure 2.1.2: Pictorial representation of Bogoliubov-de Gennes method to solve a su-
perconducting system.

hole symmetry of the Bogoliubov quasi-particles and Bogoliubov quasi-holes! It is ev-
ident since one set of BdG equations (for quasi-particles) came from comparing quasi-
particle annihilation operators �k and the other set of equations (for quasi-holes) came
from comparing �†�k, which is just an annihilation operator for quasi-hole if we again
do a quasiparticle-quasihole transformation to these operators. Also notice that since
the Hamiltonian is diagonal in the Bogoliubov quasiparticle basis, we should choose to
work with either quasi-particle (positive energy spectrum) or quasi-hole (negative en-
ergy spectrum) which is why we put a prime (0) as a constraint on the sum while defining
the Bogoliubov transformations (2.23). Figure 2.1.2 shows how due to the presence of
superconducting pairing terms we need to work in the redundant space of simultaneous
descriptions of particle and hole. Finally, once the system is transformed into a new
basis with Bogoliubov particles, we either choose to work with Bogoliubov particle or
Bogoliubov holes to calculate the averages.

As a convention, we choose to work with positive energies and discard the nega-
tive energy contribution. It is clear that for each value of k, we will obtain 4 energy
eigenvalues and eigenvectors, in total we are going to end up with 4Ns eigenvalues and
eigenvectors despite having only 2Ns degrees of freedom in our model (Ns lattice sites
and 2 spins at each site). By choosing to work with either quasiparticle or quasiholes,
we get rid of this redundancy and retain, in total, 2Ns degrees of freedom due to the
particle-hole symmetric nature of our formalism. It is worthwhile to note that even
though this property of the formalism is frequently termed as ‘particle-hole symmetry’,
it is really a symmetry due to the redundant description and not a property of the un-
derlying physics! It is also important to mention here that this ’particle-hole’ symmetry
will not be broken even if we include equal spin pairing (ESP) terms, that captures the
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physics of triplet superconductivity, and spin-orbit coupling, therefore this approach is
as general as it can be.

We have obtained a set of Bogoliubov-de Gennes equations using which we solve
for the quasi-particle (and quasi-hole) spectrum. Using the spectrum of quasi-particles
(positive energy solutions), we calculate the self-consistent averages, {�SC , hn"#i}

from their respective definitions by plugging in the transformation (2.23),

�±
� =

0X

n

�
e
ik�u

n
k"v

n⇤

�k#f(Ekn)� e
ik�u

n
�k#v

n⇤

k"f(�E�kn)
�

=

0X

n

�
e
ik�u

n
k"v

n⇤

�k#f(Ekn)� e
�ik�u

n
k#v

n⇤

�k"f(�Ekn)
�

(2.37)

where in the second step we replace k to�k since there is an overall summation. Notice
that we had to make this replacement because from the eigen spectrum of H(k) we
can not obtain the u�k# and vk" elements of any eigenvector. Also, the prime on the
summation is over n to include only positive energy eigen-spectrum. Similarly,

hn"i =

0X

k,n

�
|u

n
k"|

2
f(Ekn) + |v

n
�k"|

2
f(�Ekn)

�
(2.38)

hn#i =

0X

k,n

�
|u

n
k#|

2
f(Ekn) + |v

n
�k#|

2
f(�Ekn)

�
(2.39)

We can use these equations in general when but since our matrix M(k) is block diag-
onalize, we make use of the symmetry property mentioned above and further simply
these averages by mapping the negative energy solutions from �k sector to positive
energy solutions of k sector as shown in figure 2.1.2,

�±
� =

X

k,n

e
ik� u

n
k"v

n⇤

�k#f(En) (2.40)

hn"i =
X

k,n

|u
n
k"|

2
f(Ekn) (2.41)

hn#i =
X

k,n

|v
n
�k#|

2
f(�Ekn) (2.42)

Notice that the prime from the summation over n is now lifted since we map the negative
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energy spectrum to the positive energy spectrum and work with only one of the 2 ⇥ 2

blocks of M(k). Using these definitions, we define our SC order parameters (OP)
defined in (2.10-2.13). These definitions have their usual meaning of swave, dwave,
pwave as introduced in chapter 1 and this can also be verified by the k-dependence
of the corresponding gap function �"#(k). As a side remark, if we had included ""
pairing and ## pairing SC terms, the resulting 4⇥ 4 matrix would not have been block
diagonal. These like-like spin pairing terms enter the off-diagonal block of the matrix5.
That is when we use the definitions with restricted sum and hence is a consequence of
the fact that we necessarily have to work in a redundant space in order to deal with
superconductivity.

2.1.3 Real space formalism

The advantage of momentum space formalism is that by performing Fourier transform,
we block diagonalize the full Hamiltonian and label each block by a quantum number k
which is called the crystal momentum. The assumption that goes into having k as a good
quantum number is that the system should be translationally invariant. In the presence
of disorder (Nanguneri et al., 2012; Dobrosavljevic et al., 2012), or open boundaries,
this property is lost and we are forced to work in real space where the equations will
become cumbersome and thus require greater computational power. In this section, we
will be carrying out similar analysis in real space as we did in the momentum space
picture. Let us begin with the mean-field Hamiltonian (2.5) and generalize it to include
disorder as,

Heff =
X

ij,�

hij�c
†
i�cj� � U

X

i

h
�iic

†
i"c

†
i# +�⇤

iici#ci"

i

� V

X

hi,ji

h
�ijc

†
i"c

†
j# ��jic

†
i#c

†
j" + h.c.

i
+ Econst (2.43)

where we have defined,

hij� = �tij� + (✏i� � µ�)�ij (2.44)

�ij = hcj#ci"i (2.45)

5This also happens if we include spin-orbit coupling.
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Notice that these potentials are now site and spin dependent. Randomly assigned values
to these potentials model a spin-dependent disordered system. We introduce two addi-
tional parameters that quantify the amount of disorder in the system - hopping disorder
Vt and on-site disorder Ve. These two parameters define the hopping parameters tij�

and on-site potential ✏i� as tij� = t0 + ✏t where ✏t is chosen randomly from a uniform
distribution P (✏t) = [�Vt, Vt] (Kumar et al., 2015). Similarly, ✏i� = ✏e where ✏t is cho-
sen randomly from a uniform distribution P (✏e) = [�Ve, Ve]. By the introduction of the
disorder, the translation symmetry will be broken. We now calculate the commutation
relations with the electronic operators but now expressed in real space,

[ci",Heff] =
X

j

hij"cj" �
X

j

�"#
ij c

†
j# (2.46)

[c†i",Heff] = �
X

j

hij"c
†
j" +

X

j

�"#⇤
ij cj# (2.47)

[ci#,Heff] =
X

j

hij#cj# +
X

j

�"#
ji c

†
j" (2.48)

[c†i#,Heff] = �
X

j

hij#cj# �
X

j

�"#⇤
ji c

†
j" (2.49)

Since these commutation relations mix up particle sector and hole sector, we define a
transformation,

ci� =

0X

n

�
u
n
i��n � �v

n⇤

i� �
†
n

�
 ! c

†
i� =

0X

n

�
u
n⇤

i� �
†
n � �v

n
i��n

�
(2.50)

using this transformation, we again diagonalize the effective Hamiltonian in the same
form as in equation (2.25) and obtain 4Ns coupled BdG equations,

Enu
n
i" =

X

j

hij"u
n
j" �

X

j

�ijv
n
j# (2.51)

Enu
n
i# =

X

j

hij#u
n
j# �

X

j

�jiv
n
j" (2.52)

Env
n
i" = �

X

j

hij"v
n
j" �

X

j

�⇤
iju

n
j# (2.53)

Env
n
i# = �

X

j

hij#v
n
j# �

X

j

�⇤
jiu

n
j" (2.54)
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This set of BdG equations can be cast into a matrix form:

X

j

Mij�j = En�i (2.55)

Here, �i is a four-component vector and Mij is correspondingly 4x4 matrix as,

�i ⌘

0

BBBB@

u
n
i"

v
n
i#

u
n
i#

v
n
i"

1

CCCCA
Mij ⌘

0

BBBB@

hij" �ij 0 0

�⇤
ji �hij# 0 0

0 0 hij# �ji

0 0 �⇤
ij �hij"

1

CCCCA
(2.56)

Notice Mij is just a block of the full 4Ns ⇥ 4Ns matrix where i, j are site indices and
run from 1 to Ns each. This again means we will obtain a total of 4Ns eigenvalues
and eigenvectors which is more than the number of degrees of freedom we have in our
model. To get rid of this, we make use of the symmetry we introduced earlier but now
expressed in the real space basis as,

0

BBBB@

u
n
i"

v
n
i#

u
n
i#

v
n
i"

1

CCCCA
!

0

BBBB@

�v
n̄⇤
i"

u
n̄⇤
i#

v
n̄⇤
i#

�u
n̄⇤
i"

1

CCCCA
= K(�i

y ⌦ �
i
y)

0

BBBB@

u
n
i"

v
n
i#

u
n
i#

v
n
i"

1

CCCCA
(2.57)

We would like to mention this again that the Bogoliubov transformation considered
earlier is a most general transformation one can write. That means the sum over n

does not guarantee that when this transformation is used to diagonalize the Hamilto-
nian H =

P
n En�

†
n�n + Econst, we get positive excitation spectrum. We therefore ask

for only those n which correspond to a positive excitation energy, i.e. positive eigen-
values En � 0. Which is why we put a constraint (marked by 0 on the sum) on the
summation of equation (2.50) indicating only those n are considered which later gives
positive exception spectrum. You can notice that this symmetry will hold irrespective of
the presence/absence of time reversals symmetry therefore, if one latter includes Zee-
man field terms in the chemical potential, this should still hold! It is ironic that the
redundancy actually entered through the Bogoliubov transformation (2.50) itself since
there is no way of removing the terms before diagonalising we went ahead and arrived
at the BdG relations and then remove those solutions which correspond to negative en-
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ergy. This is as general as it can be except for the fact we are not considering case
where like-like pairing and spin-orbit coupling is present. In the presence of like-like
SC pairing and spin-orbit terms we can still show that redundancy is present using the
same mapping as (2.57).

In the definition of �ij = hcj#ci"i, substituting the transformation for the electronic
operators and using the fact that at non-zero temperature h�†n�mi = f(En)�nm, where
f is the Fermi-Dirac function, we obtain the self consistent definition of the averages,

�ij =

0X

n

�
u
n
i"v

n⇤

j# f(En)� u
n
j#v

n⇤

i" f(�En)
�

(2.58)

hni"i =

0X

n

�
|u

n
i"|

2
f(En) + |v

n
i"|

2
f(�En)

�
(2.59)

hni#i =

0X

n

�
|v

n
i#|

2
f(�En) + |u

n
i#|

2
f(En)

�
(2.60)

Again, by making use of the symmetry transformation (2.57), we simplify these equa-
tions to,

�ij =
X

n

u
n
i"v

n⇤

j# f(En) (2.61)

hni"i =
X

n

|u
n
i"|

2
f(En) (2.62)

hni#i =
X

n

|v
n
i#|

2
f(�En) (2.63)

where the sum is now unrestricted and we work with only upper block of the matrix
equation (2.56). Using these relations, we calculated the averages to characterize the
SC order. In the next section we explore how do we implement the self consistent
approach computationally.

2.1.4 A comment on implementation of self-consistent method

Before we proceed to results, it is important to understand how the method of self-
consistency is implemented computationally. We set electronic hopping t = 1 as the
basic energy scale, then we are left with four independent parameters in the Hamilto-
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Figure 2.1.3: Ground state energy variation w.r.t. the magnitude of various SC OP. The
minima lies where the self-consistent solution converges.

nian, viz., U , V , T , and µ. Corresponding to these, we will obtain a set of self-consistent
SC pairing correlations, {�} that defines the SC OP using the relation (2.10-2.13). To
solve the BdG equations numerically, an initial guess of {�} and {hn�i} is fed into the
Hamiltonian. This Hamiltonian is diagonalized and eigenvalues and eigenvectors are
calculated. The obtained eigenspectrum is used to further redefine the Hamiltonian and
is rediagonalized. This set of steps is labelled as an iteration and the cycle of iteration is
repeated until the averages converge within a specified error, which was set to 10�5 in
our calculations. The ground state (at T = 0) energy is calculated by summing over all
the negative energy states and Econst which is given by the expression (2.18). Therefore,
the problem now reduces to minimizing the total energy w.r.t. the set {�} of pairing
correlations. Since we do not fix any constraint on the nature of the pairing correlation,
energy minimization shall result is the most energetically favourable pairing correlation
symmetries that may either by singlet like or triplet like or even some strange combi-
nation of these two! This method of calculating averages self-consistently is actually
equivalent to the energy minimization. This can be seen from figure (2.1.3) which
corresponds to three different starting configurations {U, V, T, µ} and shows how the
solution obtained from self-consistent approach is equivalent to energy minimization.

You might also have noticed that in self-consistent calculations, we have no control
over the final converged particle density. By changing the initial parameter configu-
ration {U, V, T, µ}, self-consistent calculation may lead to different particle density!
We therefore need to have some control over this as it will become pointless to com-
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pare phases with different density. We achieve this by changing the chemical potential
within the code so that the converged density is close to (within some error) the desired
density.

2.2 Bilayer model for proximity effect

We have seen how a superconductor can be modelled using BdG approach. We now
construct a hypothetical model of a 2 dimensional superconducting layer in contact with
a 2 dimensional metallic layer. The ‘contact’ can be via inter-layer hopping, neighbour-
ing interactions, etc. but we will limit our calculations only to inter-layer hopping. The
motivation behind this model is to explore proximity effect of a superconductor. A
visual representation of this bilayer model is depicted in figure (2.2.1). We will later
observe that interlayer hopping is enough to demonstrate proximity effect. We model
a metallic system just by having intra-layer hopping terms and a chemical potential
for layer 2. To avoid complexity, we will stick to the momentum space representation
hence we assume translational invariance that comes from periodic boundaries and site
independent potentials. The full model Hamiltonian is given by,

H = H1 +H2 +H12,

H1 =� t1

X

hiji,�

[c†i�1cj�1 +H.c.]� µ1

X

i�

c
†
i�1ci�1

� U

X

i

ni"1ni#1 � V

X

hiji

ni1nj1,

H2 =� t2

X

hiji,�

[c†i�2cj�2 +H.c.]� µ2

X

i�

c
†
i�2ci�2,

H12 =� t̃

X

i�

[c†i�1ci�2 +H.c.]. (2.64)

Here again, ci�l(c†i�l) annihilates (creates) an electron in layer l at site i with spin �, hiji
implies that sites i and j are nearest neighbours within a layer. µl is the layer-dependent
chemical potential, with �µ ⌘ µ1 � µ2 being equivalent to gate potential. The layer-
resolved local number operators are given by ni�l = c

†
i�lci�l, and nil = ni"l + ni#l.

Notice that the interaction terms (U and V ) are only defined on layer 1 (l = 1) which
will behave as a superconductor in the limit t̃! 0. In this limit the H1 and H2 decouple
from each other and we recover our monolayer model, we explored in the previous sec-
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Figure 2.2.1: Visual representation of the bilayer model: 2D SC layer in proximity to
a metallic layer.

tion, along with a tight-binding model that represents a metal. When there is coupling
between these two layers H12 6= 0, the system behave as one and interesting physics can
be explored. We will set t1 = 1 as the basic energy scale, and restrict ourselves to zero
temperatures (T = 0), then we are left with six independent parameters in the Hamilto-
nian, viz., t2, t̃, U , V , µ1 and µ2. We now apply the Bogoliubov-de Gennes mean-field
approach to this model and arrive at a single particle mean field Hamiltonian,

H =
X

k

 
X

�,l

⇠l(k)c
†
k�lck�l +

h
�"#

1 (k)c†k"1c
†
�k#1 +H.c.

i

� t̃

X

�

h
c
†
k�1ck�2 + c

†
k�2ck�1

i!
(2.65)

where,

⇠l(k) =� 2tl(cos kx + cos ky)� µl (2.66)

�"#(k) =� U�0 � V (e�ikx�+
x + e

ikx��
x

+ e
�iky�+

y + e
iky��

y ) (2.67)

The commutation relations of the mean-field Hamiltonian with the electronic creation
and annihilation operators are given by,
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⇥
ck"1, H

MF
⇤
=⇠1(k)ck"1 +�"#(k)c†�k#1 � t̃ck"2, (2.68)

h
c
†
�k#1, H

MF
i
=� ⇠1(�k)c�k#1 +�"#⇤(k)c†k"1 + t̃c�k#2, (2.69)

⇥
ck"2, H

MF
⇤
=⇠2(k)ck"2 � t̃ck"1, (2.70)

h
c
†
�k#2, H

MF
i
=� ⇠2(�k)c�k#2 + t̃c�k#1. (2.71)

Note that instead of writing the commutation relations using {ck"l, ck#l} we write them
it terms of {ck"l, c†�k#l} which is also an independent set. From these equations we see
that since we are already working in momentum-space, the Hamiltonian was already
block diagonalized. Therefore, we did not get a sum over all creation (annihilation)
operators like we did in real space. We now use a similar Bogoliubov transformation,
motivated by the fact that it should mix creation and annihilation electronic operators.

ck�l =

0X

n

�
u
n
k�l�n � �v

n⇤

k�l�
†
n

�
 ! c

†
k�l =

0X

n

�
u
n⇤

k�l�
†
n � �v

n
k�l�n

�
(2.72)

On plugging this transformation in the above commutation relations diagonalize the
Hamiltonian to give us 8 (expanding l = 1, 2) BdG equations out of which only 4 are
independent (as stated earlier):

u
n
k"1En = ⇠1(k)u

n
k"1 +�"#(k)vn�k#1 � t̃u

n
k"2 (2.73)

v
n
�k#1En = �⇠1(�k)v

n
�k#1 +�"#⇤(k)un

k"1 + t̃v
n
�k#2 (2.74)

u
n
k"2En = ⇠2(k)u

n
k"2 � t̃u

n
k"1 (2.75)

v
n
�k#2En = �⇠2(�k)v

n
�k#2 + t̃v

n
�k#1 (2.76)

These equations can be cast into a 4⇥ 4 matrix form for each k. Bilayer model follows
from direct generalization of a single layer model discussed in the previous sections.
Therefore, instead of a 2N ⇥ 2N matrix, we will have to solve a 4N ⇥ 4N matrix that
follows from the fact that we have now increased the number of degrees of freedom.
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M(k)�(k) = E�(k) where the matrices look like,

�(k) ⌘
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M(k) ⌘
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�t̃ 0 ⇠2(k) 0

0 t̃ 0 �⇠2(�k)

1
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(2.77)

These equations defined for each k will result in 4 eigen-solutions; solving Ns such
equations defined on the Brillouin zone will give us a total of 4 Ns eigen-solutions that
are used to self-consistently define the averages: {�} and hNi.
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n
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�k#lf(En) (2.78)
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f(En) (2.81)
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X

kn

|v
n
�k#l|

2
f(�En) (2.82)

Where f(·) is the usual Fermi function that is introduced as h�†n�ni = f(En). It is
important to mention here that the tight binding model, from which the BdG equations
are derived, originates from the t � J or the superexchange model which is a strongly
correlated system (Kotliar et al., 1988). Nevertheless, it is fascinating how solutions of
repulsive Hubbard model and attractive Hubbard model are very much alike.

2.3 Topological insulators and superconductors

Topological insulators, a recent development in condensed matter physics, has attracted
attention of many scientists (Moore, 2010). These are electronic materials that have a
bulk band gap like an ordinary insulator but have protected conducting states on their
edge or surface (Hasan et al., 2010). In this section, we will first briefly introduce some

25



CHAPTER 2. METHODOLOGY

H(R0) H(Rt)
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Figure 2.3.1: Topological equivalence of two manifolds and two Hamiltonians. Notice
how the bands do not cross i.e., the ‘topology of bands’ relative to each other do not
change.

concepts of topological band theory6 and then apply these concepts to the supercon-
ducting model we introduced in the previous section.

Just as we understand topological equivalence for manifolds - deforming a coffee
mug into a doughnut - one can imagine tuning the Hamiltonian, w.r.t. some parameter,
so as to deform the band structure continuously between the two without closing the
energy gap. Such a process defines a topological equivalence between different insu-
lating states. Here the ‘topology of the bands’ is what we are interested in (Kruthoff
et al., 2017) and whether if different Hamiltonians are connected by a smooth deforma-
tion tells us if they fall in the same topological equivalence class (Asbóth et al., 2016).
This idea of classifying different insulating states based on their topological equiva-
lence becomes necessary due to some non-trivial existence of states at the boundary
(Shen, 2017). This is known as the bulk-boundary correspondence, which relates the
topological structure of bulk crystal to the presence of gap-less boundary modes. This
connection was first pointed out in quantized Hall conductance in quantum Hall effect
as originating due to accumulation of Berry phase (Thouless et al., 1982). The common
theme here between an insulators and superconductors is the gapped spectrum7, which

6It is truly fascinating that topological insulators can be understood within the framework of the band
theory of solids since the single-particle energy gap is not modified by electron-electron interactions in
an essential way.

7Of course this is not valid for dwave superconductor which has a Dirac cone like band structure,
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allows us to do a similar classifications of different gapped states and look for gap-less
edge modes at the boundary (Qi et al., 2011). The classification of different ‘vacuum
states’, is done via calculating their topological invariant - Chern number. Chern invari-
ant is like ‘genus’ invariant of a manifold; the origin however is physical. An adiabatic
transformation of Bloch wavefunctions around a closed loop results in accumulation of
a geometric phase factor which may result in a non-zero Berry phase (Bernevig et al.,
2013) given by the line integral An(k) = ihn(k)|rk|n(k)i, for higher dimensions, it
may be expressed as a surface integral of the Berry Curvature, Fn(k) = r ⇥ An(k).
The Chern invariant is then defined as the total Berry flux in the Brillouin zone,

Cn =
1

2⇡

Z

BZ
d
2kFn(k) (2.83)

One thing to note from here is that the Chern number, like the genus, is quantized8,
therefore, one cannot simply change the Chern number by small deformations. By the
bulk-boundary correspondence, the Chern invariant relates to the existence of boundary
states which we will soon see in the next chapter.

2.3.1 Chern numbers in Discrete BZ: Efficient method

We now need to use the discrete version of the formula to calculate Chern number since
we work with discrete Brillouin zone while performing all calculations computationally.
A straightforward approach for computing the Chern number would be to replace all
the derivatives by discrete differences and the integral by a summation. The Berry
connection, for instance, can be written as,

Aµ(k)�kµ = hn(k)|�µ|n(k)i (2.84)

where �µ is the difference operator �µf(k) = f(k+�kµ)�f(k) and �kµ is the smallest
displacement vector in the direction of µ. Note that while taking the differences of a
state vector, we need to keep the local gauge with which the state |n(k)i is smoothly

hence is not gapped.
8It is because if one defined a unit vector ĥ(k) = h(k)/|h(k)|, where h(k) is defined using the single

particle Hamiltonian as H(k) = h(k) · ~�. Then Chern invariant simply counts the number of times ĥ(k)
wraps around the unit sphere as a function of k.
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Figure 2.3.2: Pictorial representation of Berry phase calculation for discrete Brilluoin
zone.

differentiable near k. The Berry curvature is then defined as,

Fµ⌫(k)�kµ�k⌫ = [�µA⌫(k)� �⌫Aµ(k)] �kµ�k⌫ (2.85)

Summing this quantity over the entire Brilluoin zone under a limit �kµ ! 0, gives the
chern number. Note that this direct procedure can become computationally heavy espe-
cially when the Hamiltonian is complicated. We therefore employ an efficient method to
calculate Chern numbers, in the discrete Brillouin zone, introduced in the work (Fukui
et al., 2005), by defining a U(1) link variable, that encodes the phase information.

U
✏̂
n(k) =

hn(k)|n(k+ ✏̂)i

|hn(k)|n(k+ ✏̂)i|
(2.86)

Here, ✏̂ is a vector in the kx � ky plane that connects nearest neighbour points in the
Brillouin zone. The index n denotes the band index. Note that since we’re taking
the inner product of two states, it is obvious that the phase will be gauge invariant.
Summing this phase along a plaquette, in our case a square plaquette, gives us local
Berry curvature,

Fn(k) =
1

i
ln
⇥
U

x̂
n (k)U

ŷ
n (k+ x̂)U�x̂

n (k+ x̂+ ŷ)U�ŷ
n (k+ ŷ)

⇤
(2.87)

Note that the Berry curvature is defined within the principle branch of the logarithm,
�⇡ < Fn(k)  ⇡. Summing it over the Brillouin zone gives the Chern number for the
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n
th band,

Cn =
1

2⇡

X

k

Fn(k) (2.88)

This alternate method is much more efficient than the direct calculation that involves
calculation of derivatives of the eigenstates. First of all, this method is manifestly gauge
invariant because of the use of inner products. Secondly, it is shown that this method
strictly results in an integer therefore, even with a coarse discrete Brilluoin zone this
shall work thereby making it efficient. The reader is advised to refer to (Fukui et al.,
2005) which also provides a proof to why this method results in an integer.

29



Chapter 3

Results and Discussion

All the results produced during this work are presented in this chapter. For numeri-
cal diagonalization and reiterating the self-consistent method, Fortran 95 was used as
the basic language along with GNU fortran compiler and LAPack package for linear
algebra. All the plots and figures are made using gnuplot version 5.0.

3.1 Superconducting solution

We first plot the particle density of states (DOS) for a d�wave superconductor. Figure
3.1.2 plot (a) is just a familiar tight-binding density of states in two-dimensions. As the
SC d�wave order � is turned on, a gap exactly at Fermi energy Ef starts opening up.
The d�wave SC gap has a distinctive Dirac cone like structure unlike a clean s�wave
gap. The density of states was plotted using the Lorentzian density function defined as
d(E) =

P
states

�/⇡
�2+(E�Ei)2

with Lorenz broadening � = 0.01. The fluctuations seen on
the plot are due to the finite size of the lattice, here we used a lattice size Ns = 300.
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Figure 3.1.1: Particle density of states as d�wave SC order is introduced.
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Figure 3.1.2: Quasi-particle DOS for (a) s�wave and (b) d�wave superconductor.
Lorenz broadening used � = 0.01.

We therefore confirm the existence of the d�wave superconducting order by looking
at the density of states which clearly shows the d�wave gap and also the local SC gap
function �"#(k) which results in a similar plot as shown in figure 1.1.1 plot A. In figure
3.1.2 we show the particle density of states for the conventional s� wave order and
unconventional d�wave order. Notice how DOS only changes near the Fermi energy
reflecting the fact that Cooper pairing takes place near the Fermi surface. This also
reflects the fact that farther we go from the Fermi surface, the Bogoliubov quasiparticle
attains more electron-like (or hole-like) character.

Next, we do a few checks to ensure the symmetry that we presented in equation
(2.57). Recall, since we have a block diagonal matrix (2.56), we could map all the neg-
ative states from lower block to the positive states of the upper block and then consider
the total spectrum of the upper block only to calculate averages. We concluded that one
of the blocks in the Hamiltonian is enough to give the whole spectrum of eigenstates
in the system - this statement is general, whether the system has disorder or not! If
there is, additionally, spin degeneracy in the system, as in the case of spin-independent
disorder, the spectrum generated with one of the blocks in the Hamiltonian will be sym-
metric about zero energy. Furthermore, this same spectrum can also be generated with
the other block of the Hamiltonian. Now if we break the time reversal symmetry, the
symmetric spectrum generated by the blocks is lost. In this case, even though we did
prove the E/�E symmetry due to redundancy, we would like to test this numerically.
Figure 3.1.3-(a) shows the energy spectrum of the two blocks. The spectrum of the top
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V = 2.0
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Bz = 0.1

Top block
Bottom block w/ 
transformation(a) (b)

Figure 3.1.3: (a) Energy spectrum of two blocks from equation (2.56), (b) Ground state
energy variation with iteration, inset: particle density variation with iteration.

block is plotted as it is, but the spectrum of the lower block is multiplied by �1 and
then plotted to match it with the spectrum of the top block. We can see the two spectra
exactly matches even when the time reversal symmetry is absent. This fact allows us
to work with one of the blocks and discard the other without even worrying about the
presence of time reversal symmetry. A real space matrix was chosen for analysing the
spectrum, shown in figure 3.1.3, in the presence of spin-dependent disorder (on-site and
hopping) with disorder strength Ve = Vt = 2.0 and Magnetic field strength Bz = 0.1.
This matching was also performed when the initial �s are randomly assigned (at each
site) which also resulted in confirming the E/�E symmetry. Therefore one can always
choose to work with one of the blocks with appropriate mapping.

Next we monitor the ground state energy as self-consistency loop progresses and
is shown in figure 3.1.3-(b). The self-consistency loop converges at around 180th it-
eration. Note that we had shown earlier that self consistency is equivalent to energy
minimization. From figure 3.1.3-(b) it seems like the least energy solution is not pre-
ferred. The parameter choice is U = 3.2, V = 2.0, hNi = 0.875 where the density is
held fixed by changing the chemical potential dynamically as the self-consistency loop
progresses. As can be seen, the energy decreases with iterations - there is however a
point (around 150th iteration) where it has increased, this is due to the fact that in the
code the particle density is maintained to a desired value, which is hNi = 0.875. As
the energy decreases the particle density increases, see inset yellow region, but we do
not want that solution, the re-adjustment of chemical potential forces the ground state
energy to increase which corresponds to a minima with constraint on particle density.

32



CHAPTER 3. RESULTS AND DISCUSSION

 0

 0.1

 0.2

 0.3

 0.4

 0.05  0.1  0.15  0.2

 0

 0.1

 0.2

 0.05  0.1

Vt = 0.25 Vt = 1
(a) (b)

�
Egap

T T

�
/E

ga
p

Figure 3.2.1: Egap and � variation with temperature at different disorder strengths.

This was further verified when the density fixing was turned off and density was left
to converge to any desired value: no ground state energy rise was observed with itera-
tion. In conclusion, the k dependence to the SC gap function comes from the nearest
neighbour attractive potential, as can be seen from equation (2.17), results in producing
the correct d�wave quasiparticle DOS spectrum as observed in experiments. Different
configurations of correlation functions {�±

x ,�
±
y } give us different unconventional su-

perconducting orders which we will soon see become stable self-consistent solutions.
We also checked the spectrum of the Hamiltonian and confirm the E/ � E symmetry
due to redundancy.

3.2 Spin-dependent disorder

In this section, we reproduce the results by Nanguneri et. al. (Nanguneri et al., 2012)
using the real space calculations introduced earlier. The model used in this work is
slightly different from the one in previous section - the nearest neighbour interaction
is absent. Only on-site attractive potential is considered therefore, this corresponds to
working with only conventional s�wave order. As we discussed earlier, an s�wave su-
perconductor is robust against disorder, however the story changes if we consider spin-
dependent disorder. In (Nanguneri et al., 2012), they have considered two kinds of spin-
dependent disorder - on-site disorder and hopping disorder - and showed that energy gap
and averaged s�wave order parameter vanish, unlike the case of spin-symmetric disor-
der, at some critical value of disorder strength. They also showed that energy gap van-
ishes first which leads to existence of a gap-less superconducting state. In this section,
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Figure 3.2.2: Egap and � variation with on-site interaction U at different disorder
strengths.

we do a similar analysis and confirm their reports. Qualitatively the phase diagrams are
similar for both kinds of disorder so we only show plots with hopping disorder. The su-
perconducting order parameter � is defined as � = �Uhci#ci"i and the energy gap Egap

is the first excited state above the chemical potential. All calculations are performed
on a two dimensional attractive Hubbard model of size 24 ⇥ 24. Figure 3.2.1 shows
Egap and � variation with temperature at different disorder strengths at fixed U = �2.
Clearly, the SC order parameter � is more robust against disorder than the energy gap
which suggests that at some critical disorder strength, a gapless superconducting state
exists where � 6= 0 and Egap = 0. Once the superconducting order parameter � is
destroyed, the energy gap again become non-zero and increases. This reflects the fact
that since there is no superconducting order remaining locally Anderson insulating state
takes over. Also notice that the critical temperature of transition is lowered significantly
as the disorder strength is increased. It is however not necessary that the energy gap
Egap is always less than the SC order parameter �. Figure 3.2.2 shows that for low
disorder Vt = 0.5, as on-site attractive potential is increased, the energy gap and the
SC order parameter increases without bound and Egap < � always. However, at higher
disorder strength Vt = 2.0, the SC order parameter converges with increasing U and
the energy gap increases without bound. This results in energy gap becoming greater
than SC order parameter at some U . Next we present a two-dimensional Vt � T phase
diagram. Figure 3.2.3 shows the different phases - Gapped superconductor (SC), Gap-
less superconductor, and Anderson Insulator. The on-site potential was kept at U = �2

and the average particle density was maintained at hni = 0.875 for this phase diagram.
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Figure 3.2.3: Vt � T phase diagram showing gapped SC, gapless SC, and Anderson
insulating phases.

The phase diagram with on-site spin-dependent disorder is qualitatively similar to the
one shown here. The gapless SC phase has lowest-lying quasiparticle excitation energy
to be zero. This suggests that in the Gapless SC state, there are islands of Anderson
insulating and superconducting states and these gapless states lie in the Anderson insu-
lator region where there is no SC order locally. In conclusion, we confirm the reports
by Nanguneri et. al. in (Nanguneri et al., 2012) by explicitly matching every plot in
their article by our calculations.

3.3 (�U,�V ) monolayer model

In this section we work with uniform system and include nearest neighbour interac-
tion term to incorporate unconventional superconductivity. Fourier transforming nearest
neighbour interaction term brings in the k�dependence to the SC order parameter via
equation (2.17). It is thus believed that nearest neighbour attraction favours the forma-
tion of a Cooper pair with a large amplitude of the wave function at non-zero distances,
rather than at the origin which is the case for on-site attraction. This is achieved by the
electrons in the pair having finite relative orbital angular momentum which gives rise to
unconventional superconductivity. Strong on-site Coulombic repulsion may also favour
formation of Cooper pair with large amplitude therefore it is for that reason sometimes
unconventional superconductivity is also thought be a phenomenon of strong correla-
tions. In figure 3.3.1 we show one-dimensional phase diagram showing different self-
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Figure 3.3.1: (a) One-dimensional phase diagram with fixed density, (b) dwave SC
order variation with temperature in the presence of Zeeman field.

consistent unconventional superconducting orders stable at different particle densities
at T = 0 and V = �2.2, U = �1. The exotic d + px mixed phase seem to be stable
at densities from 0.6 to 1.0 for all but weak attractive potential. In the case of weaker
attractive interaction, |V | < 2 only d�wave SC order is stable. The two dimensional
U � n and V � n phase diagrams, although not shown here, are qualitatively similar
to the ones reported in (S. Nayak et al., 2018). The mixed d + px phase is particu-
larly interesting because it is a mixed singlet and triplet superconductor! Although, a
possible mixing of a p�wave component with the d�wave order has been inferred via
thermal transport measurements (Movshovich et al., 1998) and some theoretical studies
(Gor’kov et al., 2001), the understanding of such exotic phases is still lacking.

Lower densities favours the well known px + ipy SC order and extended s (denoted
by s

⇤). Note that due to the presence of attractive interaction U , s⇤ is always accompa-
nied by the conventional swave order which is not shown here but it is to be remembered
that it is always present along with s

⇤. In plot 3.3.1-(b), we show temperature depen-
dence of d�wave order in the presence of Zeeman field, at V = 2.0 and hni = 1.0. In
the presence of higher Zeeman field, which is responsible for asymmetry between up
and down spins, critical temperature decreases since the Cooper pair we are considering
in our case consists of up-down pairing. It is expected that a Cooper pair with up-up (or
down-down) pairing will get more stabilized with increase in Zeeman field.

Next in figure 3.3.2 we show ground state energy variation with the phase difference
between mixed SC orders to show the phases we have obtained are indeed the most
stable configurations possible. Mixture of only (px and py) and (d and s⇤) prefers to
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have a relative phase difference of ⇡/2 to attain a energetically stable configuration.
These agree with the self-consistent SC solutions we have observed in this model.

Now, we would like to topologically classify the SC phases, obtained in 3.3.1, based
on their Chern indices, presented earlier in (2.88), and band structures. From the Bulk-
boundary correspondence, a Chern number calculated for a Hamiltonian with toric (pe-
riodic in x and y direction) boundaries will tell us about the existence of edge modes
in one less dimensions which, in our case, is a cylinder geometry. In cylinder geom-
etry, we open the periodic boundaries along one of the directions and keep the other
direction periodic - which looks like a cylinder. To solve for this Hamiltonian, we can
think of an open chain with Nx orbitals and consider this chain to be periodic with Ny

such chains. Note that only one of kx and ky is a good quantum number in the cylin-
der geometry. Fourier transforming this model will lead to a 2Nx ⇥ 2Nx matrix which
gives the band structure as shown in figure 3.3.3 for different SC orders. The colorline
shows the wavefunction weight on either side of the cylinder indicating which band is
responsible for a wavefunction concentrated at the edge (edge state). Clearly, px + ipy

SC order has a band crossing which may be due to non-zero Chern number. An intrigu-
ing situation occurs for dx2�y2 + px order where band crossings in the gap suggests a
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order.

pair of states are present on each edge, while the topology of the bulk band will remain
trivial in this case as the states traverse back to their respective original band. A similar
situation occurs for s⇤+ px order where the bands do not cross but mid gap states exists
which have finite support on the edges. The Chern analysis leads to a Chern number of
+1 for px + ipy SC phase whereas, dx2�y2 + px and s

⇤ + px has a Chern number of 0 as
expected for all values of the chemical potential µ.

In figure 3.3.4 we show local Berry curvature F (k) calculated using equation (2.87).
For orders dx2�y2 + px and s ⇤+px, locally the Berry curvature has positive values and
negative values at various locations in the Brillouin zone. Summing the Berry curvature
over the Brillouin zone will cancel these contributions and leads to zero Chern number.
The story of px + ipy SC phase is however different. The local Berry phase is only
positive therefore there is nothing to cancel the local contributions. Summing over the
entire Brillouin zone adds the local contributions and give a Chern number of 1. Notice
that these plots are shown at a particular value of µ and thus the shape and values of
local Berry curvature change as we vary µ, however the overall feature of local Berry
curvature cancellation do not change and hence the Chern Number is insensitive to the
chemical potential here. We will soon see that in bilayer systems, the Chern number for
px + ipy phase will become chemical potential dependent!

3.4 (+U,�V ) monolayer model

Next, we move to a case when the on-site potential is repulsive. For this case, we
expect anti-ferromagnetic order to appear when U is large as compared to the nearest
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neighbour attractive potential V . In figure 3.4.1-(a) we show the AFM order parameter,
staggered magnetization MAF variation with increasing on-site repulsive potential. As
expected increasing U , which is responsible for the existence of AFM order, enhances
the AFM order while SC orders all remain zero until the magnetization saturates. No-
tice that when V = 0, there exists magnetic order even when U ! 0; this is due to
spontaneous magnetization due to energy minimization. Once V is turned on, spon-
taneous magnetization do not occur. Also note that at fixed U , magnetization in the
presence of V is more than the case when V = 0! This is due to the Hartree shift (mean
field density channel) terms that are present when V is non-zero. The term looks like,
HI = �V

P
ij� ni�hnj�̄i which favour AFM order to lower ground state energy.

We now do a self-consistent calculation at varying on-site repulsion U and nearest
neighbour attraction V . Figure 3.4.1-(b) shows stable solutions with varying U and at
fixed V = �1. The calculation was performed in real space formalism with lattice size
to be 24 ⇥ 24 and particle density fixed at hni = 0.875 We expect for large U , AFM
order to dominate. Interestingly, we observe coexistence of AF and SC order as U in-
creases! It is also very interesting that we could find only coexistence of d�wave order
with AFM. In the case of AF+SC coexisting phase, when we look at the local super-
conducting order we see a non-uniform feature - the SC order forms alternate patterns
of high and low SC order parameter very much like an AFM staggered magnetic order.
This non-uniform modulated structure exists only in the presence of an AFM phase.
This SC modulation is a special case of pair density wave of (⇡, ⇡) ordering in d�wave
superconductor. The unit cell is doubled in (⇡, ⇡) ordering and the two sublattice sites
are labelled as site A and site B, which correspond to their respective SC order param-
eter �A/B

d in figure 3.4.1(b)-(c). From plot (b), we observe that the SC order is uniform
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when, U is small enough that no AFM order is present. Once U becomes large, the
two sites attain different SC orders - as long as the AFM phase becomes more enhanced
with increasing U , the difference |�A

d | � |�B
d | for two sub-lattice sites also increases.

In figure 3.4.1-(c) we show order parameter variation with V at fixed U = 2.5. Here
again we see that site A and site B attains different SC order parameter when d�wave
order coexists with AFM. Large V limit is where pure d�wave (uniform) superconduc-
tor exists. Only when V ⇡ U then the AF+SC (⇡, ⇡) pair density wave exists. Further
increasing V results in a mixed d + p phase. We now look at temperature variation of
this AF+SC coexisting phase.

Figure 3.4.2-(a) shows the temperature variation. We see that with increasing tem-
perature the SC order is destroyed first, this transition from AF+SC phase to a purely
AFM phase changes the trajectory (variation) with temperature with a kink and finally
the magnetic order goes to zero. If we were to extrapolate the magnetic order, at say
T = 0.2, to a saturated zero temperature magnetic order, we will end up with a slightly
lesser value than what it actually attains. This suggests that the anti-ferro order gets en-
hanced by the co-existence of (⇡, ⇡) modulated d�wave superconducting order. This
same behaviour is also observed with Zeeman field variation. This may be a hint that
the AFM in the presence of the SC phase behaves slightly differently when only the AF
phase is present. Which supports the statement that SC+AF phase is really a new order
rather than just being a mixed order! Now since we are working in real space formal-
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ism, being limited by computational power that all these calculations were performed
on a lattice size of 24 ⇥ 24. We therefore ask whether this behaviour is a consequence
of finite size. To prove that the AF+SC phase is stable with lattice size we run the sim-
ulation for different lattice sizes as shown in figure 3.4.2-(b). There are fluctuations for
lattice sizes below 15 however, the solution seem to converge for higher lattice sizes
therefore we can say the existence of AF+SC order is not a manifestation of some finite
size effect.

Next we show a two dimensional V � n phase diagram with all the exotic phases,
see figure 3.4.3-(a). This diagram was plotted at T = 0 and U = 2.5. Notice that
the phase diagram is qualitatively similar to the phase diagram for (�U,�V ) model
expect for the fact below a value of V ⇡ 2, metallic phase exists at densities away from
half-filling and near half-filling AFM exists. This can be understood as in (+U,�V )
model, there is a completion between on-site repulsion and nearest neighbour attraction
therefore below a threshold V the phase diagram is due to on-site repulsion and above
that limit attractive interaction dominates and hence the phase diagram is similar to the
one for (�U,�V ) model.
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3.5 (�U,�V ) bilayer model and proximity effect

After understanding the phase diagrams in monolayer models we now introduce a
metallic tight binding layer in proximity to the first. We do this by introducing a new
parameter, t̃, that couples the two layers by allowing interlayer tunnelling. We label the
SC layer which has (�U,�V ) interactions present as layer 1 (l = 1) and a metallic
layer which is just a tight binding model as layer 2 (l = 2). The Bogoliubov-de Gennes
equations for this model are derived in section 2.2. Allowing the electrons to tunnel be-
tween the two layers naturally gives rise to proximity effect since the Cooper pairs will
now have non-zero amplitudes in the metallic layer due to tunnelling. This forces the
metallic layer to attain non-zero pair correlations which will be a signature of induced
SC we will look for. These correlations are calculated similar to the self-consistent
correlations for the SC layer but they are not fed back into the Hamiltonian as self-
consistency is performed. Only the pair correlations for SC layer enter the Hamiltonian
for self-consistency. To test this, we first perform checks in the limit t̃ = 0, which
decouples the two layers, and we obtain the monolayer results and also the pair correla-
tions in layer 2 are zero. By plotting the density of states for layer 2 in this limit resulted
in a metallic DOS with van hove singularity as is expected. Then we slowly turn on the
interlayer coupling t̃ and monitor what happens to the pair correlations in both the lay-
ers. Figure 3.5.1 shows the s�wave order parameter for layer 1 (SC) and layer 2 (metal)
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as interlayer tunnelling is increased. To compare our results with previously reported
results we also show a plot 3.5.1-(b) taken from (Zujev et al., 2014). The induced (in
metallic layer) pairing correlations becomes non-zero as t̃ is turned on, meanwhile the
pairing correlations in the superconducting layer decreases. This decrease is natural
since Cooper pairs now have non-zero support in layer 2 and consequently lesser sup-
port in layer 1. As t̃ is further increased, the SC in both the layers is eventually killed.
One immediate thing to notice is that the critical value of tunnelling is the same for both
the layers. This makes sense because the energy gained from attractive interaction is
now overcome by the energy gained from interlayer tunnelling. This is further checked
by increasing the attractive potential in layer 1 increases the critical value of interlayer
tunnelling. We now define layer-wise density of states,

⇢i�l(E) =
X

n

�
|u

ln
i�|

2
d�(En � E) + |v

ln
i�|

2
d�(En + E)

�
(3.1)

where d�(En � E) = �/⇡
�2+(E�Ei)2

. This definition is a generalization of the previous
definition where instead of just doing a sum, we do a weighted sum using the wave
function amplitude to get the local site-wise density of state and then we do a layer
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Figure 3.5.3: SC order transitions induced by tunnelling t̃, bandwith of the metallic
layer t2, and gate voltage µ1 � µ2.

average of ⇢i�l(E) to get the layer-wise density of states,

⇢l(E) =
X

i�2l

⇢i�l(E) l 2 {1, 2} (3.2)

Let us now look at the density of states in the induced layer to get some information
about the nature of the induced superconducting order. In figure 3.5.2 we show how
interlayer tunnelling alters the density of states of the two layer. Plots (a) and (b) show
the DOS for layer 1 and 2 respectively for the case when t̃ = 0. In this limit the two
layers are decoupled and therefore we obtain, in layer 1, the usual s�wave SC gap and,
in layer 2, the two dimensional tight binding DOS. As t̃ is switched on, both layers
become gapped and have two pairs of coherence peaks each. These pairs of coherence
peaks portray the fact that there are two different superconducting gaps present. It is
very interesting since existence of such multiple pairs of coherence peaks is sometimes
referred to as a signature of mixed superconducting order but in this case it is really just
a feedback from the proximity effect that shows this behaviour.

We now show that interlayer tunnelling can bring about transitions in superconduct-
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Figure 3.5.4: Connection of superconducting transitions to Lifshitz transitions in the
non-interacting model.

ing order. Not only interlayer tunnelling, these transitions can also be controlled by
experimentally viable control parameters, the bandwidth of the metallic layer and the
gate potential. Figure 3.5.3 show such transitions. In plots (a) and (b) starting with
some initial configuration in our the parameter space, we start increasing interlayer tun-
nelling t̃. At first the usual proximity effect behaviour is observed as was observed in
figure 3.5.1. On further increasing t̃, px + ipy order becomes non-zero whereas d (or
d + px) goes to zero. Then again a transition occurs to s

⇤ on further increasing t̃ after
which superconductivity finally is killed. The second layer just mirrors the phases that
appear in layer 1 and can be seen from the insets in figure 3.5.3-(a-b). Such transi-
tions are also observed when the bandwidth of the metallic layer t2 is changed figure
3.5.3-(c) and with gate potential µ1 � µ2 also, 3.5.3-(d). These simulations were per-
formed while keeping the densities in each layer fixed and equal except for the plot
(d). However, this was also checked when this fixed density restriction was relaxed -
the one-dimensional phase diagrams are qualitatively similar to the ones shown. We
would like to emphasis that this feature rules out the possibility that superconducting
transitions reported here can simply be a consequence of effective density change in
layer 1. In figure 3.5.4 we show that some of the superconducting transitions correlate
perfectly with Lifshitz transitions in the corresponding non-interacting (U = V = 0)
model. Lifshitz transitions are transitions of the topology of the Fermi surface and these
transitions are known to give rise to anomalies in the electron characteristics of metals

46



CHAPTER 3. RESULTS AND DISCUSSION

-1

-0.5

 0

 0.5

 1

−π π 0

-0.5

-0.25

 0

 0.25

 0.5

-1

-0.5

 0

 0.5

 1

−π π 0

-0.5

-0.25

 0

 0.25

 0.5

-1

-0.5

 0

 0.5

 1

−π π 0

-0.5

-0.25

 0

 0.25

 0.5

-1

-0.5

 0

 0.5

 1

−π π 0

-0.5

-0.25

 0

 0.25

 0.5

� = � 0.7

(a) (b)

(c) (d) (e) ( f )

� = � 1.3

� = � 2.8 � = � 3.1 � = � 4.2 � = � 5.1

En

En

k k k k

-1

-0.5

 0

 0.5

 1

−π π 0

-0.5

-0.25

 0

 0.25

 0.5

-1

-0.5

 0

 0.5

 1

−π π 0

-0.5

-0.25

 0

 0.25

 0.5

-1

 0

 1

-6 -4 -2  0  2  4  6

First excited state
Highest filled state

�

En

Cn

-2

-1

 0

 1

 2

-6 -4 -2  0  2  4  6

C2
C1

C1+C2

-1

(g)

(h)

Figure 3.5.5: Band structure of px + ipy and its variation with chemical potential µ in
bilayer model calculated in cylinder geometry.

(Volovik, 2017). Figure 3.5.4-(1) corresponds to (a) and (b) while (2) corresponds to (c)
and (d). The non-interacting Fermi surfaces show a qualitative change as the supercon-
ducting order changes abruptly. The electron-like Fermi pocket near k = 0 disappears
and therefore, one of the non-interacting bands stops contributing to pairing. This back-
ground Lifshitz transitions changes the topology of the Bogoliubov quasi-particle bands
which induces a topological superconducting transition. Note that this correspondence
is not found for all such transitions.

Next we characterize the non-trivial px + ipy phase in terms of edge-state spectra
and Chern indices as we did for the monolayer case. First we analyze Berry curvature
and compute topological invariants, Chern numbers, associated with each quasiparticle
band (since we now have two filled bands at T = 0). Interestingly, the topological
character of a SC state changes with the chemical potential µ (= µ1 = µ2). In figure
3.5.5-(g-h) we show the SC gap as a function of chemical potential. The gap closes and
reopens upon varying µ. Each such gap closing is associated with a change in the total
topological invariant, C1 + C2 of the bands. We also compute the edge-state spectra
by imposing open boundary conditions in one of the directions, leading to cylinder
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Figure 3.5.6: t̃ � (µ1 � µ2) phase diagram at T = 0 and U = 1, V = 2.5 for bilayer
model.

geometry, and plotting the tower of states as a function of kx or ky. Figure 3.5.5-(a-f)
show the Band structure for representative values of µ corresponding to the black dots
marked on the Chern number plots. The color code on the energy eigenvalues represents
the difference of the weight on left and that on right edges of the corresponding state.
From plots (a) to (b) two states cross the bulk gap, however the gap is crossed twice
which is reflected in the change in Chern number from 0 to -2. Notice for (a), although
both bands have a non-zero Chern number, the total Chern index is zero. From µ =

�2.8 to µ = �3.1, one of the bands pulls away and only one pair of edge states remain
and correspondingly, Chern number for one of the bands become zero (Batra et al.,
2019). Finally, from µ = �4.2 to µ = �5.1 another pair of edge states pull away and
the total Chern number becomes zero. Finally, in figure 3.4.3 we show t̃ � (µ1 � µ2)

phase diagram at T = 0 and U = 1, V = 2.5. Notice how at non-zero µ1, asymmetry
is present whereas for µ1 = 0, the phase diagram is symmetric about µ1 � µ2. As µ1

is changed from 0, an island of d�wave region appears and extends in size. Also the
px + s

⇤ order is seen to be stable only on one of the sides of the diagram as µ1 moves
away form zero.

Finally, I would like to end this chapter by reminding that insights from our results
on a simple model for proximity induced superconductivity may open up a new route
to discover topological superconductors.
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Chapter 4

Concluding Remarks

We first summarize some of the results we discussed in the previous chapter - after de-
veloping the models and methods we first performed some consistency checks in order
to obtain what we already know about superconductivity. This involved studying the
density of state (DOS) spectra for various superconducting phases and comparing them
to experimentally measured DOS via STM. Switching on superconductivity opens a
gap at the Fermi energy (in our case zero energy) which corresponds to the van Hove’s
singularity point (since our non interacting model is 2D metallic) ref. 3.1.1. In the
conventional case we obtain the gap being equal to the difference between the two co-
herence peaks which indeed was equal to 2�op ref. 3.1.2(a). For the unconventional
case this is not always true - in the case of d�wave order the gap is always zero (ref
3.1.2(b))! After that we did some checks on the symmetry property of the BdG method
due to redundancy - the spectrum obtained from the two blocks of the 4⇥4 Hamiltonian
was checked. We obtained that the two spectra (eigenvalue and eigenvectors) matched
(with appropriate transformation) with the error being in the 7th decimal place that is in-
terpreted to be a numerical error ref. 3.1.3(a). We also checked whether self-consistent
method is equivalent to energy minimization by varying different order parameters and
calculating their ground state energies ref. 2.1.3. Verification of the code was also per-
formed by reproducing the results in (Nanguneri et al., 2012) in which the interplay of
spin-dependent disorder and superconductivity was studied. It was found that the en-
ergy gap, which was defined as the first excited state above the chemical potential, and
the superconducting order parameter vanish at different disorder strengths leading to a
gapless superconducting state. All the results claimed in (Nanguneri et al., 2012) were
reproduced within the numerical error.
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Next we showed how nearest neighbour interaction strength supports unconven-
tional (sometimes mixed) superconducting phases ref. 3.3.1. We also performed Chern
number calculations and characterized these phases based on their Chern indices and
found px + ipy as topologically non-trivial. This claim was further tested by looking
at their band structures in one lesser dimensions which did result in band crossing ref.
3.3.3 - these states corresponded to edge states. Band crossings were also observed in
d + px phase but those states traverse back to the original band - this may have links
to Berry curvature being locally non-zero (ref. 3.3.4) but on summing over the entire
Brillouin zone, resulted in zero Chern index. Although we may be tempted to call d+px

phase topologically trivial but as shown in a recent work (F. Liu et al., 2017), we can
have topologically non-trivial phases with zero Berry curvature. The existence of edge
states in d + px SC state puts us in doubt. It is shown in (F. Liu et al., 2017) that the
topological invariants are not calculated from Berry curvature, since it turns out to be
zero. Instead, Berry connection whose integration over the momentum space, the so-
called 2D Zak phase (Zak, 1989) provides the topological invariant for such a system.
Therefore the topological classification of d+ px is unclear.

We then introduced on-site repulsive interaction that supports AFM order - this
allowed us to study the competition between superconductivity and anti-feromagnetism.
Interestingly, we found a region where both these phase coexisted ref. 3.4.3(a). On
further exploration, if was found that due to their coexistence, the AFM order gets
enhanced 3.4.1,3.4.2. The local SC pairing correlation variation revealed the (⇡, ⇡)

pair density modulation 3.4.3(b). This presents us with a problem of defining the order
parameter from the correlation function. Since now two adjacent bond-links on the
lattice attain different pair correlations, we need to figure out how to define the triplet
component. For example, to define, say px order, there are two ways,

�i
px

?
= hci+x#ci"i � hci�x#ci"i (4.1)

and
�i

px

?
= hci+x#ci"i � hci#ci+x"i (4.2)

This ambiguity in defining the order parameters needs to be sorted out before we go
ahead and claim a phase to be whether of d�wave type or p�wave type. Once this
ambiguity is resolved, a momentum space calculation for this model can be set up
with the lattice allowing (⇡, ⇡) ordering which will further add to the complexity of

50



CHAPTER 4. CONCLUDING REMARKS

our calculations. Also, there is a problem of mean field approximation that we have
made throughout our calculations. Mean field approach do not capture the physics aris-
ing due to quantum fluctuations. They become necessary close to the phase boundary
where quantum fluctuations become large and cannot be neglected. In previous reports
(Abram et al., 2013), they have shown how these anti-ferro and superconducting co-
existing phase may be a consequence of approximation. The exact calculations, which
of course is very tedious to do due to its extremely large Hilbert space, may not have
such coexisting phases. Although a possible mixing of a p�wave component with the
d�wave order has been inferred via thermal transport measurements (Movshovich et
al., 1998) and some theoretical studies (Gor’kov et al., 2001); this question of going
beyond mean field approach is relevant even in the (�U,�V ) model where the stability
of the mixed singlet and triplet superconducting phase, d+ px needs to be checked.

We then studied proximity effect by coupling the 2D EAHM with the tight-binding
model via interlayer tunnelling. We showed that such a prototype model of proximity
induced superconductivity displays transitions between topologically trivial and non-
trivial SC states ref. 3.5.3. It is worthwhile to note that a general treatment of the su-
perconducting pairing correlations, as previously carried out in (S. Nayak et al., 2018),
which allows for various broken symmetry order parameters (singlet or triplet) is im-
portant to obtain the non-trivial topological transitions. In defining the model, we do
not impose any symmetry constraints on the correlation function expect for the fact that
they need to be uniform in order to be considered in momentum space. This uniform
condition rules out the possibility of any kind of pair density wave or, in general, Fulde-
Ferrell-Larkin-Ovchinnikov1 (FFLO) type of order to exist. This is worth mentioning
since we witnessed such states in section 3.4. On the whole, the general treatment con-
sidered in the work compares energies of different superconducting broken symmetry
phases and selects the one most stable for a given configuration. It is also worth noting
that since we work in discrete space, we have defined our order parameters according to
those finitely many discrete points2. A natural extension to this work would be to allow
of all components of triplet pairing, "" and ##, the ones we neglected in the beginning.
Since these pairings will result in a triplet superconductor, we expect them to be rele-
vant where either px + ipy SC phase is stable or d + px singlet-triplet mixed phase is

1One of the characteristics of FFLO state is that the Cooper pairs have non-zero total momentum
(hc�k+q#ck"i 6= 0) and a spatially non-uniform order parameter.

2The true symmetry properties of the correlation functions can be known only in continuum
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stable. An important question after allowing all triplet pairings would be the effect of
Magnetic field on superconductivity - since Zeeman field break the "-spin and #-spin
degeneracy, we expect a competition within the triplet superconductivity in the pres-
ence of magnetic field. Finally, the results presented in section 3.5 are directly relevant
to systems that exhibit superconductivity in atomically thin layers, such as monolayers
of CuO2 (G.-Y. Zhu et al., 2016) and bilayer graphene (Cao et al., 2018).

Although a microscopic theory of unconventional superconductivity is still awaited,
the models considered in this thesis can serve as an effective description of many un-
conventional superconductors. In the end, I would like to say that it is probably not
an exaggeration to say that the field of superconductivity remains as young as it was a
hundred years ago, being able to constantly surprise and fascinate even the most expe-
rienced researchers.
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