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Notation

Symbol Name

T Center of rotation

c speed of ultrasound of reference medium

d Spacing between two detector elements

l Length of the linear array

r Radius of the curved array

Φ Rotation angle

p0 Initial pressure

Ps Position of the external photoacoustic point source

Pd,i Position of the ith sensor element

Ps,k Position of the kth source

ti Observed time of flight

si Sensor that detected the measurement

γi Source number responsible for this measurement
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Summary

The photoacoustic tomography is a technique used to display an image representation

of a cross section through a human body using a phenomenon of photoacoustic effect.

In this phenomenon, acoustic energy is generated when optical energy is provided

to photoacoustic object. Using the generated acoustic signal it is possible to obtain

the image of optical absorption distribution of the object. By adding point Photoa-

coustic source, which when illuminated with pulsed optical energy acts as a point

ultrasound source. It allows simultaneous imaging of optical absorption distribution,

speed of ultrasound sound distribution and acoustic attenuation distribution. The 3D

Photoacoustic tomography setup gives collection of the 2D image representation of a

cross section through an object at different projection angle. By further processing

of this 2D image’s, the 3D representation of the object can be obtained. In order to

get the accurate 3D representation of the object calibration of the setup is necessary.

The presented thesis work deals with the calibration of the 3D imaging photoacoustic

tomography setup. The accuracy of the reconstructed image representation of the

3D object is determined by the accuracy of the calibration of the setup. The exact

geometrical (or calibration) parameters need to be known because of many factors

like, a) Sensors position offset which arrive during fabrication is unknown, b) Difficult

to align the detectors straight and exactly parallel to z-axis. c) Difficult to fix the

centre of rotation at pre-assigned co-ordinates. To get the parameters algorithm that

is mentioned further were followed.

The thesis work is divided into four parts; the first part consists of Introduc-

tion about the concepts that are used in this work.

The second part consists of construction simulation based model, which in-

cludes photoacoustic source and detector array rotating at different projections in

3D Photoacoustic tomography setup. This simulation based model is constructed in

order to get raw detector signal.

The third part consists of signal processing of pressure wave (acoustic signal),

because the received detector signal has noise and some low amplitude measurements.

It includes extracting the time of flight using template based approach and a procedure

is prescribed for the same. It also includes classifying the time of flight and grouping
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them using RANSAC(3) method to recognize the source from which it is coming from,

identify the number of sources and Estimate the position of sensors(16).

The fourth part consists of estimating the speed of ultrasound and centre of

rotation of the detectors array by first obtaining the initial guess and then the final

estimate. Accuracy of calibration was also included in this part to find the uncertainty

in the estimated parameters(16). In the last section of this part thesis is concluded.
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Chapter 1

Introduction

1.1 Motivation

NIR (near-infrared) light has a reasonable penetration depth of 10 - 100 mm in soft

tissue (1), which makes it less harmful than Gamma radiation which are the most dan-

gerous form of ionizing radiation. Using the photoacoustic signal also avoids ‘radiation

sickness’, which can occur in the case of gamma radiation. The combined property of

Light (photo) and sound (acoustic) is the strength of photoacoustic tomography. The

pulse of the laser light can be adjusted such that the acoustic wave generated by it is

ultrasound. The contrast depends on the absorption of optical energy which is high

as compared to ultrasound imaging (ultrasound is involved in the detection process

only). The resolution is high as compared to pure optical pure optical tomography, as

it depends on scattering during propagation in soft tissue (ultrasound low scattering).

Hence it has advantages over both pure optical pure optical tomography and pure

ultrasound imaging.

The photoacoustic tomography is a technique which gives an image without

any piercing or tampering of the object. Due to the non-ionizing property of photoa-

coustic tomography, it can be safely used in medical diagnostics which are related to

the micro-vascular systems.
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1.2 The photoacoustic effect

The photo acoustic effect is the conversion of absorbed optical (or electromagnetic

energy) to acoustic energy. This phenomenon occurs due to the thermoelastic property

of the material(5; 6). Pulsed optical energy is required to observe this phenomenon.

Figure (1.1) Photoacoustic effect

When the emission of optical energy is

‘ON’, the optical energy is absorbed by

the material which causes heating of the

material and subsequent thermal expan-

sion gives rise to initial pressure (p0)

within the material. This initial pressure

propagates in space with time (outward),

when the laser exposure is ‘OFF’ and material tries to retain its shape. Another

acoustic wave is generated by introducing another laser pulse and same is followed to

generate several acoustic waves.

A short pulse of optical energy is required to generate an efficient or opti-

mal pressure wave. The pulse width of the laser is determined by considering the

conditions of thermal confinement and stress confinement. The heating of the ma-

terial due to the absorption of optical energy can be represented with a space and

time-dependent function H(r,t). This heating can be defined as the amount of ab-

sorbed energy per unit volume per unit time. If T(r,t) is the temperature distribution

function then the resulting rise in temperature due to heating can be represented as

(2):

ρCp
∂T (r, t)

∂t
= λ∇2T (r, t) +H(r, t) (1.1)

ρ [kg/m3] is the density of the material,Cp [J/(K kg)] is the specific heat and

λ [J/(K m s)] is the thermal conductivity. Under the condition of thermal confinement

heat diffusion can be neglected, so eq (1.1) will become:

ρCp
∂T (r, t)

∂t
≈ H(r, t) (1.2)
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Temperature rise in the confined volume is related to build up of local pres-

sure. Due to the this pressure gradient the pressure wave propagates outwards which

can be written as,

∇2p(r, t)−
1

c2
∂2

∂t2
p(r, t) = −

β

Cp

∂

∂t
H(r, t) (1.3)

c [m/s] is the speed of ultrasound and β[K1] is the volume thermal expansion

coefficient.Now under the condition of thermal confinement, using (1.2), the generated

excess acoustic pressure distribution is related to the heating function with a relation:

∇2p(r, t)−
1

c2
∂2

∂t2
p(r, t) = −βρ

∂2

∂t2
T (r, t) (1.4)

The heating function can be written as purely spatial function A(r) rep-

resenting the spatial distribution of the heat and a purely time dependent function

δ(t) representing the time profile of the illuminating laser source. so H(r,t) = A(r)

δ(t). The photo acoustic equation (equation 1.4) can be solved using Greens function

approach and the final solution can be written as,

p(r, t) =
β

4πCp

∂

∂t

(
1

t

∫∫
||r′−r||=ct

A(r′)d(r′)

)
(1.5)

Initial pressure is at t = o, p(r, t = 0) is given by:

p0(r) =
βc2

Cp
A(r) = ΓA(r) (1.6)

Finally from equation (1.5) and (1.6) we get pressure equation(14; 15) in

terms of initial pressure.

p(r, t) =
1

4πc2
∂

∂t

{
1

ct

∫∫
dr′p0(r

′)

(
t−
|r − r′|

c

)}
(1.7)

The above equation ignores acoustic attenuation and assumes that the speed

ix



of sound is constant throughout the complete object. As attenuating effects requires

a modified wave equation with a modified Green’s function. The exact form of the

time domain wave equation for acoustic attenuation, with its linear dependence on

frequency as encountered in soft tissue, is still a big issue.

1.3 Measurement array geometries

There are three kinds of measurement arrays setup as presented in the following figure

Figure 1.2, Figure 1.3 and Figure 1.4.

Figure (1.2) 2D linear detector array geometry

Figure 1.2 and Figure 1.3 are 2D models, where One consists of linear array(7;

8; 9; 10) with 128 detector elements and the other one consist of a curved array(11;

12; 13) with 32 detector elements. Figure 1.4 is a 3D model which is further used in

this work.

x



Figure (1.3) 2D curve detector array geometry

Figure (1.4) 3D Linear detector array along z-axis
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The positions of the detector elements in all three geometries can be ex-

pressed in terms of the number of detector elements Nd. Let us take the origin of

the coordinate system as the middle of the measurement array, between two center

elements. So the position of detectors in Figure 1.2 (curved array) can be given by:

Pd,i = r

 1− cos
{(
i− Nd+1

2

)
d
r

}
sin

{(
i− Nd+1

2

)
d
r

}


The position of detectors in Figure 1.3 (linear array) can be deducted from curved

array by letting the radius tend to infinity.

Pd,i = lim
x→∞

r

 1− cos
{(
i− Nd+1

2

)
d
r

}
sin

{(
i− Nd+1

2

)
d
r

}
 =

 0

(
i− Nd+1

2

)
d


The position of detectors for 3D model can be obtained using above two relation of

position of detectors, with φ as the rotation angle.

Pd,i =


rcosΦ

rsinΦ

(
i− Nd+1

2

)
d



Before we proceed with the above-mentioned model, let’s find what signal

is received by a single detector from the source. 3D simulation based model having

one detector, one source in 3D space are considered. (Figure 1.5 (d)). Figure 1.5 (a),

Figure 1.5 (b) and Figure 1.5 (c) show propagating of the photoacoustic wave in the

medium with time.

It’s evident that the signal in Figure 1.5 (d) follows equation (1.7). In the

next chapter, the above model is extended with 128 detector array arrangement in 3D

as per geometry in Figure (1.3). This 128 detector array arrangement will produce a
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(a) (b) (c)

(d)

Figure (1.5) 2D model with 3 sources and 1 detector

similar type of signal with each detector. Processing or Analyzing this signal to find

the geometrical parameters explained in further chapters.
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Chapter 2

Model for calibration measurement

2.1 The calibration parameters

The geometrical parameters can be further bifurcated in terms of internal and exter-

nal parameters. The internal parameters describe the measurement (detector) array.

The external parameters describe the centre of rotation of the measurement setup,

the speed of ultrasound of the reference medium and the positions of external pho-

toacoustic point sources. Few parameters that we are interested in,

T - Center of rotation

c - speed of ultrasound of reference medium

d - Spacing between two detector elements

l - Length of the linear array

r - Radius of the curved array

Ps - Position of the external photoacoustic point source

Pd,i - Position of the ith sensor element.

There will be one or more external point sources. The position of the external pho-

toacoustic point source is crucial for the reconstruction of the acoustical properties;

all alternative parameters are necessary for the reconstruction of both the acoustical

as well as optical properties. We tend to assume that the internal parameters are

fixed and do not change in between two measurement sessions and also assume that

the external parameters are expected to change in between measurement sessions.

However, remain is fixed during a single measurement session.
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2.2 Construction of 3D Model

The setup for photoacoustic tomography in 3D was designed using ‘k – wave’ mod-

ule in Matlab. In this simulation-based model point sources were constructed so as

to generate the pressure wave. This pressure wave is similar to the pressure wave

generated by the photoacoustic material when it is illuminated with a pulse laser.

Another background condition’s where included because the propagation in the simu-

lation should be similar to the propagation in the practical medium. The point where

propagating pressure is measured is considered as detector position as it is giving the

same signal, that an ultrasound detector would give if placed in that same position. K

– wave module does not have a specific ultrasound detector; hence we use a detector

which detects the amplitude of the propagating pressure wave. It can be called as

‘pseudo ultrasound detector’. Collection of such detectors are arranged in a linear

array of 128 detectors (sensor array) as explained in chapter 1: Measurement array

geometries section. The linear array was confined to a cylindrical path and placed

at different projections (or at different angle Φ of the cylinder). The arrangement

simulation model is shown in Figure (2.1) below, In the figure, the array is placed at

five different projections, and the view from 2 different angles is demonstrated. The

raw signal produced by this model is shown in Figure (2.2).

(a)
(b)

Figure (2.1) 3D simulation model

xv



Figure (2.2)

Practically it very difficult to align the sensor array in a straight line parallel

to z – axis. Sensors position offset which arrive during fabrication also need to be

considered in the model. So purposeful inclination in z- axis was introduced in the

model considering practical limitations. Figure (2.3) is the representation of a new

model after considering the practical limitations and Figure (2.4) is its raw signal.

(a)
(b)

Figure (2.3) 3D simulation model with practical correction
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Figure (2.4)
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Chapter 3

Calibration procedure

The necessary models and measurements required for calibration are introduced and

analyzed; it’s time to introduce the calibration procedure. The calibration procedure

consists of many parts. First, we will prepossess the measured signals, resulting in

the extraction of a set of time of flight measurements. Then a classification step

is performed, which estimates the number of sources from the set of time of flight

measurements and gives a classification of the measurements into groups identified

by the source numbers. Once the measurements are classified to a group, we will

introduce an approach to estimate the sensor positions and speed of ultrasound based

on this classification result and the time of flight measurements. The calibration

measurement requires an extra step so that all the measurements under different

rotations are merged and finally result in the estimate of a speed of sound and centre

of rotation.

3.1 Calibration phantom

In our model of the calibration measurement, we assumed that the speed of sound

inside the calibration phantom and the speed of sound of the reference medium was

equal. Practically, this might not be the case. Suppose that the speed of sound in the

phantom is different than the speed of sound in the medium, but related to it via the

relation cphantom = α(cmedium). This is a valid relation when the phantom material
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responds similarly to temperature fluctuations as the medium. Then the measurement

function can be seen as to consist of two different parts, one part representing the

ultrasound wave traveling through the reference medium and one representing the

ultrasound wave traveling through the calibration phantom. The two different paths,

let us consider the point p1 and p2, these are connected via the point pc which

lies on the boundary of the calibration phantom. The position of that point can be

determined from the geometry of the phantom, the speed of sound of the phantom,

the speed of sound of the medium, the position of the source Ps,k in the phantom,

the position of the detector in the medium pd, i and is governed by Snell’s law.

This results in a model that is related to the unknown parameters via the following

equation (3.1). where p1 and p2 are the coordinates respectively of source position k

and detector position i in the jth rotation.

htof,i,j,k(c, T, Ps,1, ...., Ps,Np) =
1

c
||p2 − pc||+

1

ac
||pc − p1|| (3.1)

p1 = Rφjps,k (3.2)

p2 = pd,i − T (3.3)

3.2 Extracting time of flight measures

The most important step in the calibration procedure is the extraction of time of

flight values from the measured signals. The measured signals contain a time-shifted

and attenuated observation of the source signal in the presence of additive noise. The

source signal is generated by a small optical absorber via the photoacoustic effect and

the shape of this signal is primarily dependent on the size of the absorber. Because

the measurement conditions and calibration phantom can change in between different

measurement sessions, we might not know the exact source signal beforehand. There-

fore, we seek a solution to the problem where we simultaneously try to estimate the

time of flight values, the source signal and the attenuation factors from the measured
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signals. A unique solution to this problem cannot be found because of the ambiguity

in the phase and amplitude of the source signal with respect to the phases and am-

plitudes of the measurements. To overcome this problem, we will constrain the phase

and amplitude of the source signal. The phase will be constrained by enforcing the

centre of mass of the source signal to be exactly in the centre of the signal window.

The mass coordinate will be the time, and the mass distribution will be the envelope

of the source signal.

The amplitude of the source signal will be constrained by enforcing the

maximum of the signal to be one. Now given a certain source signal, time of flight

values and attenuation factors, it is straightforward to predict the measured signals.

We aim to find the maximum likelihood estimate of all these unknown parameters

from the observed measurements. In the presence of uncorrelated Gaussian noise with

equal variance on all measurements, this results in searching for the least square error

between the observed signals and predicted signals, subject to the two source signal

constraints. The solution to this constrained least squares problem can be found in a

simple iterative procedure, which has to be initialized with a rough guess of the source

signal. The iterative solution is based on switching between solving for the time of

flight and attenuation factors while keeping the source signal constant and solving for

the source signal while keeping the time of flight and attenuation factors constant. In

each iteration, after solving for the source signal, the constraints are applied to the

source signal. The execution of the different steps is explained further.

3.2.1 STEP 1: Initialization for the source signal

A window in one of the source signal is considered such that it approximately covers

the expected source signal as the signal may contain extra external noise.

3.2.2 STEP 2: Considering the source signal constraints

First the envelope of the source signal is calculated with the use of the Hilbert trans-

form. The source signal is then shifted with the amount of mismatch between the

calculated centre of mass and the centre of the signal window. This shifting is per-
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formed using a Discrete Fourier transform (DFT) and an Inverse Discrete Fourier

transform (IDFT) transform. Now the source signal is scaled by the inverse of its

maximum so that the source signal is normalized to have a maximum value. After

this step, the source signal obeys to the constraints.

3.2.3 STEP 3: Estimation of time of flight

As we have an estimate of the source signal, we can easily estimate the time of flight

and attenuation factors. From the estimate of the source signal, a reference template

is obtained, and after comparing this template with the actual, we get the time of

flight measurement. Another approach is by taking distance the global maxima in

each detector signal. More accuracy is attained by using a template-based approach.

3.2.4 STEP 4: Signal estimate

In this step, first all the measurement signal is shifted using the corresponding es-

timated time of flight value. Then the maximum likelihood estimate of the source

signal is calculated using a weighted average of the shifted measured signals. The

weighting factors are calculated based on the attenuation factors. From this step is a

new estimate of the source signal, on which the constraints still have to be applied.

So now after performing few iterations. Results converge to a stable solution, a local

minimum to the non-linear least squares problem has been found.

3.2.5 STEP 5: Estimation of the source signal template

Using the envelope of each measured signal we identify possible source signals in the

measured signals. When the envelope exceeds a certain threshold value, we extract a

region of the measured signal around that position. On all the collected source signal

realizations we perform the previously described time of flight/template estimation

algorithm. This give’s us an initial estimate of the source signal template which is

used in the next step.
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3.2.6 STEP 6: The Absolute time of flight measurement

With a given initial template estimate, we need to apply a filter match to the measured

signals and find the local maxima in the resulting filtered signal. Now with this

obtained local maxima we extract a part of the measured signal. On all the collected

source signal realizations we perform the previously described time of flight/template

estimation algorithm. The positions of the local maxima are taken into account to

calculate the absolute time of flight within the whole measured signal.

Figure (3.1) Time of flight Algorithm

After implementation of the above mention step and algorithm to process raw

sensor data, the results in form if time of flight plot is exhibited in Figure (3.2). Five

different partition represents the collection of sensor data at five different projection

angle (Φ).
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Figure (3.2) Time of flight Plot

From Figure (3.2) it can be concluded that the step contains more than one

source (with no of curves of time of flight). When there are more than one source, it is

expected that there could be outliers in the time of flight measurements. It is difficult

to find the calibration parameters by directly fitting the (reference or calibration)

model to the measurements. First, we need a classification step were the time of

flight measurements are distinguished as being an outlier or belonging to either of the

sources present in the measurement. The further section deals with the classification

of time of flight measurements in different groups.

3.3 Grouping and maximum likelihood estimate

The procedure of our classification needs to be versatile so that it does not require the

user to specify the number of sources beforehand but that it is estimated it from the

measurements automatically. The classification procedure is carried out to determine

the number of sources present in the measurements and to classify each of the time

of flight measurements to one of the possible groups, where the possible groups are

all of the sources plus an outlier group for false measurements (due to noise). The

approach is based on using a mixture model to represent the measurements and then

obtain a maximum likelihood estimate of the source parameters. In this procedure,

we obtain the maximum likelihood estimate of the source parameters in each rotation

separately. Because it is possible that not all sources are seen in every rotation. In
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such a case source signal in the single rotation may overlap and may be seen that it

belongs to the same group in likelihood estimate. The characteristic curve followed

by the time of flight can be represented by a second-order polynomial. The deviation

from this polynomial model can be considered as zero-mean Gaussian distributed with

variance σ2
t .

Let us consider set of N time of flight measurements t = [t1, t2, .., tN ]T , if

si is the sensor number of ith measurement caused by the photoacoustic point source

k and xk is the polynomial parameters. The second order polynomial function that

predicts the time of flight measurement at sensor si from the photoacoustic point

source with polynomial parameters is given by the relation:

hi(xk) = xk,1s
2
i + xk,2si + xk,3 (3.4)

A possible solution to the problem of finding the most likely set of second order

polynomial functions describing the data can now be found maximizing this combined

likelihood function. By this process, each measurement will be fully assigned to

the group that is most likely. Sometimes there is a possibility that measurement

might lie on the intersection of two polynomial curves, meaning that it could have

originated quite well from either one of the two sources. Also, it might be a possibility

that a measurement could equally well be an outlier or inlier. To identify the above

situations, we need to first find the maximum likelihood estimate of x, independent

on γ and then find the probability that a certain measurement is the member of one

of the groups. To find the likelihood function of x, independent on γ we need to

marginalize over the variable. From the existing information, we can calculate the

probability of a particular measurement ti belonging to group γi using the estimate of

the most likely set of polynomial functions describing the data (Γ).So the probability

of all the inliers can obtained if γi ≥ 1, can be given as:

p(γi = k|ti,Γ) =
exp

(
−1

2

r2i (xk)

σ2
t

)
∑Ns

k=1 exp
(
−1

2

r2i (xk)

σ2
t

)
+
√

2πσt

v

(3.5)

Similarly, the probability of all the outliers can obtained if γi = 0 and can be given

as:

xxiv



p(γi = 0|ti,Γ) =

√
2πσ2

t

w∑Ns

k=1 exp
(
−1

2

r2i (xk)

σ2
t

)
+
√

2πσt

v

(3.6)

We need to maximize the above probability function for a correct estimate. So we will

the global maximum and the number of groups based on RANSAC(3) mechanism.

RANSAC is an algorithm which provides a proper fit for a mixture model that contains

outliers. In this algorithm random sampling of whole set is done and are grouped into

possible subsets in order to maximize the probability. For the given measurements

parameter, residues to all measurements can be calculated with the following equation:

ri(x) = hi(x)− t (3.7)

The process of Iteration is followed to increase Ns and data is distributed among

different groups (= elements in Ns) such that there is no data left. After the classi-

fication of the last data point the iteration stops. The assign weight function will be

dependent on the probability function and the residue element. The weight function

can be given as:

wi,k(Γ) = p(γi = k|ti,Γ) =
exp

(
−1

2

r2i (xk)

σ2
t

)
∑Ns

k=1 exp
(
−1

2

r2i (xk)

σ2
t

)
+
√

2πσt

v

(3.8)

wi,k(Γ) =

1, if k = kmin and
r2i (xk)

σ2
t
≤ f

0, otherwise

(3.9)

Where f = −2log
√

2πσt

v
. RANSAC gives us random outcome. If NS,min is the

minimum number of sources needed to find a fit to the model and Ntarget is the

number of measurements we would like to be part of the new group. The probability

of finding a solution after few trails is ε , we have the following relation:

Ntarget,min =


log(1− ε)

log

(
1−

(
Ntarget

No

)Ns,min

)
 (3.10)
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(a) φ = 00 (b) φ = 720

(c) φ = 1440 (d) φ = 1440

(e) φ = 2880

Figure (3.3) Grouping of time of flight measurments

In our setup we have Ns,min, s = (a1, a2, a3), so the model fit is done with
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the following equation:

x = H−1
s zs where H

−1
s =


s2a1 sa1 1

s2a2 sa2 1

s2a3 sa3 1


(3.11)

Figure (3.3) shows the results of the Grouping of the time of flight measurements in 5

different projections. In the figure, the blue dots are the time of flight measurements,

and the coloured solid line represents the fit of different group. The points which lie

on or near the colour line are considered as one class or group. Here the final result

obtained is number of source in each rotation.
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Chapter 4

Center of rotation

In the previous chapter, we have extracted the time of flight measurement and grouped

them to find number of sources. Using the parameters that we obtained we will

proceed to find the speed of ultrasound and the center of rotation.

4.1 Estimate for speed of sound and source posi-

tion

To find the speed of ultrasound (c) and source position (Ps,k) estimate, we will again

look for the likelihood function of c and p with known measurements. We will use

the maximum of this likelihood function as the estimate of c and p. This likelihood

function is similar to the likelihood function used in the previous chapter; the only

difference is that rather than using the residues of the polynomial function parameter

we use residues of the measurement function parameters c and p. The likelihood

function of c and p with measurements ti is similar to Equation (3.12) and obtained

in a similar way as Equation (3.12) in chapter 3.

p(ti|c, p) =
1

(Ns + 1)
√

2πσt

(
Ns∑
k=1

exp

(
−

1

2

r2i (c, ps,k)

σ2
t

+

√
2πσt

v

))
(4.1)
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Similarly, the weighting function, in this case, can be deducted from Equa-

tion (3.18), it is given as:

wi,k(c, p) =
exp

(
−1

2

r2i (c,ps,k)

σ2
t

)
∑Ns

k=1 exp
(
−1

2

r2i (c,ps,k)

σ2
t

)
+
√

2πσt

v

(4.2)

Now to find the weighted non-linear least square fit Gauss-Newton method(4)

is used. In order to proceed further, we need to calculate the Jacobian matrix of the

function of the residue vector. The Jacobian matrix of this function r(x) for a given

estimate x(l), where l is the iteration number of the Gauss-Newton method(4) can be

given as follows:

H
(l)
c,k =



∂
∂c
h

(l)
1,k

√
w1,k

...

∂
∂c
h

(l)
N,k

√
wN,k


(4.3)

H(l)
pk

=



∂
∂ps,k

h
(l)
1,k

√
w1,k

...

∂
∂ps,k

h
(l)
N,k

√
wN,k


(4.4)

H(l) =


H

(l)
c,1 H(l)

p1

...
. . .

H
(l)
c,Ns

H
(l)
p,Ns


(4.5)

The no.of iterations by Gauss Newton method(4) required to optimize the

complete parameter vector x in the given iteration is given as:

x(l+1) = x(l) − (H(l)TH(l))−1H(l)T r(x(l)) (4.6)
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The no. of iterations by Gauss Newton method(4) required to optimize

the source position in the given iteration with initial guess of speed of ultrasound

c = 1500m/s is given as: Using the above iterations the data could obtain apparent

source. It does not represent a physical source as it is the set of measurements that

can be well described with a polynomial function.

p
(l+1)
s,k = p

(l)
s,k − (H(l)T

pk
H

(l)
k )−1H

(l)T
k r(ps,k(l)) (4.7)

4.2 Estimation of Source Position and Centre of

rotation

In the previous section, we have obtained a set of the speed of ultrasound and relative

source positions in each rotation. Now we find the initial guess of the centre of rotation

and source position on the estimates of the previous step. Finally, this initial guess

will be used in the optimization step to find the complete likelihood function. We

select a pair of relative source position in different rotations estimated in the previous

section. The relative source position, the absolute source position and the center of

rotation are related to each other by the following relation, given as:

p′s,k1 = RφR1 ps,k + T (4.8)

p′s,k2 = RφR2 ps,k + T (4.9)

where,

Rφ =


cosφ −sinφ 0

sinφ cosφ 0

0 0 1


(4.10)

combining Equation (4.8) and (4.9), we get:
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p
′
s,k1

p′s,k2

 = A

ps,k
T

 where, A =

RφR1 I

RφR2 I


So, from Equation (4.11) we get the absolute source position and center of

rotation. A is be 6 x 6 matrix in our case, and the final matrix that we get is 6 x 3 in

this matrix top 3 x 3 element’s represents absolute source position and lower half of 3

x 3 represents T. In the further section we look for the uncertainty on the estimates

of both the parameters.

ps,k
T

 = A−1

p
′
s,k1

p′s,k2

 (4.11)

4.3 Accuracy of calibration

To get an idea of uncertainty in the estimated parameters(16), We need to find the

elements of co-variance matrix. Similarly to Equation (4.6) we have a relation for

number of iteration for Gauss-Newtons method(4) can be given as:

x(l+1) = b(l) − (H(l)TH(l))−1H(l)T r(x(l)) = b(l) +At′ (4.12)

Where t′ is related to weighted measurements with relation t′ = Wt and

the weight matrix can be given as:

W =


diag(

√
w1,1, ...,

√
wN,1)

...

diag(
√
w1,Ns, ...,

√
wN,Ns)


(4.13)

Now we perform linear transformation of the measurements with known co-

variance matrix Ptt = Iσ2
t . So finally we get the co-variance matrix of the estimated
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parameters and is given by the following relation:

PAA = AWPttW
TAT = AWW TATσ2

w (4.14)

4.4 Conclusion

The setup of 3-D photoacoustic tomography can be calibrated with the help received

detector signal. The algorithm provides an estimate of calibration parameters using

time of flight measurements. Increase in number. of detectors may lead to an increase

in the accuracy of calibration parameters. An initial guess is required to begin the

iteration process of the algorithm. The algorithm automatically detects the number.

of sources and the amount of noise. It also consists calculation for accuracy of calibra-

tion, where the accuracy is checked and if required accuracy is not met it estimates

the parameters again. Using the photoacoustic model eliminates the limitations of

the pure ultrasound model and the pure optical model for image reconstruction. This

algorithm can simultaneously run with the algorithm of image reconstruction so that

if the center of rotation changes due to instrumental error detects the change and

hence will not reduce the image quality.
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