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Abstract

The following work is an attempt to formulate a variance based uncertainty relation that

aims to capture a reduction in uncertainty associated with the action of non-commuting

observables on a quantum system. This reduction in uncertainty (for bipartite entangled

systems) is brought about due to the conditioning provided by correlations between the

sub-component of the system on which the observables act, and the other sub-component

entangled with it, which we shall refer to as the ’memory’.

Although wewill be attempting to formulate a relation based on variance, as preliminary

material, we shall develop the theory behind uncertainty relations and entropy, both of which

play a pivotal role in understanding our work.

The existing relation that explores the domain of our work has been formulated in terms

of conditional entropies, but since variance is a much more user friendly quantity to com-

pute, we believe that if successful, this work will add considerable value.

VIII



Chapter 1

Quantum Mechanics

1.1 The Basics

We need to start somewhere on the journey to a new uncertainty relation, and the best (and

only) place to start is with the postulates of quantummechanics, then move on to the density

matrix formulation of these postulates, which would enable us to get a much better vantage

point over quantum mechanics.

The basic postulates are as follows [11]:

Postulate 1

All the information about a quantum mechanical system is contained in its State,

which is represented by a vector of unit length in Hilbert Space.

The Hilbert Space needs to satisfy the following criteria [20]:

(i) It is a vector space over the set of Complex Numbers.

(ii) There must be defined, an inner product ⟨ψ|ϕ⟩ which can map vectors to the set

of Complex Numbers.

(iii) It is complete in the norm.

Postulate 2

The time evolution of a closed quantum system is given by a unitary transformation,

which arises as a solution to the Time Dependent Schrödinger Equation.

ih̄
d |ψ⟩
dt

= Ĥ |ψ⟩ , (1.1)
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CHAPTER 1. QUANTUM MECHANICS

solving which, we get:

|ψ(t)⟩ = e−iHt/h̄ |ψ(0)⟩ . (1.2)

Thus, the evolution of a closed quantum system is given by the operator e−iHt/h̄. Now,

if we take the product of the time evolution operator with its Hermitian conjugate like

so:

e−iHt/h̄eiHt/h̄ = 1, (1.3)

then such an operator, which conforms to the condition UU † = U †U = 1 is termed

a unitary operator. These are essentially transformations in the Hilbert space which

preserve the lengths (the probabilities) of vectors and hence describe the evolution of

all such closed quantum systems.

Postulate 3

Measurements on quantum systems are described by a set of measurement operators

{Mm}. (Them refers to themany outcomeswhichmay occur during themeasurement

process).

The probability of outcome m occurring is given by:

p(m) = ⟨ψ|M †
mMm |ψ⟩ . (1.4)

The state of the system after performing this measurement is given by:

|ψ′⟩ = Mm |ψ⟩√
⟨ψ|M †

mMm |ψ⟩
. (1.5)

The probabilities of all possible outcomes must sum to 1.

∑
m

p(m) =
∑
m

⟨ψ|M †
mMm |ψ⟩ = 1. (1.6)

This leads us to the completeness relation

∑
m

M †
mMm = 1, (1.7)

which every set of measurement operators must satisfy in order to qualify as one.

We may note at this point, that projective operators {Pm}, describing observables,

2



CHAPTER 1. QUANTUM MECHANICS

which are physical quantities that can be measured, are a special class of measure-

ment operators. These, in addition to satisfying the above criteria for measurement

operators in general, must also satisfy the following criterion:

PmPm′ = δm′mPm. (1.8)

Upon acting on the state |ψ⟩, the probability of getting the outcome m is given by

p(m) = ⟨ψ|Pm |ψ⟩ . (1.9)

The state immediately after measurement becomes:

|ψ′⟩ = Pm |ψ⟩√
p(m)

. (1.10)

These observables have a spectral decomposition given by

M =
∑
m

mPm, (1.11)

where Pm is the projector onto the eigenspace of M with eigenvalues m, and the

possible outcomes of the measurement correspond to these eigenvaluesm.

1.2 Prelude to the Density Matrix: The Qubit and Com-

posite Systems

1.2.1 The Qubit

The qubit is the simplest quantum system, and the most important one, as it is the testbed

upon which we shall illustrate concepts which underlie all of quantum mechanics.

A qubit is comparable to the classical binary bit in that, just as the bit is a 2 level classical

system, the qubit also represents a 2 level system in quantum mechanics.

|ψ⟩ = α |0⟩+ β |1⟩ . (1.12)

But that is where the similarity ends, because while the classical bit is always in one of the

two states it can occupy, the same cannot be said of the qubit. The qubit, as long as it is iso-

lated (protected from any sort of interaction with its environment), lives in a superposition

(i.e., a convex linear combination) of its basis states.

3
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Once a qubit is subjected to a measurement though, it collapses to occupy one of its two

basis states, which here happens to be either |0⟩ or |1⟩ . Upon repeating this collapse for a

large number of identical qubits, it may be seen that the statistical probabilities of the basis

states to which the qubits collapse tend to the following values:

p(|0⟩) = |α|2 p(|1⟩) = |β|2 (1.13)

1.2.2 Composite Systems

To illustrate this, we consider the simplest case involving two qubits. The first qubit belongs

to Hilbert Space A (HA), and the second belongs to Hilbert Space B (HB).

We represent the qubit in the spaceHA as:

|ψ⟩A = a1 |0⟩A + a2 |1⟩A ,

and in the matrix form, represent it as:

|ψ⟩A =

a1
a2



since |0⟩ =

1
0

 and |1⟩ =

0
1


Similarly, the qubit in the spaceHB can be written as:

|ψ⟩B = b1 |0⟩B + b2 |1⟩B ,

and in the matrix form, as:

|ψ⟩B =

b1
b2


Now, the composite system will belong to the spaceHAB, where

HAB = HA ⊗HB

and the composite state |ψ⟩AB, will be given by

|ψ⟩AB = |ψ⟩A ⊗ |ψ⟩B .

4



CHAPTER 1. QUANTUM MECHANICS

It may be represented in the matrix form as:

a1
a2

⊗

b1
b2

 =


a1b1

a1b2

a2b1

a2b2


If we prefer long equations, it may also be represented as:

|ψ⟩AB = a1b1 |0⟩A ⊗ |0⟩B + a1b2 |0⟩A ⊗ |1⟩B + a2b1 |1⟩A ⊗ |0⟩B + a2b2 |1⟩A ⊗ |1⟩B ,

or less tediously, as:

|ψ⟩AB = a1b1 |00⟩+ a1b2 |01⟩+ a2b1 |10⟩+ a2b2 |11⟩ .

1.3 The Density Operator

The density operator is an alternative approach to quantum mechanics which, while being

equivalent to the state vector formulation, allows for a convenient representation of multi-

qubit states, ensembles of quantum systems, and interactions between them. This gives a

powerful framework to study open quantum systems, which are systems not isolated from

their surroundings.

We formulate the density matrix by considering a quantum system, which can be in any

one of a number of states |ψi⟩ with classical probabilities pi, and call it an ensemble of pure

states {pi, |ψi⟩}.

The density operator for this system is defined in the following manner:

ρ =
∑
i

pi |ψi⟩ ⟨ψi| . (1.14)

The time evolution of a state represented by the density operator under application of a

unitary transformation will be :

ρ =
∑
i

pi |ψi⟩ ⟨ψi|
U−→ ρ =

∑
i

piU |ψi⟩ ⟨ψi|U † = UρU †.

Note that this relies solely onmaterial developed in the state vector approach (i.e., the unitary

operator U acting on a ket: |ψ⟩ U−→ U |ψ⟩). This combination approach blending the new

and the old formalism helps to tackle much more advanced problems conveniently.

5
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1.3.1 Properties of The Density Operator

(a) Trace Condition : The density operator has a trace equal to one. What this means is

that its eigenvalues sum to one. This is a fundamental consequence of the classical

probabilities corresponding to the states which comprise the mixed quantum state

summing to one.

(b) Positivity Condition : The second condition we impose on the density operator is

that the operator ρ be a positive operator.

We elaborate on the above points below:

The Trace

The trace of a matrix is the sum of the elements on the main diagonal of the matrix.

i.e., if we have a matrix:

A =


a11 a12 a13

a21 a22 a23

a31 a32 a33


the trace will be defined by:

Tr(A) =
∑
k

akk = a11 + a22 + a33

But the trace also has a deeper meaning:

The trace of a matrix is the sum of its eigenvalues.

Thus, if {λi} is the set of eigenvalues of the matrix A, then:

Tr[A] =
∑
i

λi

Properties of the Trace

The trace is a linear function. Hence,

1. Tr[A+B] = Tr[A] + Tr[B].

6
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2. Tr[kA] = k Tr[A], where k is a constant.

3. The trace is cyclic:

Tr[ABC] = Tr[BCA] = Tr[CAB].

It should be noted, however, that cyclicity of the trace does not hold for infinite di-

mensional matrices.

Thus, if we have a density matrix ρ =
∑

i pi |ψi⟩ ⟨ψi|, then the trace equals unity condition

merely implies that all eigenvalues of the state must sum to one.

This makes intuitive sense as well, since the eigenvalues of ρ are nothing but probabilities

of collapse to the individual basis states, which must indeed sum to 1.

Tr[ρ] =
∑
i

piTr[|ψi⟩ ⟨ψi|]

=
∑
i

pi

= 1

Positive Operators

Suppose |ϕ⟩ is any arbitrary vector in state space. Then, for the positivity condition

to be satisfied, we must have

⟨ϕ|ρ|ϕ⟩ =
∑
i

pi⟨ϕ|ψi⟩⟨ψi|ϕ⟩ (1.15)

=
∑
i

pi|⟨ϕ|ψ⟩|2 (1.16)

≥ 0 (1.17)

Thus, the Density Operators are regarded as a Positive Operator with a trace of 1.

With these preliminaries done, the stage is now set for us to delve into the density oper-

ator formalism.

7
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1.4 The Density Operator Formulation of Quantum Me-

chanics

Postulate 1

The state of any quantum mechanical system (which resides vector spaceH ) can be

described by a density operator, which is a positive operator with trace equal to 1.

In addition, if the system is in a set of states {ρi} with probabilities {pi}, then the

density operator for the system will be given by;∑
i

piρi. (1.18)

Postulate 2

Like in the state vector formulation, the evolution of a closed quantum system is

described by a Unitary Transformation.

i.e., The state of the system at time t1 is related to the state of the system at time t2 by

a Unitary Operation U , which depends only on t1 and t2.

ρ
′
= UρU † (1.19)

Postulate 3

Measurements are described just as they were in state space formulation, with a set

of Measurement Operators {Mm}.

Probability of outcomem occurring is;

p(m) = Tr(M †
mMmρ). (1.20)

and the state after measurement is given by:
MmρM

†
m

tr(M †
mMmρ)

. (1.21)

The measurement operators also satisfy the completeness relation:∑
m

M †
mMm = 1. (1.22)

Postulate 4

The state space of a composite physical system is the tensor product of the component

physical systems. i.e., If we have systems numbered 1 through n, and system i is

prepared in the state ρi, then the joint state of the system is given by:

ρ = ρ1 ⊗ ρ2 ⊗ ....ρn. (1.23)

8
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1.4.1 Some Applications of the Density Matrix

Testing for Pure States

One of the many uses of the density matrix, apart from being a very convenient means of

representation of states, is to determine whether a given state is mixed or pure. The means

to check this is to see if Tr(ρ2) < 1.

If this quantity is indeed less than 1, then the state is mixed, with equality occurring if and

only if the given state is pure.

The Reduced Density Operator

The density matrix is extremely handy as a tool to study the subsystems of a composite

quantum system.

Bipartite states (systems consisting of two distinct sub-systems in different Hilbert spaces)

are of great interest in quantum mechanics, and it may be the case that we need to study not

the combined dynamics of the entire entangled system, but that of just one of its component

subsystems.

The partial tracing operation essentially traces out or ignores one of the subsystems and

hands over a reduced density matrix, which enables us to look into the component of inter-

est[17]. (We note that this process is also accompanied by a loss of information regarding

correlations between states).

For a given bipartite state ρAB, we define the reduced density operators ρA and ρB as:

ρA = TrB(ρAB) =

nB∑
i=1

(1A ⊗ ⟨ϕi|)ρAB(1A ⊗ |ϕi⟩) (1.24)

and likewise, for ρB,

ρB = TrA(ρAB) =

nA∑
i=1

(⟨ψi| ⊗ 1B)ρAB(|ψi⟩ ⊗ 1B) (1.25)

Here, {|ϕi⟩} and {|ψi⟩} form a complete set of orthonormal basis vectors in the Hilbert

spacesHA andHB respectively.

This concludes our rudimentary introduction to the toolkit of quantum mechanics. The next

step is to try and understand uncertainty relations, how they arise and what their implications

are, as these form the conceptual foundation of this project.

9



Chapter 2

Uncertainty Relations

Uncertainty relations, to sum it up, are at the heart of both quantum mechanics, and of this

project. It is essential that we study existing relations so that we may gain an understanding

of how they came about, how they were improved, what they are trying to convey, and

finally, what may be done from our side to improve them.

We thus start this chapter by discussing the very genesis of uncertainty relations, which

did nothing less than start off a whole new chapter in Physics.

2.1 The Heisenberg-Robertson Relation

The Uncertainty Principle was formulated by Werner Heisenberg in 1927 [6], stating the

impossibility of a joint sharpmeasurement of both the position andmomentum of a quantum

state.

This was expressed in the relation:

∆p∆q ∼ h, (2.1)

where ∆p and ∆q denote the standard deviations in the measurement of position and mo-

mentum. This arose from the non-commutativity of the position and momentum operators

in quantum mechanics. The matrix relation said:

pq − qp = −iℏ1, (2.2)

where p and q denote the position and momentum operators. What Heisenberg put forth

was that the more accurately / sharply we try to determine the position of a system, say

10
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that of an electron (using γ rays, for highest resolution), the more we would disturb the

system’s momentum (by the γ rays transferring their own momentum onto the electron),

thereby eliminating the possibility of a sharp momentum measurement.

A formal mathematical statement to the concept was given by E.H. Kennard (1927) [7] as:

∆Q̂∆P̂ ≥ ℏ
2

(2.3)

A formulation for general non-commuting operators X̂ and Ŷ though, was provided by H.P.

Robertson [13] as:

∆X̂∆Ŷ ≥ 1

2
|⟨[X̂, Ŷ ]⟩| (2.4)

2.1.1 Arriving at the Heisenberg-Robertson Uncertainty Relation

We start by defining the very quantity on which this relation rests: the variance.

The variance related to an observable Â acting on a state |ψ⟩ is defined by:

∆A2 = ⟨(Â− ⟨Â⟩)2⟩

= ⟨A2 − 2Â⟨Â⟩+ ⟨Â⟩2⟩

= ⟨Â2⟩ − 2⟨Â⟩2 + ⟨Â⟩2

= ⟨Â2⟩ − ⟨Â⟩2

Where ⟨A⟩ is the expectation value of the measurement, and is given by:

⟨Â⟩ = ⟨ψ|Â|ψ⟩
⟨ψ|ψ⟩

(2.5)

We now define the following states:

|f⟩ = ∆Â |ψ⟩ , (2.6)

and

|g⟩ = ∆B̂ |ψ⟩ , (2.7)

where

∆Âψ = (Â− ⟨A⟩1) |ψ⟩ ,

and

∆B̂ψ = (B̂ − ⟨B⟩1) |ψ⟩ .

11
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We now introduce the Cauchy-Schwarz inequality (proven in Appendix A):

⟨f |f⟩⟨g|g⟩ ≥ |⟨f |g⟩|2, (2.8)

and apply it using the states defined in eqs (2.6) and (2.7), which gives us:

⟨ψ|∆Â†∆Â |ψ⟩ ⟨ψ|∆B̂†∆B̂ |ψ⟩ ≥ | ⟨ψ|∆Â†∆B̂ |ψ⟩ |2. (2.9)

Since Â and B̂ are both Hermitian, we have:

∆Â† = Â† − ⟨Â⟩†

= Â− ⟨Â⟩

= ∆Â

The same holds for ∆B̂†. So, eq (2.9) becomes;

⟨ψ|∆Â2 |ψ⟩ ⟨ψ|∆B̂2 |ψ⟩ ≥ | ⟨ψ|∆Â∆B̂ |ψ⟩ |2 (2.10)

We note that:

∆Â∆B̂ =
1

2
[∆Â, ∆B̂] +

1

2
{∆Â, ∆B̂}.

But,

[∆Â,∆B̂] = [Â, B̂].

Hence,

⟨ψ|∆Â2 |ψ⟩ ⟨ψ|∆B̂2 |ψ⟩ ≥ 1

2
⟨[Â, B̂]⟩+ 1

2
⟨{∆Â,∆B̂}⟩,

Now, [Â, B̂] is anAnti-Hermitian operator. Its expectation valuewill therefore be imaginary.

Expectation of {Â, B̂}, on the other hand, will be real, as it is a Hermitian operator.

This means the above equation is of the form z = a+ib.In such a case, to find the magnitude

of the complex number z, we simply do;

|z|2 = |a|2 + |b|2

So,

|⟨∆Â∆B̂⟩|2 =
1

4
|⟨[∆Â,∆B̂]⟩|2 + 1

4
|⟨{∆Â, ∆B̂}⟩|2

|⟨∆Â∆B̂⟩|2 ≥ 1

4
|⟨[∆Â,∆B̂]⟩|2

12
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Now, on going back to (2.10),

⟨ψ|∆Â2 |ψ⟩ ⟨ψ|∆B̂2 |ψ⟩ ≥ |⟨∆Â∆B̂⟩|2

⟨∆Â2⟩⟨∆B̂2⟩ ≥ |⟨∆Â∆B̂⟩|2

≥ 1

4
|⟨[Â, B̂]⟩|2

Thus, we have:

∆Â2∆B̂2 ≥ 1

4
|⟨[Â, B̂]⟩|2 (2.11)

on taking the square root of which, we get the Robertson-Heisenberg uncertainty relation:

∆Â∆B̂ ≥ 1

2
|⟨[Â, B̂]⟩|. (2.12)

2.2 The Schrödinger Uncertainty Relation

The Schrödinger uncertainty relation [15] tightens the bound provided by the Robertson re-

lation by adding an anti-commutator term on the RHS, and is a good illustration of tightening

of an existing bound by a stronger one.

We start off from the following part of the proof for the Robertson relation:

|f⟩ = ∆Âψ, (2.13)

and

|g⟩ = ∆B̂ψ, (2.14)

where

∆Âψ = (Â− ⟨A⟩1) |ψ⟩ ,

and

∆B̂ψ = (B̂ − ⟨B⟩1) |ψ⟩ ,

We recall the Cauchy-Schwarz inequality,

⟨f |f⟩⟨g|g⟩ ≥ |⟨f |g⟩|2. (2.15)

Now, ⟨f |g⟩ is a complex number. A complex number can be written in the form z = a+ ib,

which in turn can be expressed in the polar form as: z = cosθ + i sinθ,

13
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The magnitude of z will be given by: |z|2 = |a|2 + |b|2 = cos2θ + sin2θ.

But,

cosθ =

(
z + z∗

2

)
sinθ =

(
z − z∗

2i

)
Thus,

|z|2 = [Re(z)]2 + [Im(z)]2

=

(
z + z∗

2

)2

+

(
z − z∗

2i

)2

So,

|⟨f |g⟩|2 =
(
⟨f |g⟩+ ⟨f |g⟩∗

2

)2

+

(
⟨f |g⟩ − ⟨f |g⟩∗

2i

)2

(2.16)

Now we work out the terms needed for the above expression. We start with finding ⟨f |g⟩:

⟨f |g⟩ = ⟨ψ|∆Â†∆B̂ |ψ⟩

= ⟨ψ|∆Â∆B̂ |ψ⟩

= ⟨(Â− ⟨Â⟩)(B̂ − ⟨B̂⟩)⟩

= ⟨ÂB̂ − ⟨B̂⟩Â− ⟨Â⟩B̂ + ⟨Â⟩⟨B̂⟩⟩

= ⟨ÂB̂⟩ − ⟨B̂⟩⟨Â⟩,

and upon taking the complex conjugate of this,we obtain:

⟨f |g⟩∗ = ⟨ψ|∆B̂†∆Â |ψ⟩

= ⟨(B̂ − ⟨B̂⟩)(Â− ⟨Â⟩)⟩

= ⟨B̂Â− ⟨Â⟩B̂ − ⟨B̂⟩Â+ ⟨B̂⟩⟨Â⟩⟩

= ⟨B̂Â⟩ − ⟨B̂⟩⟨Â⟩

Adding the above two expressions together, we may write:

⟨f |g⟩+ ⟨f |g⟩∗

2
=

⟨ÂB̂⟩+ ⟨B̂Â⟩ − 2⟨Â⟩⟨B̂⟩
2

=
1

2
⟨{Â, B̂}⟩ − ⟨Â⟩⟨B̂⟩

and

⟨f |g⟩ − ⟨f |g⟩∗

2i
=

⟨ÂB̂⟩ − ⟨B̂Â⟩
2i

=
1

2i
⟨[Â, B̂]⟩

14
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Putting the above 2 results in eq(2.16), we get:

∆A2∆B2 ≥
∣∣∣∣ 12i⟨[Â, B̂]⟩

∣∣∣∣2 + ∣∣∣∣12⟨{Â, B̂}⟩ − ⟨Â⟩⟨B̂⟩
∣∣∣∣2 (2.17)

This is the Robertson-Schrödinger uncertainty relation. The additional anticommutator term

on the RHS is what makes the already existing bound tighter.

2.3 The Limitation with ’Product’ Uncertainty Relations

The Robertson-Heisenberg relation gives a generalized treatment to uncertainties involved

in quantum measurements, and the Robertson-Schrödinger relation tightens that bound.

What both these relations do is to express a limitation in the possible preparations of a

quantum system by giving a lower bound to the product of variances of two observables in

terms of their commutators.

What they do not do is capture fully the notion of incompatible observables because, in cer-

tain situations, the LHS often tends to be trivial, as is illustrated below with the Heisenberg

- Robertson relation:

∆Â2∆B̂2 ≥ 1

4
|⟨[Â, B̂]⟩|2 (2.18)

We understand that variance is given by:

∆A2 = ⟨A2⟩ − ⟨A⟩2.

Now, if we chose to make a measurement in an eigenstate of one of the observables, then,

∆A2 = ⟨A2⟩ − ⟨A⟩2

= ⟨ψ|A2|ψ⟩ − ⟨ψ|A|ψ⟩⟨ψ|A|ψ⟩

= a2i ⟨ψ|ψ⟩ − a2i ⟨ψ|ψ⟩⟨ψ|ψ⟩

= a2i − a2i

= 0.

In such a case, we see that the LHS goes to zero. The relation has thus become trivial. As

a remedy for this, we have uncertainty relations expressed in the form of a sum of vari-

ances. Thus, even in cases where measurement is carried out in an eigenstate of one of the

observables, the relation does not become trivial. One such relation is the Maccone - Pati

uncertainty relation.

15
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2.4 The Maccone - Pati Uncertainty Relation

Lorenzo Maccone and Arun K Pati in their 2015 paper detail an uncertainty relation defined

in terms of the sum of variances[9]. Studying this relation was a crucial step, as this work

is basically an attempt to formulate such a ’sum’ based uncertainty in its course.

The relation reads as follows:

∆A2 +∆B2 ≥ max (L1,L2) (2.19)

with

L1 =
1

2
| ⟨ψ⊥

A+B|A+B |ψ⟩ |2

L2 = ±i[Â, B̂] + | ⟨ψ| Â± iB̂ |ψ⊥⟩ |2

Maccone-Pati give us potential lower bounds, with the choice of the lower bound being up

to the user, and which may be selected to give the tightest bound on uncertainty. Another

deciding factor for tightness is the choice of the orthogonal state |ψ⟩, which we shall discuss

in more detail. The proofs which we shall use to derive the above given bounds are based

on the parallelogram law of vector addition, which has been derived in Appendix C[10].

Proof. Deriving the bound L1 = 1
2
| ⟨ψ⊥

A+B|A+B |ψ⟩ |2

We define two states:

|η⟩ ≡ (Â− ⟨Â⟩I) |ψ⟩ |ξ⟩ ≡ (B̂ − ⟨B̂⟩I) |ψ⟩

Now, we apply the parallelogram law for vector spaces to the states |η⟩ and |ξ⟩, which reads

:

2(∥|η⟩∥2 + ∥|ξ⟩∥2) = ∥|η⟩+ |ξ⟩∥2 + ∥|η⟩ − |ξ⟩∥2 (2.20)

Thus giving us:

∥|η⟩∥2 + ∥|ξ⟩∥2 = 1

2
(∥|η⟩+ |ξ⟩∥2 + ∥|η⟩ − |ξ⟩∥2)

16
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The norm is positive. Hence, both quantities on the left side are positive. Which enables us

to write:

∥|η⟩∥2 + ∥|ξ⟩∥2 ≥ 1

2
(∥|η⟩ ± |ξ⟩∥2

=
1

2
(⟨η| ± ⟨ξ|)(|η⟩ ± |ξ⟩)⟨ψ⊥|ψ⊥⟩

where the state |ψ⊥⟩, is orthonormal to the state |ψ⟩

Now, we make use of the Cauchy - Schwarz inequality on the RHS, and obtain:

∥|η⟩∥2 + ∥|ξ⟩∥2 ≥ 1

2
(⟨η| ± ⟨ξ|) |ψ⊥⟩

=
1

2
| ⟨ψ| Â± B̂ |ψ⊥⟩ |2

Now, since |η⟩ ≡ (Â− ⟨Â⟩I) |ψ⟩ , and |ξ⟩ ≡ (B̂ − ⟨B̂⟩I) |ψ⟩

∥|η⟩∥2 = ∆Â2

and

∥|ξ⟩∥2 = ∆B̂2

Thus, we obtain the first of the two bounds :

∆Â2 +∆B̂2 ≥ 1

2
| ⟨ψ| Â± B̂ |ψ⊥⟩ |2

Now we move to proving the second bound.

Deriving the bound L2 = ±i[Â, B̂] + | ⟨ψ| Â± iB̂ |ψ⊥⟩ |2

As in the previous proof, we first define the following two states:

|η⟩ ≡ (Â− ⟨Â⟩I) |ψ⟩ |ξ⟩ ≡ (B̂ − ⟨B̂⟩I) |ψ⟩

and we note that:

∥|ξ⟩∥ = ∥i |ξ⟩∥ (2.21)

So now, we may have:

∥|η⟩ ± i |ξ⟩∥2 = (⟨η| ∓ i ⟨ξ|)(|η⟩ ± i |ξ⟩)

= ∥|η⟩∥2 + ∥|ξ⟩∥2 ∓ i⟨ξ|η⟩ ± i⟨η|ξ⟩

= ∥|η⟩∥2 + ∥|η⟩∥2 ± i(⟨η|ξ⟩ − ⟨ξ|η⟩)

17
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But on carrying out the expansion of the last term on the RHS, we see that:

⟨η|ξ⟩ − ⟨ξ|η⟩ = [Â, B̂]

Thus,

∥|η⟩ ± i |ξ⟩∥2 = ∥|η⟩∥2 + ∥|η⟩∥2 ± i[Â, B̂] (2.22)

and,

∥|η⟩ ± i |ξ⟩∥2 = (⟨η| ∓ i ⟨ξ|)(|η⟩ ± i |ξ⟩) (2.23)

which, using the state |ψ⊥⟩, can be written as:

∥|η⟩ ± i |ξ⟩∥2 = (⟨η| ∓ i ⟨ξ|)(|η⟩ ± i |ξ⟩)⟨ψ⊥|ψ⊥⟩

≥ |(⟨η| ∓ i ⟨ξ|) |ψ⊥⟩ |2

= | ⟨ψ| [Â− ⟨Â⟩ ∓ i(B̂ − ⟨B̂⟩)] |ψ⊥⟩ |2

= | ⟨ψ| Â∓ iB̂ |ψ⊥⟩ − (⟨Â⟩ ∓ i⟨B̂⟩)⟨ψ|ψ⊥⟩|2

= | ⟨ψ| Â∓ iB̂ |ψ⊥⟩ |2

Now, making use of the parallelogram law for vector spaces, and incorporating results from

the above steps and the fact that ∥|ξ⟩∥ = ∥i |ξ⟩∥, we get:

2(∆Â2 +∆B̂2) = ∆Â2 +∆B̂2 ± i[Â, B̂] + | ⟨ψ| Â+ iB̂ |ψ⊥⟩ |2

Leaving us with the second bound:

∆Â2 +∆B̂2 ≥ ±i[Â, B̂] + | ⟨ψ| Â± iB̂ |ψ⊥⟩ |2 (2.24)

A problem of interest lies in choosing an appropriate value for the state |ψ⊥⟩ orthogonal

to |ψ⟩, because as is evident, the tightness of the bound is invariably linked to this choice.

A particularly straightforward illustration on choosing a suitable state, based on L. Vaid-

man’s 1992 paper [18] is as follows:

|ψ⊥⟩ = (Â− ⟨Â⟩) |ψ⟩
∆Â

, (2.25)

which Vaidman arrived at as follows:

Any state |ψ⟩ can be expressed as a linear combination of itself and an orthogonal state. So

we may write:

Â |ψ⟩ = a |ψ⟩+ b |ψ⊥⟩ , (2.26)

18
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where b is a real number. It is evident from the above expression that a = ⟨ψ| Â |ψ⟩ = ⟨Â⟩.

Now, if Â is Hermitian, we shall have:

⟨ψ| Â†Â |ψ⟩ = (a∗ ⟨ψ|+ b ⟨ψ|†)(a |ψ⟩+ b |ψ⊥⟩)

⟨ψ| Â2 |ψ⟩ = |a|2 + b2.

|a|2 is merely the square of the expectation value of Â, so that:

b2 = ⟨Â2⟩ − ⟨Â⟩2

This means b = ∆Â. Putting this back in the linear combination, we obtain an expression

for an orthogonal state |ψ⟩⊥

|ψ⊥⟩ = (Â− ⟨Â⟩) |ψ⟩
∆Â

This is one of the means by which we can choose an orthogonal state |ψ⊥⟩.

Having explored the development of a sum based uncertainty relation, we move on

and explore the information theory behind uncertainty, taking special care to understand

conditional entropies, as we shall eventually be dealing with conditioning of uncertainties

in the form of variances for our own work.
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Chapter 3

Entropy

The objective of this project was to find an expression (if one exists) providing a lower

bound for uncertainty in the measurement of two complementary observables in the pres-

ence of a memory, while using variance as a quantifier for uncertainty.

Existing literature does prove that such a relation exists, and in fact uses entropy to quan-

tify the uncertainties [2]. If we are to see further, we must stand on the shoulders of giants,

and if we are to attempt to formulate a relation of our own, an understanding of the existing

relations is of paramount importance. A section dedicated to entropy is therefore inevitable,

as knowledge gained translated to getting closer to a relation of our own.

3.1 Shannon Entropy

The concept of entropy was developed by C.E. Shannon in his seminal 1948 paper [16], out

of the need to quantify exactly how much information was associated with each possible

outcome of a random variable in a communication channel, since the initial theory, despite

the universal significance it would later have, was developed keeping communication sys-

tems in mind.

To each outcome of a random variable was allotted a quantity called the surprisal, denoted

by I(x), which was essentially a measure of how unexpected that particular outcome was

and therefore, how much information it carried.
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It was assigned the following mathematical form:

I(x) = log2
1

p(x)
(3.1)

= − log2 p(x). (3.2)

Events which have a lower possibility of occurrence have higher values of surprisal (there

is always more interest in knowing how probable a rare event will be as compared to an

everyday vanilla occurrence), whereas more common occurrences had lower surprisals (as

they revealed much less information).

Entropy was then formulated as the expectation of these surprisals over all values of the

random variable of interest.

H(X) = E(I(X)) (3.3)

Which is represented more explicitly as:

H(X) = H(p1, p2, ..., pn) (3.4)

=
∑
x

pxI(x) (3.5)

= −
∑
x

px log px (3.6)

Here, the different px are the individual probabilities for each outcome of the random vari-

able X .

We note that the Shannon Entropy is always positive in the classical domain.

3.1.1 Two views of Entropy

There are two distinct ways of looking at entropy, which also happen to be complementary

points of view.

(a) As a measure of uncertainty about the random variable X , before we actually learn

the value of X .

(b) As a measure of how much information we have gained / how much uncertainty has

been reduced after we learn the value of X .

Entropy can thus act as a measure of either the uncertainty in the value of a random variable,

or of the information contained in it.
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3.1.2 Relative Entropy

The relative entropy measures how close two probability distributions p(x) and q(x), over

the same index set, are to each other.

It is defined as:

H(p(x)||q(x)) =
∑
x

p(x) log
p(x)

q(x)
. (3.7)

The relative entropy is a non - negative quantity i.e., H(p(x)||q(x)) ≥ 0 always, the proof

of which is detailed below.

H(p(x)||q(x)) =
∑
x

p(x) log
p(x)

q(x)

= −
∑
x

p(x) log
q(x)

p(x)

Now, to proceed further, we use the identity logx ln 2 = lnx ≤ x − 1. Hence giving us:

− logx ≥ 1
ln 2(1− x) Using this inequality, we now have:

H(p(x)||q(x)) ≥ 1

ln 2
∑
x

p(x)

(
1− q(x)

p(x)

)
=

1

ln 2
∑
x

(p(x)− q(x))

=
1

ln 2

(∑
x

p(x)−
∑
x

q(x)

)
= 0.

Thus proving that H(p(x)||q(x)) ≥ 0 always.

3.1.3 Conditional Entropy

The entropy of X conditioned on Y is the uncertainty associated with the random variable

X after we know the value of Y . It is given the expression:

H(X|Y ) = H(X,Y )−H(X) (3.8)

It can also be expressed as:

H(X|Y ) = −
∑

x∈X ,y∈Y

p(x, y) log
p(x, y)

p(y)
(3.9)

22



CHAPTER 3. ENTROPY

Figure 3.1: The various Shannon Entropies

3.1.4 The motivation for Conditional Entropy

Let H(X|Y = y) be the entropy of the discrete random variable X when conditioned on

the random variable Y taking on a single value y.

We know that the unconditioned entropy of the random variable X is given by:

H(X) = E[I(X)]

= −
∑
x∈X

p(X = x) log p(X = x)

Now, upon conditioning over a single value of the random variable Y , we get:

H(X|Y = y) = −
∑
x

p(X = x|Y = y) log2 p(X = x|Y = y) (3.10)

The key concept here is that H(X|Y ) is obtained by merely averaging the above given

expression for H(X|Y = y) over all values of y ∈ Y .

H(X|Y ) =
∑
y∈Y

p(y)H(X|Y )

= −
∑

x∈X ,y∈Y

p(y)p(x|y) log2 p(x|y)

= −
∑

x∈X ,y∈Y

p(x, y) log2 p(x|y)

= −
∑

x∈X ,y∈Y

p(x, y) log2
p(x, y)

p(y)
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Thus, we have an expression for the classical version of a quantity we will be building this

project on; that of the conditional entropy, given as:

H(X|Y ) = −
∑

x∈X ,y∈Y

p(x, y) log2
p(x, y)

p(y)
(3.11)

3.1.5 Mutual Information

This quantity measures how much information is common to both X and Y . It is obtained

by subtracting the joint entropy H(X,Y ) from the information content of X and Y taken

separately.

H(X : Y ) = H(X) +H(Y )−H(X,Y ) (3.12)

3.1.6 Properties of Shannon Entropy

(i) H(X,Y ) = H(Y,X) and H(X : Y ) = H(Y : X)

(ii) H(X|Y ) ≥ 0

i.e., The conditional entropy is positive.

We note that this holds true only for classical random variables, and shall see that in

the quantum domain, we can have negative conditional entropies.

Proof. The joint entropy of a system of two random variables X and Y is expressed

as:

H(X,Y ) = −
∑
x,y

p(x, y) log p(x)p(x|y)

= −
∑
x

p(x) log p(x)−
∑
x,y

p(x, y) log p(x|y)

The first term on the RHS amounts to H(X). The second term is the expression for

H(X|Y ) from eq (3.11) and it basically says:

H(X|Y ) = −
∑
x,y

p(x, y) log p(x|y)

Since all probabilities are less than or equal to 1, we will have− log p(x|y) ≥ 0, thus

giving us −
∑

x,y p(x, y) log p(x|y) ≥ 0, which in turn means:

H(X|Y ) ≥ 0
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(iii) H(X,Y ) ≥ H(X)

Proof. From the previous proof, we obtained:

H(X,Y ) = H(X) +H(X|Y )

we also proved H(X|Y ) ≥ 0 Hence H(X,Y ) ≥ H(X)

(iv) The maximum entropy of a random variable with d outcomes is when all outcomes

have an equally likely chance of occurring. This makes intuitive sense as well, since

we have maximum confusion/uncertainty about which event will occur, when any

event can occur with the same probability.

Proof. Relative entropy always being positive, we have:

H(p(x) || q(x)) ≥ 0

Since all d events q(x) have equal probability 1
d
,

H(p(x) || 1/d) ≥ 0 (3.13)

In this case, the expression for relative entropy is
∑

x p(x) log
p(x,y)
1/d

. Thus giving us:

∑
x

p(x) log
p(x, y)

1/d
≥ 0

∑
x

p(x) log p(x)−
∑
x

p(x) log 1/d ≥ 0

The p(x) on the second term sums to 1, leaving us with:

−H(X) + log d ≥ 0 (3.14)

This gives us the bound on the maximum possible entropy of a d dimensional random

variable as:

H(X) ≤ log d (3.15)
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(v) H(X) +H(Y ) ≥ H(X,Y )

Proof. Taking all terms to one side, we have:

H(X,Y )−H(X)−H(Y ) = −
∑
x,y

p(x, y) log p(x, y) +
∑
x

p(x) log p(x)

+
∑
y

p(y) log p(y)

This condenses to give: ∑
x,y

p(x, y) log
p(x)p(y)

p(x, y)
(3.16)

We have previously shown that logx ≤ 1
ln 2(x− 1).

Now, using this, we have:

H(X,Y )−H(X)−H(Y ) =
∑
x,y

p(x, y) log
p(x)p(y)

p(x, y)

≤ 1

ln 2
∑
x,y

p(x, y)

(
p(x)p(y)

p(x, y)
− 1

)
=

1

ln 2
∑
x,y

(p(x)p(y)− p(x, y))

The probabilities sum to 1, leaving us with:

H(X,Y )−H(X)−H(Y ) ≤ 0

and therefore:

H(X) +H(Y ) ≥ H(X,Y ) (3.17)

This gives us the subadditivity principle for Shannon entropies.

3.1.7 The Fano Inequality

Conditioning of random variables is not a magic bullet to cure all uncertainty. Suppose we

use knowledge gained from inferring the value of a random variable Y to infer the value

of another random variable X . It is important to mention that there is a limit to how much

information we can gather by such a method. This bound is given by the Fano inequality.

H(pe) + pe log(|X| − 1) ≥ H(X|Y ) (3.18)

Where we define X̃ ≡ f(Y ) as the subset of values of X that arise as a result of knowing

Y , and pe = p(X ̸= X̃) as the probability of getting an error i.e., guessing a value of X

that is not a function of Y .

Proof of this theorem is given in Appendix A.
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3.2 The von Neumann Entropy

The von Neumann entropy is the quantum equivalent of the Shannon entropy. Here, instead

of using classical probability distributions, we use the densitymatrices of the states involved.

The von Neumann entropy is calculated as:

S(ρ) = −Tr[ρ log2 ρ] (3.19)

Thus, if k are the eigenvalues of the state ρ, then

S(ρ) = −
∑
k

k log2 k (3.20)

3.2.1 Relative von Neumann Entropy

Just as we defined a relative Shannon entropy, so we define the relative von Neumann en-

tropy:

S(ρ||σ) = Tr[ρ log2 ρ]− Tr[ρ log2 σ] (3.21)

For the value of S(ρ||σ) to be finite, the support of ρ must have a null intersection with the

kernel of σ.

The quantum relative entropy is a very useful quantity, which like its classical analogue,

also always assumes a positive value.

S(ρ||σ) ≥ 0 (3.22)

3.2.2 Properties of Interest of the von Neumann Entropy

(i) The von Neumann entropy is non-negative, apart from the case where we calculate

the conditional von Neumann entropy of an entangled state, in which case it can be

negative.

(ii) The von Neumann entropy of a pure state is zero.

This can be inferred from the fact that a pure state has only one eigenvalue, which is
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1. Hence:

S(ρ) = −
∑
k

k log2 k

= −(1 log2 1)

= 0

(iii) The maximum entropy possible for a system in n-dimensional Hilbert space is given

by logn.

The state of a system which entails the maximum uncertainty is a maximally mixed

state: where its density matrix is of the form 1
n
. In such a case, the relative entropy

will be expressed as : S(ρ||σ) = S(ρ || I/n)

Since the quantum relative entropy is positive, we will have:

S(ρ||I/n) ≥ 0

Tr[ρ log2 ρ]− Tr[ρ log2 1/n] ≥ 0

−S(ρ) + logn
∑
k

k ≥ 0

We thus end up with S(ρ) ≤ logn

(iv) The entropy of a mixed state is given by the expression:

S

(∑
i

piρi

)
= H(pi) + piS(ρi) (3.23)

The extra Shannon entropy term can be understood as arising from the presence of

classical states which make up a mixed state.

Proof. We have a mixed state comprising of classical states ρi, whose eigenvalues

we take to be the set {λji}, with the index j running from 1 to n (depending on the

dimension of the state). The set of eigenvectors we assign as {|ϵji ⟩}. Thus, if ρi has

eigenvalues {λji}, piρi will have eigenvalues {piλji}, leading to the von Neumann

entropy being given by:
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S

(∑
i

piρi

)
= −

∑
i,j

piλ
j
i log2

(
piλ

j
i

)
= −

∑
i,j

piλ
j
i

(
log2 pi + log2 λ

j
i

)
= −

∑
i,j

piλ
j
i log2 pi −

∑
i,j

piλ
j
i log2 λ

j
i

In case of the first term on the RHS, the eigenvalues will sum to 1 as we run over the

index j for all i (since trace of all the states comprising the mixed states must be 1).

We can thus remove it from the term without consequence.

S

(∑
i

piρi

)
= −

∑
i,j

pi log2 pi −
∑
i

(
pi

(∑
j

λji log2 λ
j
i

))

= H(pi) +
∑
i

piS(ρi)

3.3 Entropic Uncertainty Relations

Uncertainty relations for a long time were expressed almost exclusively in terms of standard

deviation/variance. But variance in itself is often times a rather flawed measure of uncer-

tainty, owing to its insensitivity to a number of nuances which, in many cases, had rather

serious implications.

The following were the shortcomings with variance which prompted the development

of alternative formulations of uncertainty relations:

(a) Variance tends to ’misbehave’, giving strikingly counter-intuitive results.A case in

point being measurement of sz for a spin-1 particle, giving a higher standard devi-

ation when one component of spin is known, compared to when none of the three

components are known.

(b) A relabelling of obsesrvables can at times cause the variance/standard deviation to

changewhen no such change is warranted. This is unacceptable, since uncertainty/lack

of information regarding a quantity must be independent of what label is used to de-

fine the quantity [4]
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Owing to these shortcomings with the standard deviation, the Entropy is considered a much

more fundamental and objective means of measuring the uncertainty associated with mea-

surement of an observable.

Now that we have got down the formalism for understanding both uncertainty relations as

well as entropy, the natural extension is to investigate Entropic Uncertainty relations, which

will lead us to the next step in our work.

3.3.1 The Maassen-Ufflink Entropic Uncertainty Relation

It wasMaassen and Ufflink who first prepared an entropic uncertainty relation for conjugate

variables[8].

They formulated the final form of the relation in terms of Shannon entropy,and the bound

was set by a ’complementarity measure’. The relation was as follows:

H(X) +H(Y ) ≥ log
1

c
(3.24)

where c is a measure of complementarity or overlap between the eigenvectors of the two

observables, and is given by:

c = max
x′,z′

|⟨Xx|Zz⟩|2 (3.25)

We here prove the stronger relation, which was provided by Coles et al[4][5]

H(X) +H(Z) ≥ log
1

c
+H(ρA) (3.26)

Proof. First, we consider the measurement map X

X =
∑
x

|Xx⟩ ⟨Xx| (·) |Xx⟩ ⟨Xx|

which, when acted on the classical state ρA gives the state ρX .

Note that (·) refers to any state on wich the measurement operator may act.

XA→X(ρA) =
∑
x

|Xx⟩ ⟨Xx| ρA |Xx⟩ ⟨Xx| (3.27)

We can show that the Shannon entropy of ρX is equal to its von-Neumann entropy.
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Thus,

H(X) = −Tr[ρX log ρX ]

= −Tr

(∑
x

|Xx⟩ ⟨Xx| ρA |Xx⟩ ⟨Xx| logX (ρA)

)
=
∑
k,x

⟨k|Xx⟩ ⟨Xx| ρA |Xx⟩ ⟨Xx| logX (ρA) |k⟩

= −
∑
k,x

⟨Xx| logX (ρA) |k⟩ ⟨k|Xx⟩ ⟨Xx| ρA |Xx⟩

= −
∑
,x

⟨Xx| logX (ρA) |Xx⟩ ⟨Xx| ρA |Xx⟩

= −
∑
x

⟨Xx| ρA |Xx⟩ ⟨Xx| logX (ρA) |Xx⟩

= −Tr(ρA log ρA)

Thus leaving us with:

H(X) = −Tr(ρA log ρA) (3.28)

We now formulate H(X) in terms of relative entropy as follows:

D(ρA||X (ρA)) +H(ρA) = Tr[ρA log ρA − ρA logX (ρA)]− Tr[ρA logX (ρA)] (3.29)

= −Tr[ρA logX (ρA)] (3.30)

= H(X) (3.31)

Thus,

H(X) = D(ρA||X (ρA)) +H(ρA)

Now, we apply the map ZA→Z(·) =
∑

z |Zz⟩ ⟨Zz| (·) |Zz⟩ ⟨Zz| to both arguments in the

relative entropy term of eq (3.29) ((·) being the state that we are making the measurements

on), and apply the Data Processing inequality to obtain:

D(ρA||X (ρA)) ≥ D(Z(ρA)||Z ◦ X (ρA))

= D(ρZ ||Z ◦ X (ρA))
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And as for Z ◦ X (ρA),

Z ◦ X (ρA) =
∑
z

|Zz⟩ ⟨Zz|
∑
x

|Xx⟩ ⟨Xx| ρA |Xx⟩ ⟨Xx|Zz⟩ ⟨Zz|

=
∑
z,x

|Zz⟩ ⟨Zz|Xx⟩ ⟨Xx| ρA |Xx⟩ ⟨Xx|Zz⟩ ⟨Zz|

=
∑
z

|Zz⟩ ⟨Zz|
∑
x

|⟨Xx|Zz⟩|2 ⟨Xx| ρA |Xx⟩

Now, D(ρZ ||Z ◦ X (ρA)) becomes:

D(ρZ ||Z ◦ X (ρA)) = Tr[ρZ log ρZ ]− Tr[ρZ log (Z ◦ X (ρA))] (3.32)

= −H(ρZ)− Tr

[(∑
z

|Zz⟩ ⟨Zz| ρA |Zz⟩ ⟨Zz|

)
log (Z ◦ X (ρA))

]
(3.33)

Simplifying the second term on the RHS leaves us with:

Tr

[(∑
z

|Zz⟩ ⟨Zz| ρA |Zz⟩ ⟨Zz|

)
log (Z ◦ X (ρA))

]

=
∑
z

⟨Zz|ρA|Zz⟩ log

(∑
x

|⟨Xx|Zz⟩|2⟨Xx|ρA|Xx⟩

)

Thus, eq (3.33) becomes:

D(ρZ ||Z ◦ X (ρA)) = −H(ρZ)−
∑
z

⟨Zz|ρA|Zz⟩ log

(∑
x

|⟨Xx|Zz⟩|2⟨Xx|ρA|Xx⟩

)
(3.34)

We are aware that the logarithm is amonotonic function. i.e., the value of the function

increases with increase in its input.

So,

−
∑
z

⟨Zz|ρA|Zz⟩ log

(∑
x

|⟨Xx|Zz⟩|2⟨Xx|ρA|Xx⟩

)

≥ −
∑
z

⟨Zz|ρA|Zz⟩ log

(
max
x′,z′

|⟨Xx|Zz⟩|2
∑
x

⟨Xx|ρA|Xx⟩

)

In the above equation, −
∑

z⟨Zz|ρA|Zz⟩ and
∑

x⟨Xx|ρA|Xx⟩ are basically just the trace of

ρA and will sum to 1 , leaving us with:
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−
∑
z

⟨Zz|ρA|Zz⟩ log

(∑
x

|⟨Xx|Zz⟩|2⟨Xx|ρA|Xx⟩

)
≥ − logmax

x′,z′
|⟨Xx|Zz⟩|2 (3.35)

Putting this in eq (3.34) gives us:

D(ρZ ||Z ◦ X (ρA)) ≥ −H(ρZ) + log
1

max
x′,z′

|⟨Xx|Zz⟩|2
(3.36)

We already know:

H(X) = D(ρA||XρA) +H(ρA)

Hence,

H(X)−H(ρA) = D(ρA||XρA)

But we already have:

D(ρA||XρA) ≥ D(ρZ ||Z ◦ XρA)

and

D(ρZ ||Z ◦ X (ρA)) ≥ −H(ρZ) + log2
1

max
x′,z′

|⟨Xx|Zz⟩|2

So, we now have,

H(X)−H(ρA) ≥ D(ρZ ||Z ◦ XρA)

which in turn gives us

H(X)−H(ρA) ≥ −H(ρZ) + log2
1

c

Rearranging the terms, we end up at the Maassen-Ufflink relation.

H(X) +H(Z) ≥ log2
1

c
+H(ρA)

We see that the above bound is stronger than the one given byMaassen-Ufflink, and that

on dropping theH(ρA) term (which is always positive), we may recover the original bound

of H(X) +H(Y ) ≥ log 1
c
.
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We have now gained an understanding of uncertainty relations and entropy, and most

importantly, the notion of conditional entropies (section 3.1.6 ). We can nowmove on to the

next section where we will try to formulate a relation of our own based on the understanding

gained in the past two sections.
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Chapter 4

Towards a New Uncertainty Relation

The ultimate aim of the project carried out was to try and develop a relation putting a

bound on the uncertainties involved when making measurements corresponding to a pair

non-commuting observables in the presence of a quantum memory.

This idea was suggested by my guide based on my reading of the 2010 paper by Berta et al,

which introduces an uncertainty relation expressed as a sum of conditional entropies. All

the material built up till now helps to understand the germ of the idea contained in the paper,

and hopefully transfer the insights gained to the project at hand.

4.1 The Entropic Uncertainty Relation with Memory

The paper by Berta et al [2] formulates an entropic uncertainty relation incorporating quan-

tum memory as:

H(X|B) +H(Y |B) ≥ log2
1

c
+H(A|B). (4.1)

As per this relation, the uncertainty associated with the measurement of an observable on

one part of a bipartite system is dependent on the amount of entanglement between the two

parts comprising it. Now, to understand this notion, we must first clear a common confusion

that exists around what is actually meant by an uncertainty relation.

The concept of what an uncertainty relation actually tries to encapsulate is best conveyed

through an ’uncertainty game’ [2][4] detailed below and accompanied by the diagram above:

• Here, before the “game” begins, Bob and Alice agree on two measurementsX and Y , of

which one will be made on each particle Bob sends to Alice.
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Figure 4.1: An uncertainty Game [4]

• Once the game begins, Bob will send a particle, which he prepared in a state of his own

choice, to Alice.

• Alice will make one of the two possible measurements (either X or Y) on the system, and

relay back to Bob which observable she measured.

• Bob then tries to guess what was the outcome of Alice’s measurement as accurately as he

can. The role an uncertainty relation plays here is to put a bound on how accurately

Bob can guess the value of the measurement outcome from just having information

about the choice of measurement.

H(X|B) and H(Y |B) here represent the uncertainty associated with measurement of the

observablesX and Y given that information about the measurement is stored in a quantum

memory (we note here that the measurements are carried out on system A and B acts as

the quantum memory)

This formulation gives rise to a number of interesting cases:

(a) If A and B are maximally entangled, then H(A|B) = − log2 n, n being the dimen-

sion of the system. We know that log2 n is the maximum possible entropy for a n -

dimensional system. Hence log2 1
c
− log2 n ≤ 0, which reduces the bound to:

H(X|B) +H(Y |B) ≥ 0 (4.2)
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As we see, a maximally entangled memory can bring down uncertainty in the mea-

surements to zero.

(b) If A and B are not entangled, then on the RHS,

H(A|B) = H(A,B)−H(B)

Now, B being a pure state,H(B) = 0, andH(A,B) will be positive. The right hand

side can thus be reduced to log2 1
c
.

Now, we know that conditioning reduces entropy. Hence,

H(X) ≥ H(X|B) H(Y ) ≥ H(Y |B)

The relation now basically reduces to the Maassen-Ufflink bound.

H(X) +H(Y ) ≥ log2
1

c

(c) In the case where the two subsystems are (not maximally) entangled, the term on the

RHS H(A|B) will be negative (as is the case with entanglement). This reduces the

already existing bound by Maassen-Ufflink, and is where we get to witness condi-

tioning actually reducing uncertainties

H(X|B) +H(Y |B) ≥ log2
1

c
− k (4.3)

k being the negative quantity that is H(A|B)

Another thing we must note at this point is that, unlike what Heisenberg put forth in his

paper, there is no notion of simultaneous measurement of conjugate variables, or even of

successive measurements on the same system so to speak. Bob is creating a large number

of identical states, and sending it to Alice, who performs just one operation (eitherX or Y ).

As explained byMaccone-Pati[9] the relation merely states that, once we tabulate the values

Bob has guessed, find theirmeans, and consequently the associated standard deviations, they

will follow the given uncertainty relations. This is the purely statistical interpretation of an

uncertainty relation, as opposed to the uncertainty principle, and is what all these relations,

including the one we intend to formulate, try to say.

The concept behind conditioning grasped, what was needed next was to develop a toolkit

to formulate an uncertainty relation in terms of variance/standard deviation.

37



CHAPTER 4. TOWARDS A NEW UNCERTAINTY RELATION

While these quantities incorporate themselves in theories which does not involve condi-

tioning without any hassle, things get a little difficult when memory and conditioning are

thrown into the mix.

The main difficulty encountered is the inability to express conditioned variance/standard

deviation corresponding to say, ∆(X|B) and ∆(Y |B), (if we are to look at the illustration

above) in terms of an operator. This is possible quite easily for non conditioned standard

deviations.

i.e., it is possible to express ∆A in terms of the operator A as ∆A = ⟨Â2⟩ − ⟨Â⟩2,

whereas there was no such operator ˆ(X|M) which would enable a similar expression for

conditional variances / standard deviations.

It is for this reason that we had to look at research that formulates explicit relations for

conditional uncertainties that circumvent the need for such conditional operators.

4.2 Standard deviation Based Uncertainty Measures

The paper by Sazim et al defines a conditional ’uncertainty’ defined in terms of standard

deviation as follows [14]:

∆(A|M) = ∆(A+M)−∆M. (4.4)

We note that this is not an operator, it is merely a scalar. It displays properties similar

to those exhibited by conditional entropy [14]:

• Here too, conditioning one unknown using another ’known’ reduces uncertainty,

∆(A|M) ≤ ∆A. (4.5)

• Like entropy, this too obeys the chaining principle i.e.,

∆

(
n∑

i=1

Ai

)
=

n∑
i=1

(Ai|Ai−1 + Ai−2 + ...+ A1), (4.6)

which will prove to be very convenient for us later on.
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4.2.1 Sum Uncertainty Relations for Standard Deviation

A very useful relation that will be integral in going ahead with finding standard devia-

tion/variance based uncertainty relations is one that reveals a fundamental property of the

quantity of standard deviation, brought about by Pati and Sahu[12], which states:

”Quantum fluctuations in the sum of any 2 observables is always less than or equal to

the sum of their individual fluctuations”

∆(A+B) ≤ ∆A+∆B (4.7)

Proof. The proof begins by defining two un-normalized vectors as shown:

|ψ1⟩ ≡ (Â− ⟨Â⟩I) |ψ⟩ |ψ2⟩ ≡ (B̂ − ⟨B̂⟩I) |ψ⟩

Now, we take the norm of the sum of |ψ1⟩+ |ψ2⟩:

∥|ψ1⟩+ |ψ2⟩∥2 = (⟨ψ1|+ ⟨ψ2|)(|ψ1⟩+ |ψ2⟩) (4.8)

= ⟨ψ1|ψ1⟩+ ⟨ψ1|ψ2⟩+ ⟨ψ2|ψ1⟩+ ⟨ψ2|ψ2⟩ (4.9)

= ∥|ψ1⟩∥2 + ∥|ψ2⟩∥2 + 2Re⟨ψ1|ψ2⟩ (4.10)

= ∆A2 +∆B2 + 2Re⟨ψ1|ψ2⟩. (4.11)

We know:

Re⟨ψ1|ψ2⟩ ≤ |⟨ψ1|ψ2⟩|. (4.12)

We invoke the Cauchy-Schwarz inequality and state:

⟨ψ1|ψ1⟩⟨ψ2|ψ2⟩ ≥ |⟨ψ1|ψ2⟩|2

∥|ψ1⟩∥2 ∥|ψ2⟩∥2 ≥ |⟨ψ1|ψ2⟩|2,

which finally leaves us with:

∥|ψ1⟩∥ ∥|ψ2⟩∥ ≥ |⟨ψ1|ψ2⟩|. (4.13)

Now, eq (4.13) in eq (4.12) gives:

Re⟨ψ1|ψ2⟩ ≤ ∥ψ1∥2 ∥ψ2∥2 , (4.14)

and putting eq (4.14) in eq (4.10) gives:

∥|ψ1⟩+ |ψ2⟩∥ ≤ ∆A2 +∆B2 + 2∆A∆B,
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which will condense to:

∥|ψ1⟩+ |ψ2⟩∥ ≤ (∆A+∆B)2. (4.15)

We now expand ∥|ψ1⟩+ |ψ2⟩∥2 in terms of our un-normalized vectors |ψ1⟩ ≡ (Â−⟨Â⟩I) |ψ⟩

and |ψ2⟩ ≡ (B̂ − ⟨B̂⟩I) |ψ⟩:

∥|ψ1⟩+ |ψ2⟩∥2 =
∥∥∥(Â− ⟨Â⟩+ B̂ − ⟨B̂⟩) |ψ⟩

∥∥∥2
= ⟨ψ| [(Â+ B̂)− (⟨Â⟩+ ⟨B̂⟩)][(Â+ B̂)− (⟨Â⟩+ ⟨B̂⟩)] |ψ⟩

= ⟨(Â+ B̂)2⟩+ ⟨Â+ B̂⟩2 − 2⟨(⟨Â⟩+ ⟨B̂⟩)(Â+ B̂)⟩

= ⟨(Â+ B̂)2⟩+ ⟨Â+ B̂⟩2 − 2(⟨Â⟩+ ⟨B̂⟩)2

= ⟨(Â+ B̂)2⟩ − ⟨A+B⟩2

= ∆(A+B)2.

Since ∥|ψ1⟩+ |ψ2⟩∥ ≤ (∆A + ∆B)2, and since ∥|ψ1⟩+ |ψ2⟩∥2 = ∆(A + B)2, we

obtain:

∆(A+B)2 ≤ (∆A+∆B)2, (4.16)

leaving us, upon taking the square root, with [12]:

∆(A+B) ≤ ∆A+∆B. (4.17)

Now that we have developed all the tools necessary for devising a relation incorporating

memory, we move towards our attempt at actually formulating one for ourselves.

4.3 Finding a Rudimentary Uncertainty Bound

As a first exercise towards formulating our uncertainty relation, we try to set a preliminary

bound for the uncertainty in measuring two complementary observablesX and Y such that

[X,Y ] ̸= 0 when a memory is involved.

For this, we start with the definition of the expression∆(X|M), which according to Sazim,

Pati et al, is given by:

∆(X|M) = ∆(X +M)−∆M. (4.18)
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Now, we proceed formulating this relation along the lines of the Maccone-Pati uncer-

tainty relation i.e., as a sum of variances.

∆(X|M)2 +∆(Y |M)2 = [∆(X +M)−∆M ]2 + [∆(Y +M)−∆M ]2, (4.19)

which expands to

∆(X|M)2 +∆(Y |M)2 = ∆(X +M)2 − 2∆M∆(X +M) + ∆M2

+∆(Y +M)2 − 2∆M∆(Y +M) + ∆M2. (4.20)

Now, we know that [∆(X +M)−∆(Y +M)]2 ≥ 0. This means that:

∆(X +M)2 +∆(Y +M)2 ≥ 2∆(X +M)∆(Y +M). (4.21)

Using eq (4.21), we may now write eq (4.20) as:

∆(X|M)2 +∆(Y |M)2 ≥ 2∆(X +M)∆(Y +M) + 2∆M∆M

− 2∆M∆(X +M)− 2∆M∆(Y +M), (4.22)

and on grouping like terms, we get:

∆(X|M)2 +∆(Y |M)2 ≥ 2∆(X +M)[∆(Y +M)−∆M ]

− 2∆M [∆(Y +M)−∆M ], (4.23)

which condenses to:

∆(X|M)2 +∆(Y |M)2 ≥ 2[∆(X +M)−∆M ][∆(Y +M)−∆M ] (4.24)

= 2∆(X|M)∆(Y |M). (4.25)

Thus leaving us with the rudimentary bound

∆(X|M)2 +∆(Y |M)2 ≥ 2∆(X|M)∆(Y |M). (4.26)

A bound of this form is one that is universal among standard deviation based uncertainty

relations. The fact that it holds for our attempt at the relation is a promising sign that we

may be on the right track, or at least, such a relation can exist.
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4.4 The Connected Correlator

Before we venture out on attempting an uncertainty relation, we need to look into a quantity

that can be used to quantify entanglement, since entanglement is, after all what provides the

element of a ’memory’ in our relation, and we must take care to introduce this element of

entanglement in our relation as well.

Figure 4.2: The Subsystems of Our Entangled System

We see that we have two subsystems A and M living in two different Hilbert spaces,

and it is to be understood that we are acting the observables X and Y on subsystem A,

belonging to the Hilbert Space HA. This would, undoubtedly affect its entangled partner

M in the Hilbert Space HB, and these correlations are what will provide the conditioning

effect, bringing down the uncertainty in the measurements of X and Y .

It is therefore necessary to incorporate the Connected Correlator [1] [19], a measure which

quantifies the entanglement in the state ρAM . Now, the paper by Bagchi et al gives the

connected correlator for the bipartite state ρAB with two observables A and B acting on

each subsystem A and B in their respective spacesHA andHB as:

CCAB = Tr[(A⊗B)ρAB]− Tr[AρA]Tr[BρB]. (4.27)

A non-zero value for the function indicates entanglement in case of a pure state, although

in case of mixed states, the function gives a non-zero value for both entangled and non-

entangled states.

4.5 Attempt at an Uncertainty Relation

Using a motivation similar to the paper by Berta et al [2], we consider the case where a sys-

tem consists of two parts, and we act a measurement operator on one of the two subsystems,

while keeping the other as our ’memory’. In such a case, we need our relation to be of a
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form resembling:

∆(X|M)2 +∆(Y |M)2 ≥ k(A,B,M),

where k is a bound, which should be a function of the operators X, Y and the memoryM .

Now, we have expressions for∆(X|M) and∆(Y |M) in terms of the relations given in Pati,

Sazim et al [14] as:

∆(X|M) = ∆(X +M)−∆M ∆(Y |M) = ∆(Y +M)−∆M (4.28)

Thus, we have a starting point to our relation in terms of conditional uncertainty

∆(X|M)2 +∆(Y |M)2 = [∆(X +M)−∆M ]2 + [∆(Y +M)−∆M ]2. (4.29)

Now, going over to the RHS, we expand the term [∆(X +M)−∆M ]2.

∆(X|M)2 = [∆(X +M)−∆M ]2 (4.30)

= ∆(X +M)2 − 2∆M∆(X +M) + ∆(M)2 (4.31)

We now turn our focus to the RHS of eq (4.34) and concern ourselves with the term∆(X+

M)2

∆(X +M)2 = ⟨[(X +M)− ⟨X +M⟩1]⟩ (4.32)

= ⟨(X +M)2 − 2(X +M)⟨X +M⟩1 + ⟨X +M⟩2⟩ (4.33)

= ⟨(X +M)2⟩ − 2⟨X +M⟩2 + ⟨X +M⟩2. (4.34)

The next step is an integral one, and is what will make our relation incorporate the fact

that we are dealing with two different systems in different Hilbert spaces, and because of

this, the measurements X andM should also be carried out in the corresponding different

Hilbert spaces. This consideration will require that we write:

(X +M)2 = (X ⊗ 1 + 1 ⊗M)2 (4.35)

= (X ⊗ 1)2 + 2(X ⊗ 1)(1 ⊗M) + (1 ⊗M)2 (4.36)

= (X ⊗ 1)2 + 2(X ⊗M) + (1 ⊗M)2 (4.37)

The expectation of this quantity will now be given by;

⟨(X +M)⟩2 = ⟨(X ⊗ 1)2⟩+ 2⟨(X ⊗M)⟩+ ⟨(1 ⊗M)2⟩ (4.38)

= ⟨X2⟩+ 2⟨X ⊗M⟩+ ⟨M2⟩ (4.39)
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Putting eq (4.39) in eq (4.34) will give us:

∆(X +M)2 = ⟨X2⟩+ 2⟨X ⊗M⟩+ ⟨M2⟩ − ⟨X +M⟩2 (4.40)

= ⟨X2⟩+ ⟨M2⟩ − ⟨X⟩2 − ⟨M⟩2 − 2⟨X⟩⟨M⟩+ 2⟨X ⊗M⟩ (4.41)

leaving us with:

∆(X +M)2 = ∆X2 +∆M2 + 2[⟨X ⊗M⟩ − ⟨X⟩⟨M⟩] (4.42)

We substitute the value for ∆(X +M)2 obtained from eq (4.42) in eq (4.31), to obtain an

expression for ∆(X|M)2:

∆(X|M)2 = ∆X2+∆M2+2[⟨X ⊗M⟩− ⟨X⟩⟨M⟩]+∆M2− 2∆M∆(X +M) (4.43)

Following the same procedure for the expression ∆(Y +M)2, we get:

∆(Y +M)2 = ∆Y 2+∆M2+2[⟨Y ⊗M⟩−⟨Y ⟩⟨M⟩]+∆M2−2∆M∆(Y +M), (4.44)

and from there, we obtain ∆(Y |M)2 as:

∆(Y |M)2 = ∆Y 2 +∆M2 +2[⟨Y ⊗M⟩− ⟨Y ⟩⟨M⟩] +∆M2 − 2∆M∆(Y +M). (4.45)

Now that we finally have the values of the conditional variances∆(X|M)2 and∆(Y |M)2,

we substitute these results from eq (4.43) and eq (4.45) in eq (4.28), thereby obtaining:

∆(X|M)2 +∆(Y |M)2 = ∆X2 +∆Y 2 + 4∆M2 + 2[⟨X ⊗M⟩+ ⟨Y ⊗M⟩−

⟨X + Y ⟩⟨M⟩]− 2∆M [∆(X +M) + ∆(Y +M)]. (4.46)

We have from Bagchi et al [1] that the quantity [⟨X ⊗M⟩+ ⟨Y ⊗M⟩ − ⟨X + Y ⟩⟨M⟩] is

in fact the connected correlator CC(X⊗M,Y⊗M).

Thus, eq (4.46) becomes:

∆(X|M)2 +∆(Y |M)2 = ∆X2 +∆Y 2 + 4∆M2 + 2CCX⊗M,Y⊗M

− 2∆M [∆(X +M) + ∆(Y +M)]. (4.47)

On applying the sum uncertainty relation by Sazim, Pati et al, we have:

∆(X +M) + ∆(Y +M) ≤ ∆X +∆M +∆Y +∆M, (4.48)
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which will enable us to write:

∆(X|M)2 +∆(Y |M)2 ≥ ∆X2 +∆Y 2 + 4∆M2 + 2CC)X⊗M,Y⊗M)

− 2∆M [∆X +∆M +∆Y +∆M ], (4.49)

which simplifies to:

∆(X|M)2 +∆(Y |M)2 ≥ ∆X2 +∆Y 2 + 2CC(X⊗M,Y⊗M) − 2∆M [∆X +∆Y ]. (4.50)

If we examine the first two terms on the RHS of the relation, it seems possible that

we could replace them with either one of the bounds specified by Maccone-Pati in their

uncertainty relation (2.19), which, if we recall is of the form:

∆X2 +∆Y 2 ≥ max (L1,L2), (4.51)

with

L1 =
1

2
| ⟨ψ⊥

X+Y |X + Y |ψ⟩ |2

L2 = ±i[X̂, Ŷ ] + | ⟨ψ| X̂ ± iŶ |ψ⊥⟩ |2.

Unfortunately, try as we may, there could not be a resolution regarding the final term

2∆M [∆X + ∆Y ] on the RHS, despite attempts at condensing it into a more useful form.

This led us to turn our attention, albeit briefly, to alternative approaches towards achieving

our goal.

4.6 TheConditional AmplitudeOperator: APotential Ap-

proach Towards a New Relation

Another prospect that was explored in the duration of the work was the conditional ampli-

tude operator proposed by Cerf and Adami[3].

The fact that conditional uncertainty could not be expressed in terms of an operator

was a major reason that led us to adopt the path detailed in the above section. But the

conditional amplitude operator actually provides an explicit density matrix representation

for the conditional states which would arise due to the presence of quantum memory. This
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leads us to believe that wemay have a prospective candidate towards formulating the desired

relation in this operator.

Cerf and Adami devised the conditional amplitude operator as a quantum analogue to

the expression for classical conditional probability:

p(a|b) = p(a, b)

p(b)
. (4.52)

Modelled after the above expression. the operator is formulated thus:

ρA|B = exp2[log2 ρAB − log2(1 ⊗ ρB)], (4.53)

which, on applying the Trotter symmetrization reduces to:

ρA|B = lim
n→∞

[ρ
1/n
AB (1 ⊗ ρB)

−1/n]n. (4.54)

A point to be noted is that this operator is defined only in the support of ρAB (i,e., only those

eigenvectors which have non-zero eigenvalues),due to the fact that sup(ρAB) ∩ ker(1 ⊗

ρB) = ∅.

This restriction is important, because computing ρA|B for states in the kernel of (1⊗B) can

lead to singularities.

The idea behind using this approach was that once we had a conditional amplitude

operator defined, we could use the trace to calculate variance in the form ∆(X|M)2 =

Tr[X2ρX|M ] − Tr[XρX|M ], as is done for the case of usual density matrices. Further re-

search in this direction stands to be done.

46



Chapter 5

Future Scope of the Project

Aswe saw, a conclusion could not be reached using the conditional variance (eq (4.18))attempt

we detailed in section (4.5). We did however, consider how the conditional amplitude op-

erator in section (4.6) could be put to use towards finding a relation, but the operator was

proving to be quite tricky to manipulate, and it has been understood that more time would

be needed to gain some familiarity with the operator.

The future course of the work, naturally, would be to try to gain a deeper understanding

of the conditional amplitude operator and hopefully try and use it to construct our uncertainty

relation.
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Appendix A

The Cauchy-Schwarz Inequality

The Triangle and Cauchy-Schwarz Inequalities

The Triangle Inequality

This expression is basically an encapsulation of the fact that the sum of the lengths of any two

sides of a triangle cannot be less than the length of its third side.

Considering the image on the right to be an illustration

of a triangle in a linear vector space, the above condition

translates to: ∥∥∥X⃗∥∥∥+ ∥∥∥Y⃗ ∥∥∥ ≥
∥∥∥Z⃗∥∥∥ .

But
∥∥∥Z⃗∥∥∥ is basically ∥∥∥X⃗∥∥∥+ ∥∥∥Y⃗ ∥∥∥.

Hence the inequality becomes:

∥∥∥X⃗∥∥∥+ ∥∥∥Y⃗ ∥∥∥ ≥
∥∥∥X⃗ + Y⃗

∥∥∥
The Cauchy-Schwarz Inequality

Proof. We start off from the triangle inequality:

∥∥∥X⃗∥∥∥+ ∥∥∥Y⃗ ∥∥∥ ≥
∥∥∥X⃗ + Y⃗

∥∥∥
and square the equation on both sides, giving us:
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(∥∥∥X⃗∥∥∥+ ∥∥∥Y⃗ ∥∥∥)2 ≥ ∥∥∥X⃗ + Y⃗
∥∥∥2

⇒
∥∥∥X⃗∥∥∥2 + ∥∥∥Y⃗ ∥∥∥2 + 2

∥∥∥X⃗∥∥∥∥∥∥Y⃗ ∥∥∥ ≥
(
X⃗ + Y⃗

)(
X⃗ + Y⃗

)

⇒
∥∥∥X⃗∥∥∥2 + ∥∥∥Y⃗ ∥∥∥2 + 2

∥∥∥X⃗∥∥∥∥∥∥Y⃗ ∥∥∥ ≥
∥∥∥X⃗∥∥∥2 + ∥∥∥Y⃗ ∥∥∥2 + 2

∣∣∣X⃗ · Y⃗
∣∣∣

⇒
∥∥∥X⃗∥∥∥+ ∥∥∥Y⃗ ∥∥∥ ≥

∣∣∣X⃗ · Y⃗
∣∣∣

What we have just arrived at, is an alternative form of the triangle inequality.

Upon squaring this, we get the Cauchy-Schwarz inequality:

∥∥∥X⃗∥∥∥2 ∥∥∥Y⃗ ∥∥∥2 ≥
∣∣∣X⃗ · Y⃗

∣∣∣2
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The Parallelogram Law

The Parallelogram Law of Vector Addition

The parallelogram law of vector addition plays a pivotal role in the derivation of the Mac-

cone - Pati uncertainty relations, and as such it is important that it be treated in more detail.

The Parallelogram Law

Figure B.1: A Euclidean Parallelogram

The parallelogram law in Euclidean space goes as follows:

AC2 +BD2 = 2(a2 + b2)
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Proof. The opposite sides of a parallelogram being equal, we name our sides as follows:

AD = BC = a

AB = CD = b

Turning our attention now to ∆BAD, we apply the law of cosines to get:

BD2 = a2 + b2 − 2ab cosα

We follow the same procedure with ∆ADC, and obtain:

AC2 = a2 + b2 − 2ab cos β

The adjacent angles of a parallelogram being supplementary i.e., α + β = π, we have:

β = π − α

So that AC2 = a2 + b2 − 2ab cos β becomes:

AC2 = a2 + b2 − 2ab cos π − α

= a2 + b2 + 2ab cosα

Now, on adding the expressions for AC2 and BD2, we obtain:

AC2 +BD2 = a2 + b2 + 2ab cosα+

a2 + b2 − 2ab cosα

Thus leaving us with the parallelogram law of vector addition in Euclidean space:

AC2 +BD2 = 2(a2 + b2)

Now that we have an idea about what the parallelogram law is trying to state, we move

on to the extension of the above expression to Hilbert Spaces:
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Figure B.2: Parallelogram in an Inner Product Space

The Parallelogram Law in Inner Product Spaces

Here we have two vectors |ψ⟩ and |ϕ⟩ as shown above, and the parallelogram law arises as

the result of a very straightforward application of the norm in the inner product space[10]:

Proof. We proceed by taking the square of ∥ψ + ϕ∥:

∥ψ + ϕ∥2 = (⟨ψ|+ ⟨ϕ|) (|ψ⟩+ |ϕ⟩)

= ⟨ψ|ψ⟩+ ⟨ϕ|ϕ⟩+ ⟨ϕ|ψ⟩+ ⟨ψ|ϕ⟩

= ∥ϕ∥2 + ∥ψ∥2 + ⟨ψ|ϕ⟩+ ⟨ϕ|ψ⟩

The next step involves taking the square of the expression ∥|ψ⟩ − |ϕ⟩∥

∥ψ − ϕ∥2 = (⟨ψ| − ⟨ϕ|) (|ψ⟩ − |ϕ⟩)

= ⟨ψ|ψ⟩+ ⟨ϕ|ϕ⟩ − ⟨ϕ|ψ⟩ − ⟨ψ|ϕ⟩

= ∥ϕ∥2 + ∥ψ∥2 − ⟨ψ|ϕ⟩ − ⟨ϕ|ψ⟩

Adding the above two equations together, we end up with

∥ψ + ϕ∥2 + ∥ψ − ϕ∥2 = 2(∥ϕ∥2 + ∥ψ∥2)

Which is what we set out to prove.
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The Fano Inequality

The Fano Inequality

We here detail the proof for the Fano inequality, as outlined in Nielsen and Chuang’s Quan-

tum Computation and Quantum Information.[11]

Proof. We first declare an Error Random Variable E.

E ≡

1 if X ̸= X̃

0 if X = X̃

(C.1)

We here note that H(E) = H(pe)

We use the chaining rule for conditional entropies and define

H(E,X|Y ) = H(E,X, Y )−H(Y )

= H(E,X, Y ) +H(X,Y )−H(X,Y )−H(Y )

= H(E|X,Y ) +H(X|Y )

We do this step because we will only have access to Y , from which we will have to acquire

both E and X .

In the above equation, the value of H(E|X,Y ) will be 0, because if we know both X , and

Y , there is no more uncertainty regarding the value of E.

This leaves us with:

H(E,X|Y ) = H(X|Y ) (C.2)
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Next, we use the chain rule, but this time, with a different permutation of the random vari-

ables:

H(E,X|Y ) = H(E,X, Y )−H(Y )

= H(E,X, Y ) +H(E, Y )−H(E, Y )−H(Y )

= H(X|E, Y ) +H(E|Y )

We know conditioning reduces entropy. Hence,

H(E,X|Y ) ≤ H(X|E, Y ) +H(E)

= H(X|E, Y ) +H(pe)

But, since H(E,X|Y ) = H(X|Y ), we have:

H(X|Y ) ≤ H(X|E, Y ) +H(pe) (C.3)

Now, we know from the definition of conditional entropy, that

H(A|B) =
∑
b∈B

p(B = b)H(A|B = b)

B here being the support of B. i.e., the subset of B which has non-zero probabilities. So,

in eq(),

H(X|E, Y ) =
∑
e=0,1

p(E = e)H(X|E = e, Y )

= p(E = 0)H(X|E = 0, Y ) + p(E = 1)H(X|E = 1, Y )

But, if E = 0, it means that the value of X we get from Y has no error, and hence, no

uncertainty associated with it.

This leaves us with:

H(X|E, Y ) = p(E = 1)H(X|E = 1, Y )

= peH(X|E = 1, Y )

We now put an upper bound on H(X|E = 1, Y ).

We know, if we haveE ≡ 1, it means we have made a wrong guess, leaving us with at most

(|X| − 1) possibilities for the value ofX i.e., all values in the setX except the correct one.
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Since the maximum entropy of a system is given by its cardinality i.e.,H(A) ≤ log (dimA),

we may bound the above relation as:

H(X|E, Y ) ≤ pe log (|X| − 1) (C.4)

Putting this in eq(A.3) gives us the Fano Bound:

H(pe) + pe log (|X| − 1) ≥ H(X|Y ) (C.5)
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