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Abstract

The classification of the local Galois representations using (ϕ,Γ)-modules by

Fontaine has been generalized by Kisin and Ren over the Lubin-Tate extensions of

local fields using the theory of (ϕq,ΓLT )-modules. In this thesis, we extend the

work of (Fontaine) Herr by introducing a complex which allows us to compute co-

homology over the Lubin-Tate extensions and compare it with the Galois cohomol-

ogy groups. We further extend that complex to include certain non-abelian exten-

sions. We then deduce some relations of this cohomology with those arising from

(ψq,ΓLT )-modules. We also compute the Iwasawa cohomology over the Lubin-

Tate extensions in terms of ψq-operator acting on étale (ϕq,ΓLT )-module attached

to the local Galois representation. Moreover, we generalize the notion of (ϕq,ΓLT )-

modules over the coefficient ring R and show that the equivalence given by Kisin

and Ren extends to the Galois representations over R. This equivalence allows us to

generalize our results to the case of coefficient rings.
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Chapter 1

Introduction

It is well-known that the field R of real numbers is a completion of Q. Besides this,

associated to each prime number p, there is a field Qp (the field of p-adic numbers),

which is the p-adic completion of Q. So along with the real world, there is a p-

adic world for each prime number p. Ostrowski’s theorem says that these are all the

possible worlds. But the way these fields interact with each other is very mysterious.

The p-adic Hodge theory entirely lies in the p-adic world. It has two aspects:

an arithmetic aspect to describe and classify the p-adic representations of the abso-

lute Galois group GK for a finite extension K of Qp and a geometrical aspect to

understand the p-adic representations of GK from geometry.

In 1990, Fontaine introduced the notion of (ϕ,Γ)-modules in [10]. These (ϕ,Γ)-

modules, which are utterly algebraic objects, give a remarkable and useful descrip-

tion of all the p-adic representations of GK in terms of semi-linear algebra, and it is

often easier to work in terms of semi-linear algebra than to work solely with Galois

representations. A ring, namely Êur, is the base of the theory of (ϕ,Γ)-modules.

This theory is the most powerful tool, which is currently available to study the p-adic

representations of GK . For instance, in [14], Ghate-Kumar used a similar technique

to understand p-adic Galois representations.

Let K be a field complete with respect to a discrete valuation whose residue field

1



2 Chapter 1. Introduction

k is finite and of characteristic p, where p is a fixed prime number. In other words, K

is a local field, and we denote by GK = Gal(K̄/K) the local Galois group. Recall

that a Zp-adic representation of GK is a Zp-module of finite rank with a continuous

and linear action of GK . For the Witt ring W (k), let OE be the p-adic completion

of W (k)((u)) with the field of fractions E. Here u = ε − 1 and ε = (εn)n∈N is a

generator of the p-adic Tate-module of the multiplicative group Gm, i.e., ε = (εn)n∈N
such that ε0 = 1, ε1 6= 1, and εpn+1 = εn, (see [11, Chapter 4, Lemma 4.13]). Let

Kcyc be the cyclotomic Zp-extension ofK in K̄ obtained by adjoining the pn-th roots

of unity to K, H = Gal(K̄/Kcyc) and Γ = GK/H = Gal(Kcyc/K). Then there is a

natural action of Γ and a Frobenius ϕ on OE.

Fontaine’s paper [10] mainly deals with the study of the Zp-adic representations

of the absolute Galois group of a local field K by studying the (ϕ,Γ)-module at-

tached to it. In the equal characteristic case ((p, p) case), he constructed a category

of étale ϕ-modules over OE and proved that this category is equivalent to the cate-

gory of Zp-adic representations of GK . Then using the theory of the field of norms

due to Fontaine and Wintenberger [36], he deduced the mixed characteristic case

((0, p) case) from the equal characteristic case. In this case, the category of Zp-adic

representations of GK is equivalent to the category of étale (ϕ,Γ)-modules over OE.

This equivalence is a deep result that allows the computation of Galois cohomol-

ogy. In [17], Herr gave a technique to calculate the Galois cohomology by intro-

ducing a complex, namely, the Herr complex. The Herr complex is defined on the

category of étale (ϕ,Γ)-modules and the cohomology groups of this complex turn

out to match with the Galois cohomology groups on the category of Zp-adic repre-

sentations of GK . The results of Fontaine, along with this complex, play a crucial

role in all the works pertaining to the computation of the Galois cohomology. In [34],

Floric further extended the Herr complex to the False-Tate type curve extensions to

include certain non-abelian extensions over the cyclotomic Zp-extension.

The well-known works of Colmez, Berger, Wach, and many others has centered
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on the case when Kcyc is the cyclotomic Zp-extension of K. Note that the extension

Kcyc is obtained by adjoining the pn-th roots of unity to K, and they are the pn-

torsion points of the multiplicative Lubin-Tate formal group Gm on Qp, with respect

to the uniformizer p. Thus the cyclotomic Zp-extension is the same as the extension

associated by Lubin-Tate theory to the multiplicative Lubin-Tate formal group. It

is natural to try to carry out this theory for an arbitrary Lubin-Tate formal group F

defined over K. In this direction, there has been a lot of activity in recent years to

develop Fontaine theory for Lubin-Tate formal groups [20], [2], [12], [3], [29], [4],

and [5], where the base field is a finite extension K of Qp with ring of integers OK

and uniformizer π.

In [20], Kisin-Ren classified the local Galois representations using the extensions

arising from division (torsion) points of the Lubin-Tate formal group over K. More

precisely, consider a Lubin-Tate formal group F over a finite extension K/Qp, and

for n ≥ 1, letKn ⊂ K be the subfield generated by the πn-torsion points of F, where

π is a uniformizer of OK . Define K∞ := ∪n≥1Kn and ΓLT := Gal(K∞/K). Then

they obtained a classification of GK-representations on finite OK-modules via étale

(ϕq,ΓLT )-modules, where étale (ϕq,ΓLT )-modules are analogues of étale (ϕ,Γ)-

modules ( [20, Theorem 1.6]).

1.1 Main results

In this thesis, we compute the Galois cohomology of representations defined over

OK , and the theorem of Kisin and Ren aids us in this computation. As a generaliza-

tion of the Herr complex, we define a complex, namely, the Lubin-Tate Herr complex

on the category of étale (ϕq,ΓLT )-modules over OE (Definition 5.4.1). Then using

the Lubin-Tate Herr complex, we compute the Galois cohomology groups of repre-

sentations defined over OK .

Our work depends heavily on the classification of GK-representations given by
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Kisin and Ren. First, we observe that Kisin-Ren theorem [20, Theorem 1.6] holds for

RepdisOK−tor(GK) the category of discrete π-primary abelian groups with a continuous

and linear action of GK . It is crucial to work with this category as this category

has enough injectives, and this category is equivalent to the category of injective

limits of π-power torsion objects in the category of étale (ϕq,ΓLT )-modules over OE

(Proposition 5.1.1). Then we have the following result.

Theorem 1.1.1.(Theorem 5.5.2) For a discrete π-primary abelian group V with a

continuous and linear action of GK , we have a natural isomorphism

H i(GK , V ) ∼= Hi(ΦΓ•LT (DLT (V ))) for i ≥ 0.

The cohomology groups on the right hand side are the cohomology groups of the

Lubin-Tate Herr complex defined for étale (ϕq,ΓLT )-module attached to V , while

the left hand side denotes the usual Galois cohomology groups of the representation

V .

Then we show that both the cohomology functors commute with the inverse limits

and deduce the above theorem for the case when V is a representation defined over

OK (Theorem 5.5.5).

We further extend the equivalence of categories of Kisin and Ren to include cer-

tain non-abelian extensions over the Lubin-Tate extension (Theorem 6.1.2) and show

that the construction of the Lubin-Tate Herr complex for (ϕq,ΓLT )-modules can be

generalized to (ϕq,ΓLT,FT )-modules over non-abelian extensions, and we call it the

False-Tate type Herr complex (Definition 6.3.1). In this case, we establish the fol-

lowing theorem.

Theorem 1.1.2.(Theorem 6.4.1) Let V ∈ RepdisOK−tor(GK). Then we have

H i(GK , V ) ∼= Hi(ΦΓ•LT,FT (DLT,FT (V ))) for i ≥ 0.
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In other words, the False-Tate type Herr complex ΦΓ•LT,FT (DLT,FT (V )) computes

the Galois cohomology of GK with coefficients in V .

Next, we define an operator ψq acting on étale (ϕq,ΓLT )-modules, and then we

prove the following result.

Theorem 1.1.3.(Theorem 7.2.6) Let V ∈ RepdisOK−tor(GK). Then we have a well-

defined homomorphism

Hi(ΦΓ•LT (DLT (V ))→ Hi(ΨΓ•LT (DLT (V )) for i ≥ 0.

Further, the homomorphism

H0(ΦΓ•LT (DLT (V ))→ H0(ΨΓ•LT (DLT (V ))

is injective.

In particular, if the action of γ1 − id is bijective on KerψM and M is a π-

divisible module in the category lim−→Modϕq ,ΓLT ,ét,tor/OE
of injective limits of π-power

torsion étale (ϕq,ΓLT )-modules over OE, then the co-chain complexes ΦΓ•LT (M)

and ΨΓ•LT (M) are quasi-isomorphic (Remark 7.2.8). Moreover, we prove similar

result in the case of False-Tate type extensions (Theorem 7.2.11). Next, we describe

the Iwasawa cohomology in terms of the complex associated with ψq. We prove the

following theorem.

Theorem 1.1.4.(Theorem 8.2.3) For any V ∈ RepdisOK−tor(GK), the complex

Ψ•(DLT (V (χ−1
cycχLT ))) : 0→ DLT (V (χ−1

cycχLT )) ψ−id−−−→ DLT (V (χ−1
cycχLT ))→ 0,

where ψ = ψDLT (V (χ−1
cycχLT )), computesH i

Iw(K∞/K, V )i≥1 the Iwasawa cohomology

groups.
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Thereafter, we use our techniques to deal with the case of coefficient rings. A

coefficient ring is a complete local Noetherian ring with finite residue field.

In [9], Dee generalized Fontaine theory to the case of a general complete Noethe-

rian local ring R, whose residue field is a finite extension of Fp. He extended

Fontaine’s [10] results to the category of R-modules of finite type with a continuous

R-linear action of GK . He constructed a category of étale ϕ-modules (resp., étale

(ϕ,Γ)-modules) over K parameterized by R and proved that this category is equiva-

lent to the category of R-linear representations of GK in the equal characteristic case

(resp., mixed characteristic case) ( [9, Theorem 2.1.27 and Theorem 2.2.1]). The

category of étale ϕ-modules (resp., étale (ϕ,Γ)-modules) is defined to be a module

of finite type over the completed tensor product OE⊗̂ZpR with an action of ϕ (resp.,

ϕ and Γ) as in the case of Fontaine. The core point of the proof is Lemma 2.1.5.

and Lemma 2.1.6. in [9]. Crucial in the proof of the equivalence of categories stated

above, he used the results of Fontaine [10] for the case when the representation V

has finite length. Then the general case was deduced by taking the inverse limits.

We also extend a result of Kisin and Ren ( [20, Theorem 1.6]) to give a classifi-

cation of the category of R-representations of GK . We consider the category of étale

(ϕq,ΓLT )-modules over the completed tensor product OR := OE⊗̂OKR, where the

ring OE is constructed using the periods of Tate-module of F. Then we prove that

this category is equivalent to the category of R-representations of GK . In the equal

characteristic case, we show the following result.

Theorem 1.1.5.(Theorem 9.2.22) The functor V 7→ DR(V ) is an exact equiva-

lence of categories between RepR(GK) the category of R-representations of GK

and Modϕq ,ét/OR
the category of étale ϕq-modules over OR with quasi-inverse functor

VR.

In the case of mixed characteristic, we have the following theorem which gives

a classification of R-representations of the local Galois group in terms of étale
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(ϕq,ΓLT )-modules over OR.

Theorem 1.1.6. (Theorem 9.2.25) The functor DR is an equivalence of cate-

gories between RepR(GK) the category of R-linear representations of GK and

Modϕq ,ΓLT ,ét/OR
the category of étale (ϕq,ΓLT )-modules over OR. The functor VR

is a quasi-inverse of the functor DR.

Then we generalize Theorem 1.1.1, Theorem 1.1.3 and Theorem 1.1.4 to the case

of coefficient rings. The generalization of Theorem 1.1.4 to the case of coefficient

rings allows us to generalize the dual exponential map

Exp∗ : H1
Iw(K∞/K,OK(χcycχ−1

LT )) ∼−→ DLT (OK)ψDLT (OK )=id

defined in [29] over coefficient rings (Corollary 10.2.2). It is possible that this leads

to the construction of Coates-Wiles homomorphisms for the Galois representations

defined over R.

1.2 Outline of the thesis

In Chapter 2 and Chapter 3, we recall some necessary background that will be used

in subsequent chapters. In Chapter 4, we give a sketch of the proof of the Kisin-Ren

theorem. In Chapter 5, we define the Lubin-Tate Herr complex and compute the

Galois cohomology groups of representations defined over OK . In the next chapter,

we extend the Lubin-Tate Herr complex to include certain non-abelian extensions

and show results in the computation of Galois cohomology. In Chapter 7, we define

an operator ψq acting on the category of étale (ϕq,ΓLT )-modules and prove some

results, which give a relationship between the cohomology groups of the Lubin-Tate

Herr complex for ϕq and ψq. We also present our results, which give a relationship

between the False-Tate type Herr complex for ϕq and ψq. In Chapter 8, we compute

Iwasawa cohomology in terms of the complex associated with ψq. Then in Chapter 9,
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we record some significant results on coefficient rings, and we generalize a theorem

of Kisin and Ren over coefficient rings, which in turn allows us to extend our results

over coefficient rings, and these results appear in Chapter 10.



Chapter 2

Some Homological Algebra

In this chapter, we introduce some basic notions of homological algebra to make the

thesis self-contained. In particular, we introduce the notion of double complex, total

complex, and the spectral sequence associated to a double complex. These notions

are very useful in studying the cohomology of the Galois groups. Most of these

notions can be found in [25], [27], and [35].

2.1 Complexes and cohomology

Definition 2.1.1. A co-chain complex (C•, d•) is a family {Cn}n∈Z of abelian groups

or modules together with the maps dn : Cn → Cn+1 such that each composite map

dn+1 ◦ dn : Cn → Cn+2 is zero.

The maps dn are called the differentials of C•. The elements in the kernel

of dn are called n-cocycles, and the elements in the image of dn−1 are called n-

coboundaries.

Definition 2.1.2. Let (C•, d•) be a co-chain complex. Then the n-th cohomology

group of C• is the group of cocycles modulo coboundaries in degree n, i.e.,

Hn(C•) = Ker(dn)
Im(dn−1) .

9
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A co-chain complex (C•, d•) is called bounded if almost all the Cn are zero. A

co-chain complex (C•, d•) is called bounded above (resp., bounded below) if there

is a bound b (resp., a) such that Cn = 0 for all n > b (resp., n < a ). Clearly, a

complex is bounded if and only if the complex is both bounded above and below.

Definition 2.1.3. A co-chain complex map between co-chain complexes (C•, dC,•)

and (D•, dD,•) is a family u• = {un}n∈Z of homomorphisms un : Cn → Dn such

that the diagram

· · · Cn−1 Cn Cn+1 · · ·

· · · Dn−1 Dn Dn+1 · · ·

dC,n−1

un−1

dC,n

un un+1

dD,n−1 dD,n

commutes, i.e., dD,n ◦ un = un+1 ◦ dC,n for all n.

A co-chain complex map sends cycles to cycles and boundaries to boundaries,

and thus induces a map on cohomology groups

H•(u•) : H•(C•, dC,•)→ H•(D•, dD,•).

Remark 2.1.4. The co-chain complexes form an abelian category. The objects in

this category are, of course, co-chain complexes and the morphisms are given by the

co-chain complex maps.

Definition 2.1.5. A morphism u• : C• → D• of co-chain complexes is called a

quasi-isomorphism if the map Hn(u•) : Hn(C•) → Hn(D•) is an isomorphism for

each n ∈ Z.

Definition 2.1.6. A co-chain complex (C•, d•) is called acyclic if Hn(C•) = 0 for

all n.

Example 2.1.7. An exact sequence is always acyclic. �
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2.2 δ-functor

Definition 2.2.1. Let A and B be two abelian categories. Then a (covariant) coho-

mological δ-functor between A and B is a family T = {T n}n≥0 of additive functors

T n : A→ B together with the homomorphisms

δn : T n(C)→ T n+1(A)

defined for each short exact sequence 0 → A → B → C → 0 in A with the

following properties:

(i) δ is functorial, i.e., if

0 A B C 0

0 A′ B′ C ′ 0
is a commutative diagram of short exact sequences in A, then

T n(C) T n+1(A)

T n(C ′) T n+1(A′)

δn

δn

is a commutative diagram in B.

(ii) For each short exact sequence 0 → A → B → C → 0 in A, there is a long

exact sequence

· · · → T n(A)→ T n(B)→ T n(C) δn−→ T n+1(A)→ · · ·

in B.

Example 2.2.2. The cohomology functor (Hn)n≥0 is a cohomological δ-functor

from the category of co-chain complexes to the category of abelian groups. �

Let T and S be two covariant cohomological δ-functors. Then a morphism F :

T → S is a family F n : T n → Sn of natural transformations such that for every
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short exact sequence

0→ A→ B → C → 0,

the diagram

· · · T n(A) T n(B) T n(C) T n+1(A) · · ·

· · · Sn(A) Sn(B) Sn(C) Sn+1(A) · · ·

δn−1

Fn(A) Fn(B)

δn

Fn(C) Fn+1(A)

δn−1 δn

is commutative.

Definition 2.2.3. A cohomological δ-functor T is universal, if given a cohomological

δ-functor S and F 0 : T 0 → S0, there exists a morphism F : T → S of δ-functors

extending F 0.

Example 2.2.4. 1. The cohomology functors (Hn)n≥0 are universal δ-functors

from the category of co-chain complexes to the category of abelian groups.

2. LetG be a pro-finite group. Then the cohomology functors (Hn(G,−))n≥0 are

universal δ-functors from the category of G-modules to the category of abelian

groups. �

2.3 Dimension shifting

Definition 2.3.1. Let A be an abelian category. An object I in A is injective if, for

every monomorphism f : X → Y and every morphism g : X → I , there exists a

morphism h : Y → I such that the diagram

X Y

I

f

g
h

commutes, i.e., g = h ◦ f .
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Definition 2.3.2. An abelian category A is said to have enough injectives if, for every

object X of A, there exists an injective object I and a monomorphism X → I .

Proposition 2.3.3. [27, Corollary 6.49] Let (T n)n≥0 and (Sn)n≥0 be families of ad-

ditive covariant functors between A and B, where A and B are abelian categories

and A has enough injectives. If

(i) for every short exact sequence 0 → A → B → C → 0 in A, there are long

exact sequences

· · · → T n(A)→ T n(B)→ T n(C) δn−→ T n+1(A)→ · · ·

and

· · · → Sn(A)→ Sn(B)→ Sn(C) δn−→ Sn+1(A)→ · · ·

in B with natural connecting homomorphisms,

(ii) T 0 is naturally isomorphic to S0,

(iii) T n(I) = 0 = Sn(I) for all injective objects I and all n ≥ 1,

then T n is naturally isomorphic to Sn for all n ≥ 0.

Remark 2.3.4. The technique of Proposition 2.3.3 is known as dimension shifting.

2.4 Total complex associated to double complex

In this section, we define the total complex associated to a double complex.

Definition 2.4.1. Let A be an abelian category. A double complex (C••, ∂v, ∂h) (with

commuting differentials) is a family of objects {Cp,q ∈ A | p, q ∈ Z} together with

differentials: ∂v : Cp,q → Cp+1,q called the vertical differentials; and ∂h : Cp,q →

Cp,q+1 called the horizontal differentials, satisfying ∂v ◦ ∂v = 0 = ∂h ◦ ∂h and

∂h ◦ ∂v = ∂v ◦ ∂h.
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We may picture a double complex C•• as a lattice, where each row C∗,q and each

column Cp,∗ is a co-chain complex (see Figure 2.1).

...
...

...

· · · Cp+1,q−1 Cp+1,q Cp+1,q+1 · · ·

· · · Cp,q−1 Cp,q Cp,q+1 · · ·

· · · Cp−1,q−1 Cp−1,q Cp−1,q+1 · · ·

...
...

...

∂h ∂h

∂v

∂h

∂v

∂h

∂v

∂h ∂h

∂v

∂h

∂v

∂h

∂v

∂h

∂v

∂h

∂v

∂h

∂v

∂h

∂v ∂v ∂v

Figure 2.1: Double complex C••

Definition 2.4.2. Let (C••, ∂v, ∂h) be a double complex. Then its associated total

complex, denoted by Tot(C••), is a single co-chain complex with n-th term

Tot(C••)n =
⊕

p+q=n
Cp,q

and whose differential maps dn : Tot(C••)n → Tot(C••)n+1 are given by

dn =
∑

p+q=n
∂v + (−1)vertical degree∂h.

Proposition 2.4.3. Let (C••, ∂v, ∂h) be a double complex. Then its associated total

complex (Tot(C••), d•) is a complex.

Proof. It is easy to check, see [27, Lemma 10.5]. �

Example 2.4.4. Let (A•, dA,•) and (B•, dB,•) be two co-chain complexes of abelian
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groups. Then their tensor product is the double complex

C•• = A• ⊗B•

with Cpq = Ap ⊗Bq, p, q ∈ Z, and with the following differentials:

∂v = dA,p ⊗ idBq , ∂h = idAp ⊗ dB,q.

The associated total complex Tot(A• ⊗ B•) is usually called the tensor product of

A• and B•. �

2.5 Spectral sequence associated to double complex

Quite often, spectral sequences arise from double complexes. The spectral sequence

of a double complex is a tool for computing the cohomology of a total complex,

hence for computing the total cohomology of a double complex.

Definition 2.5.1. Let C•• be a double complex. Then we have the natural filtration

F p Tot(C••) of the total complex defined by

F p Tot(C••)n =
⊕
i≥p

Ci,n−i.

For a double complex (C••, ∂v, ∂h), assume that there are only finitely many non-

zero Cp,q on the line p + q = n for each n. Then the above filtration on Tot(C••)

induces a spectral sequence

Epq
1 ⇒ Hp+q(Tot(C••))

converging to the cohomology of Tot(C••). The initial terms Epq
1 are obtained by
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taking the cohomology in direction q, i.e.,

Epq
1 = Hq(Cp,•, ∂h).

The E1 terms give a complex

Hq(C••) : · · · ∂
v

−→ Hq(Cp−1,•) ∂v−→ Hq(Cp,•) ∂v−→ Hq(Cp+1,•) ∂v−→ · · · ,

whose cohomology yields the E2 terms:

Epq
2 = Hp(Hq(C••)).

One often forgets the E1-page and calls the spectral sequence

Epq
2 = Hp(Hq(C••))⇒ Hp+q(Tot(C••))

the spectral sequence associated to the double complex C••.



Chapter 3

Lubin-Tate Theory

This chapter is an elementary and, at the same time, an essential part of this thesis. In

this chapter, we provide an introduction to the theory of Lubin-Tate formal groups,

and we closely follow the exposition given in [6], [16] and [23].

3.1 Formal group laws

Formal groups arise in Number Theory, Algebraic Topology and Lie Theory. In fact,

their origin lies in the theory of Lie groups. In modern number theory, formal group

laws play a crucial role in the study of elliptic curves and the Dirichlet series of

L-functions.

Definition 3.1.1. Let O be a commutative ring. A one-dimensional formal group

law F over O is a formal power series F(X, Y ) ∈ O[[X, Y ]] in two variables with

coefficients in O such that

(i) F(X, 0) = X and F(0, Y ) = Y , i.e., F(X, Y ) ≡ X + Y mod deg 2,

(ii) F(X,F(Y, Z)) = F(F(X, Y ), Z).

Moreover, if F satisfies

F(X, Y ) = F(Y,X)

17
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then F is said to be a commutative formal group law.

If O has no element which is both torsion and nilpotent, then every one-

dimensional formal group law over O is commutative [16, Chapter I, §6].

In this thesis, a formal group law always means a one-dimensional commutative

formal group law.

Example 3.1.2. Some natural examples of one-dimensional commutative formal

group laws are:

1. Ga(X, Y ) = X + Y (the additive formal group law).

2. Gm(X, Y ) = X + Y +XY (the multiplicative formal group law). �

Example 3.1.3. (Formal group law of an elliptic curve) Let E be an elliptic curve

given by the Weierstrass equation with coefficient in O, i.e.,

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6

with ai ∈ O. Then the power series

F (z1, z2) = z1 + z + 2−a1z1z2 − a2(z2
1z2 + z1z

2
2)+

(2a3z
3
1z2 + (a1a2 − 3a3)z2

1z
2
2 + 2a3z1z

3
2) + · · ·

defines a formal group law on E. For the construction of the power series F (z1, z2),

see [31, Chapter IV, §1]. �

Sometimes, formal group laws are also referred to as formal groups. A formal

group resembles a group operation, with no actual underlying group. A group, in

the usual sense, can be obtained from a formal group law by selecting a domain on

which the power series converges (see [23, Chapter III, §6]).
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Example 3.1.4. If O is a complete discrete valuation ring with maximal ideal m, then

x+
F
y := F(x, y) for x, y ∈ m

defines a new abelian group structure on m. �

3.2 The logarithm

Definition 3.2.1. [23, p.56] A homomorphism h : F → G between two formal group

laws F and G is a formal power series h(Z) ∈ O[[Z]] such that

h(0) = 0 and h(F(X, Y )) = G(h(X), h(Y )).

This condition means precisely that h is a homomorphism between the groups

that one can induce from F and G.

Definition 3.2.2. A homomorphism h : F → G is said to be an isomorphism if there

exists a homomorphism h−1 : G→ F such that

h(h−1(Z)) = Z = h−1(h(Z)).

Example 3.2.3. Let F be a formal group law defined over O. We define the homo-

morphisms

[m] : F → F

for all m ∈ Z such that

[0](Z) = 0,

[m+ 1](Z) = F([m](Z), Z),

[m− 1](Z) = F([m](Z), i(Z)),
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where i(Z) ∈ O[[Z]] is the unique power series satisfying F(Z, i(Z)) = 0.

Then by using induction, it is easy to check that [m] is a homomorphism. This

homomorphism is called the multiplication-by-m map. Moreover, if m is a unit in O,

then

[m] : F → F

is an isomorphism. This follows from [31, Chapter IV, Proposition 2.3] �

Example 3.2.4. LetK be a field of characteristic zero. Then the power series log(1+

Z) and exp(Z)− 1 define a mutually inverse isomorphism between Gm and Ga over

K. �

Moreover, we can define log and exp for any formal group law over a field of

characteristic zero. Let F be a formal group law over a field K of characteristic zero.

Then there exists a power series

logF(Z) ≡ Z mod deg 2

with coefficients inK such that logF : F → Ga is a homomorphism of formal groups,

i.e.,

logF(F(X, Y )) = logF(X) + logF(Y ).

Since the linear term of logF(Z) is Z, so the inverse of logF(Z) exists and it is

denoted by expF. The existence of such a power series follows from [24, Chapter V,

§4].

Proposition 3.2.5. [23, Chapter III, Proposition 6.3] The set HomO(F,G) of homo-

morphisms from F to G is an abelian group with respect to the addition

(h1 +
F
h2)(Z) := F(h1(Z), h2(Z))

with zero element 0. The abelian group EndO(F) := HomO(F,F) is a ring with
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respect to the multiplication

(h1.h2)(Z) := h1(h2(Z))

with unit element Z.

3.3 Formal modules

Definition 3.3.1. A formal O-module is a formal group F over O together with a ring

homomorphism

O→ EndO(F)

a 7→ [a]F(Z)

such that [a]F(Z) ≡ aZ mod deg 2.

Definition 3.3.2. A homomorphism of formal O-modules is a homomorphism h :

F → G of formal groups such that

h([a]F(Z)) = [a]G(h(Z)) for a ∈ O.

Example 3.3.3. The multiplicative formal group law Gm is a formal Zp-module with

respect to the map

Zp →EndZp(Gm)

a 7→[a]Gm(Z)

=(1 + Z)a − 1

=
∞∑
n=1

(
a

n

)
Zn. �
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3.4 Lubin-Tate modules

In 1965, Lubin and Tate introduced a group law, namely the Lubin-Tate formal group

law. A Lubin-Tate group law is a formal group over a local field of characteristic zero

with an endomorphism of a specific form. This group law plays an essential role in

constructing the totally ramified extensions of local fields.

Throughout this thesis, we fix a local field (K, |.|) of characteristic 0 with the ring

of integers OK , maximal ideal mK , and residue field k of characteristic p > 0. Let

π be a prime element of OK , card(k) = q and q = pr for some fixed r. Let K̄ be a

fixed algebraic closure of K with the ring of integers OK̄ and maximal ideal mK̄ .

Definition 3.4.1. A Lubin-Tate module over OK for the prime element π is a formal

OK-module F such that

[π]F(Z) ≡ Zq mod π.

Example 3.4.2. The multiplicative group Gm is a Lubin-Tate module for the prime

p, since

[p]Gm(Z) = (1 + Z)p − 1 ≡ Zp mod p. �

Remark 3.4.3. Any two Lubin-Tate modules for one prime element π are isomorphic

over OK . Also, two Lubin-Tate modules associated with two different primes π1 and

π2 can never be isomorphic over OK . This follows from [23, Chapter III, Theorem

6.7].

We can obtain an OK-module, in the usual sense, from a formal OK-module by

choosing a domain on which power series converges.

Proposition 3.4.4. [23, Chapter III, Proposition 7.1] Let F be a formal OK-module.

Then the set mK̄ together with the operations

x+
F
y := F(x, y) and a.x = [a]F(x),
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where x, y ∈ mK̄ , a ∈ OK , is an OK-module in the usual sense, which we denote by

F(mK̄).

Remark 3.4.5. If h : F → G is a homomorphism (resp., isomorphism) of formal

OK-modules, then

h̃ : F(mK̄)→ G(mK̄),

x 7→ h(x)

is a homomorphism (resp., isomorphism) of OK-modules.

3.5 Tate-module of a Lubin-Tate module

Let F be a Lubin-Tate module for a prime element π of OK .

Definition 3.5.1. The group of πn-division points of F is defined as

F(n) = {λ ∈ F(mK̄)|πn.λ = 0}

= {λ ∈ F(mK̄)|[πn]F(λ) = 0}

= Ker([πn]F).

Note that the group F(n) is an OK-submodule of F(mK̄), and since it is annihi-

lated by πnOK , so it is an OK/π
nOK-module. Moreover, F(n) is a free OK/π

nOK-

module of rank 1 [23, Chapter III, Proposition 7.2].

Next, we define the Tate-module of a Lubin-Tate module F. Consider the exact

sequence

0→ F(n)→ F(mK̄) a7→[πn]Fa−−−−−→ F(mK̄)→ 0,
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where F(n) = Ker([πn]F). Then the Tate-module of F is defined as the following

TF := lim←−
n∈N

F(n),

with the transition maps

F(n+ 1)→ F(n)

a 7→ [π]Fa.

The Tate-module TF is a free OK-module of rank 1. Let v = (vn)n∈N be a generator

of TF. Then TF = OK .v is equipped with the following OK-action

λ.v = (λn.vn)n∈N, λn ∈ OK , λ ≡ λn mod πnOK .

3.6 Lubin-Tate extensions

For a Lubin-Tate module F for a prime element π of OK , we have

F(1) ⊆ F(2) ⊆ . . .F(n) ⊆ . . . .

Then by adjoining these subsets to K, we get a chain of algebraic extensions

K ⊆ K1 := K(F(1)) ⊆ . . . ⊆ Kn := K(F(n)) ⊆ . . . ⊆ K∞ :=
∞⋃
n=1

Kn ⊆ K̄.

Definition 3.6.1. A Lubin-Tate extension of a local field K is an abelian extension

of K obtained by adjoining the group of π-division points of the Lubin-Tate module

to K.

Remark 3.6.2. The Lubin-Tate extensions depend only on the choice of the prime

element π, not on the Lubin-Tate module F for π. For more details see [23, Chapter
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III, §7].

Proposition 3.6.3. [23, Chapter III, Theorem 7.4] For all n ≥ 1, the extension

Kn/K is totally ramified abelian extension of degree (q − 1)qn−1 with the Galois

group

Gal(Kn/K) ∼= (OK/π
nOK)×.

Moreover, this isomorphism fits into the following commutative diagram

Gal(Kn+1/K) (OK/π
n+1OK)×

Gal(Kn/K) (OK/π
nOK)×.

∼=

restriction projection

∼=

Since Gal(K∞/K) = lim←−
n

Gal(Kn/K), therefore by passing to the projective limits,

we obtain the isomorphism

Gal(K∞/K) ∼= O×K .
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Chapter 4

Galois Representations

In this chapter, first, we give an overview of Fontaine’s theory of (ϕ,Γ)-modules.

Next, we prove a theorem, which is due to Kisin and Ren [20]. This theorem is a

generalization of Fontaine’s theory of (ϕ,Γ)-modules.

Recall that K is a finite extension of Qp with its algebraic closure K̄. Let GK :=

Gal(K̄/K) be the absolute Galois group of K.

4.1 Fontaine’s theory: an overview

The possibility of converting the study of the p-adic representations of GK into the

investigation of the (ϕ,Γ)-modules is the founding point of Fontaine’s theory. A p-

adic representation of GK is a finite dimensional Qp-vector space with a continuous

and linear action of GK .

In [10], Fontaine introduced a new technique to study the p-adic representations

of the absolute Galois group. He proved that these representations could be investi-

gated by the study of the étale (ϕ,Γ)-module, which is an algebraic object attached to

the representation. To achieve this, he decomposed the Galois group along a totally

ramified extension of K, by using the theory of the field of norms. This extension

was obtained by using the cyclotomic tower associated with the multiplicative group

27
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Gm.

Then he constructed a functor D from the category RepQp(GK) of p-adic repre-

sentations of GK to the category Modϕ,Γ,ét/E of étale (ϕ,Γ) modules over the discrete

valued field E. Recall that a ϕ-module over E is an E-vector space M with a map

ϕM : M → M , which is semi-linear with respect to ϕ. We say that M is étale if

dimEM < ∞ and if there exists an OE-lattice M ′ of M such that M ′ is an étale

ϕ-module over OE and is stable under the action of ϕ. An étale (ϕ,Γ)-module over

E is an étale ϕ-module over E together with a continuous and semi-linear action of

Γ, which commutes with the action of ϕ. The functor D is defined as follows.

Let V be a p-adic representation of GK . Define

D(V ) := (Êur ⊗Qp V )H ,

where Êur is the completion of the maximal unramified extension of E. The group H

is the kernel of the cyclotomic character χcyc : GK → Z×p , i.e., H = Gal(K̄/Kcyc),

where Kcyc is the cyclotomic Zp-extension of K obtained by adjoining all pn-th

roots of unity to K and roots of unity to K. The group Γ is the image of χcyc,

i.e., Γ = GK/H = Gal(Kcyc/K). The residue field E of E is the same as the

field of norms of the extension Kcyc/K. There is an action of the group Γ and the

Frobenius ϕ on E, and these actions commute with each other. Note that ϕ is a lift of

absolute Frobenius on E. Then he proved that this functor D gives an equivalence of

categories between the category of p-adic representations of GK and the category of

étale (ϕ,Γ)-modules over E.

4.2 The Kisin-Ren equivalence

For any n ∈ N, the pn-th roots of unity are the pn-torsion points of the multiplicative

Lubin-Tate formal group Gm on Qp, with respect to the uniformizer p. Therefore the

cyclotomic extension is the same as the extension associated with the multiplicative
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Lubin-Tate formal group Gm. It is natural to try to carry out this theory for an ar-

bitrary Lubin-Tate formal group defined over any finite extension K of Qp. In this

direction, Kisin and Ren established a significant result [20, Theorem 1.6], which is a

base of this thesis. For the convenience, we recall the construction of the equivalence

of categories proved by Kisin and Ren.

For a local field K of characteristic 0 with residue field k, let W = W (k) be the

ring of Witt vectors over k and K0 = W [ 1
p
] be the field of fractions of W . Then K0

is a maximal unramified extension of Qp contained in K. For an OK0-algebra A, we

write AK = A⊗OK0
OK .

Let F be the Lubin-Tate group over K corresponding to the uniformizer π of OK .

As in [20], we fix a local co-ordinate Z on F such that the formal Hopf algebra OF

is identified with OK [[Z]]. For any a ∈ OK , write [a]F(Z) ∈ OK [[Z]] = OF for the

power series giving the endomorphism of F.

Let K∞ be the Lubin-Tate extension of K. Let HK = Gal(K̄/K∞) and ΓLT =

GK/HK = Gal(K∞/K). Let TF be the p-adic Tate-module of F. Then TF is a free

OK-module of rank 1. The action of GK on TF factors through ΓLT and induces an

isomorphism χLT : ΓLT → O×K . This follows from section 3.6.

Let R = lim←−OK̄/pOK̄ , where the transition maps in the inverse limit are given

by the Frobenius ϕ. The ring R can also be identified with lim←−OK̄/πOK̄ , and the

transition maps being given by the q-Frobenius ϕq = ϕr, where ϕ is the Frobenius

map and r = logp q, i.e., q = pr. The ring R is a complete valuation ring, and it is

perfect of characteristic p. The fraction field Fr(R) of R is a complete, algebraically

closed non-archimedean perfect field of characteristic p. Then we have a map ι :

TF → R, which is induced by the evaluation of Z at π-torsion points. Let v =

(vn)n≥0 ∈ TF with vn ∈ F(n) and π.vn+1 = vn, then ι(v) = (v∗n(Z) + πOK̄)n≥0.

Moreover, we have the following lemma, which follows from [7, Lemma 9.3]. More

details are given in [28, §2.1].

Lemma 4.2.1. [20, Lemma 1.2] There is a unique map {} : R → W (R)K such
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that {x} is a lifting of x and ϕq({x}) = [π]F(x). Moreover, {} respects the action of

GK . In particular, if v ∈ TF is an OK-generator, there is an embedding OK [[Z]] ↪→

W (R)K sending Z to {ι(v)}, which identifies OK [[Z]] with a GK-stable, ϕq-stable

subring of W (R)K such that {ι(TF)} lies in the image of OK [[Z]].

Note that the GK-action on OK [[Z]] factors through ΓLT , and we have ϕq(Z) =

[π]F(Z) and σa(Z) = [a]F(Z), where σa = χ−1
LT (a) for any a ∈ O×K , which is well-

defined as χLT : ΓLT → O×K is an isomorphism. Now, fix an OK-generator v ∈ TF

and by using Lemma 4.2.1, identify OK [[Z]] with a subring of W (R)K by sending Z

to {ι(v)}.

Let OE be the π-adic completion of OK [[Z]][ 1
Z

]. Then OE is a complete discrete

valuation ring with uniformizer π and the residue field k((Z)). Since W (R) is π-

adically complete, we may view

OE ⊂ W (R)K ⊂ W (Fr(R))K .

Let OEur ⊂ W (Fr(R))K denote the maximal integral unramified extension of OE,

and O
Êur

the π-adic completion of OEur , which is again a subring of W (Fr(R))K .

Let E,Eur and Êur denote the field of fractions of OE,OEur and O
Êur

, respectively.

These rings are all stable under the action of ϕq and GK . Also, the GK-action factors

through ΓLT .

Lemma 4.2.2. [20, Lemma 1.4] The residue field of O
Êur

is a separable closure of

k((Z)), and there is a natural isomorphism

Gal(Eur/E) ∼−→ Gal(K̄/K∞).

Proof. Let F be a finite extension of K. Define

XK(F ) := lim←−
n

(F.Kn),
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where F.Kn is the composite of F and Kn, and the transition maps in the inverse

system are given by the norm maps. Then XK(F ) is a local field of characteristic p,

which is a finite separable extension of XK(K) ( [36, Theorem 2.1.3]). Put

XK(K̄) = ∪FXK(F ),

where the union runs over all the finite extensions F of K contained in K̄. Then

XK(K̄) is a separable closure of XK(K), and the functor XK induces an isomor-

phism ( [36, Theorem 3.2.2])

Gal(XK(K̄)/XK(K)) ∼−→ Gal(K̄/K∞).

Note that we have well-defined maps of rings

lim←−OKn → lim←−OKn/(v1) ↪→ lim←−OK̄/πOK̄ = R, (4.1)

where the transition maps in the first two inverse limits are given by the norm maps

and in the final inverse limit by x 7→ xq. Thus the fieldXK(K) is naturally embedded

in Fr(R), i.e., XK(K) ↪→ Fr(R). For more details, see [36, §4]. The image of (4.1)

is k[[Z]] ⊂ R thus k((Z)) ⊂ Fr(R). Now identify E := k((Z)) = OE/πOE with

XK(K), then it follows thatEsep := OEur/πOEur ⊂ Fr(R) is identified withXK(K̄).

Therefore

Gal(Esep/E) ∼−→ Gal(K̄/K∞).

Since Eur is unramified extension of E, we have

Gal(Eur/E) = Gal(Esep/E).

This completes the proof of the lemma. �

Next, the following lemma is an easy consequence of the definition of O
Êur

.
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Lemma 4.2.3. Under the natural actions of GE and ϕq on O
Êur

, we have

(i) (O
Êur

)GE = OE,

(ii) (O
Êur

)ϕq=id = OK .

Proof. (i) Clearly, we have OE ↪→ (O
Êur

)GE . Moreover, this is an inclusion of π-

adically complete and separated local rings, so it is sufficient to prove surjectivity

modulo πn for n ≥ 1. We use induction on n. We have an exact sequence

0→ (O
Êur

) π−→ (O
Êur

)→ Esep → 0

of OE-modules, and by taking GE-invariants, this induces an injection

(O
Êur

)GE/(π) ↪→ (Esep)GE = E

of OE/(π) = E-modules. Since E is a field, so the inclusion map is a bijection, i.e.,

OE ↪→ (O
Êur

)GE is surjective modulo π. Now assume that the map OE ↪→ (O
Êur

)GE

is surjective modulo πn−1. Then we have the following commutative diagram

0 OE/πOE OE/π
nOE OE/π

n−1OE 0

0 (O
Êur

)GE/π (O
Êur

)GE/πn (O
Êur

)GE/πn−1 0

with exact rows. By using the Five lemma ( [21, Chapter III]), it follows that the map

OE ↪→ (O
Êur

)GE is surjective modulo πn.

(ii) First, we show that the sequence

0→ OK/π
nOK → O

Êur
/πnO

Êur

ϕq−id−−−→ O
Êur
/πnO

Êur
→ 0 (4.2)

is exact for n ≥ 1. Since we have an exact sequence

0→ k → Esep ϕq−id−−−−−→
x 7→xq−x

Esep → 0,
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i.e., the sequence (4.2) is exact for n = 1. Assume that the sequence given by (4.2)

is exact for n− 1. Now consider the following diagram.

0 0 0

0 OK/πOK O
Êur
/πO

Êur
O

Êur
/πO

Êur
0

0 OK/π
nOK O

Êur
/πnO

Êur
O

Êur
/πnO

Êur
0

0 OK/π
n−1OK O

Êur
/πn−1O

Êur
O

Êur
/πn−1O

Êur
0

0 0 0

ϕq−id
x 7→xq−x

ϕq−id

ϕq−id

This is a commutative diagram of abelian groups such that each column is exact.

Moreover, the top and the bottom rows are also exact by induction hypothesis. Since

ϕq(x) = x for x ∈ OK , then OK/π
nOK ⊆ Ker(ϕq − id), i.e., the middle row is a

complex. Then by using 3× 3 lemma ( [35, §1.3]), we deduce that the middle row is

also exact. Therefore we have an exact sequence

0→ OK/π
nOK → O

Êur
/πnO

Êur

ϕq−id−−−→ O
Êur
/πnO

Êur
→ 0, for n ≥ 1.

Since the projective system {OK/π
nOK}n≥1 has surjective transition maps, passing

to the projective limit is exact and gives us an exact sequence

0→ OK → O
Êur

ϕq−id−−−→ O
Êur
→ 0.

Hence, (O
Êur

)ϕq=id = OK . �

Remark 4.2.4. Since it follows from Lemma 4.2.2 that Gal(Esep/E) ∼= HK . Then

we have

(O
Êur

)HK = OE.
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Definition 4.2.5. Let κ be a field of characteristic p > 0. Then the Cohen ring C(κ)

of κ is the unique (up to isomorphism) absolutely unramified discrete valuation ring

of characteristic 0 with residue field κ.

The subring OE ⊂ W (Fr(R)), which is constructed using the periods of TF, is

naturally a Cohen ring for E = XK(K). Moreover, by Lemma 4.2.2, we have

HK
∼−→ GE.

The GK-action on R induces a GK-action on W (Fr(R))K and the rings OE,OEur

and O
Êur

are stable under the action of GK . On the other hand, GE acts on O
Êur

by

continuity and functoriality and these actions are compatible with the identification

of Galois groups HK
∼−→ GE .

Definition 4.2.6. A ϕq-module over OE is an OE-module M with a map ϕM : M →

M , which is semi-linear with respect to q-Frobenius ϕq, i.e.,

ϕM(x+ y) = ϕM(x) + ϕM(y),

ϕM(λx) = ϕq(λ)ϕM(x),

for all x, y ∈M and λ ∈ OE.

For a ϕq-module M over OE, let Mϕq := M ⊗ϕq OE
OE denote the base change of

M by OE via ϕq. Then a semi-linear map ϕM : M →M is equivalent to an OE-linear

map Φlin
M : Mϕq →M .

Definition 4.2.7. A ϕq-module M over OE is étale if M is an OE-module of finite

type and the map Φlin
M : Mϕq →M is an isomorphism.

Let V be an OK-module of finite rank with a continuous and linear action of GK .

Then consider the ϕq-module:

DLT (V ) := (O
Êur
⊗OK V )HK = (O

Êur
⊗OK V )GE .
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The action of GK on O
Êur
⊗OK V induces a semi-linear action of GK/HK = ΓLT =

Gal(K∞/K) on DLT (V ).

Definition 4.2.8. A (ϕq,ΓLT )-module M over OE is a ϕq-module over OE together

with a continuous and semi-linear action of ΓLT , which commutes with the endo-

morphism ϕM of M . We say that M is étale if it is étale as a ϕq-module.

Now we consider the following categories:

• RepOK
(GK) = the category of finitely generated free OK-modules with a con-

tinuous and linear action of GK .

• RepOK−tor(GK) = the category of finitely generated torsion OK-modules with

a continuous and linear action of GK .

• Modϕq ,ΓLT ,ét/OE
= the category of finitely generated free étale (ϕq,ΓLT )-modules

over OE.

• Modϕq ,ΓLT ,ét,tor/OE
= the category of finitely generated torsion étale (ϕq,ΓLT )-

modules over OE.

Then DLT is a functor from RepOK
(GK) (resp., RepOK−tor(GK)) to Modϕq ,ΓLT ,ét/OE

(resp., Modϕq ,ΓLT ,ét,tor/OE
), and this follows from [20]. Moreover, DLT is an additive

functor and this follows from [10, A1, 1.2.2].

Let M ∈ Modϕq ,ΓLT ,ét/OE
(resp., Modϕq ,ΓLT ,ét,tor/OE

). Then consider the GK-

representation:

VLT (M) := (O
Êur
⊗OE

M)ϕq⊗ϕM=id.

Here GK acts on O
Êur

as before and acts via ΓLT on M . The diagonal action of GK

on O
Êur
⊗OE

M is ϕq ⊗ ϕM -equivariant, which induces a GK-action on VLT (M).

Remark 4.2.9. Using similar proof as that in [10, A1, Proposition 1.2.4 and 1.2.6],

we have that the functors DLT and VLT are exact functors and the natural maps

O
Êur
⊗OE

DLT (V )→ O
Êur
⊗OK V,

O
Êur
⊗OK VLT (M)→ O

Êur
⊗OE

M



36 Chapter 4. Galois Representations

are isomorphisms.

In particular, we have the following result, which is established in [20, Theorem

1.6].

Theorem 4.2.10 (Kisin-Ren). The functors

V 7→ DLT (V ) = (O
Êur
⊗OK V )HK and M 7→ VLT (M) = (O

Êur
⊗OE

M)ϕq⊗ϕM=id

are quasi-inverse equivalence of categories between the category RepOK
(GK)

(resp., RepOK−tor(GK)) and Modϕq ,ΓLT ,ét/OE
(resp., Modϕq ,ΓLT ,ét,tor/OE

).

Sketch of the Proof. Note that for any V ∈ RepOK
(GK), we have

V ∼= lim←−
n

V/πnV.

Using this isomorphism, it is enough to show that the functors DLT and VLT are

quasi-inverse equivalence of categories between the category RepOK−tor(GK) and

Modϕq ,ΓLT ,ét,tor/OE
and then the general case follows by passing to the inverse limits.

Now let V ∈ RepOK−tor(GK). Then by using Remark 4.2.9, we identify

O
Êur
⊗OE

DLT (V ) with O
Êur
⊗OK V . Then

VLT (DLT (V )) =(O
Êur
⊗OE

DLT (V ))ϕq⊗ϕDLT (V )=id

∼=(O
Êur
⊗OK V )ϕq⊗id=id

=(O
Êur

)ϕq=id ⊗OK V

=OK ⊗OK V

∼=V.

Here the second isomorphism follows from the above identification and the fact that

ϕq acts trivially on V . The fourth equality follows from part (ii) of Lemma 4.2.3.
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Similarly, for any M ∈Modϕq ,ΓLT ,ét,tor/OE
, we have

DLT (VLT (M)) =(O
Êur
⊗OK VLT (M))HK

∼=(O
Êur
⊗OE

M)HK

=(O
Êur

)HK ⊗OE
M

=OE ⊗OE
M

∼=M,

where the second isomorphism follows from Remark 4.2.9 and the fourth equality

comes from Remark 4.2.4. This proves the theorem. �

Remark 4.2.11. Instead of K if we choose any finite extension, say F , of K then

we also have the above equivalence of categories for OF -modules.

Lemma 4.2.12. The category of finitely generatedGK-modules defined over OK has

no non-zero injectives.

Proof. Let I be an injective object in the category of finitely generated GK-modules

over OK . Then I is a finitely generated OK-module with a continuous and linear ac-

tion ofGK . Now by structure theorem for finitely generated modules over a principal

ideal domain, we have

I ∼= O⊕rK ⊕ T,

where T is a finite torsion module over OK . Note that I is injective as an OK-module.

Since OK is a principal ideal domain, so I is also π-divisible. Let πe be an annihilator

of T . Now consider the map

I
×πe−−→ I.

Then this map sends T to zero. So multiplication by πe map can not be surjective,

unless T = 0. Thus

I ∼= O⊕rK .
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Again, multiplication by π map is not surjective on I , unless r = 0, as we know the

sequence

0→ OK
π−→ OK → OK/πOK → 0

is exact. Therefore

I = 0.

�



Chapter 5

Galois Cohomology over the

Lubin-Tate Extensions

This chapter is a part of [1]. In this chapter, we define a complex, namely, the Lubin-

Tate Herr complex (Definition 5.4.1), and then using that complex, we compute the

Galois cohomology groups in terms of étale (ϕq,ΓLT )-modules. To achieve this,

first, we decompose the Galois group GK along the Lubin-Tate extension of K, and

then we establish Proposition 5.2.5 and Proposition 5.3.7. These two results help us

to deduce our main result (Theorem 5.5.2) of this chapter.

Following the notations of Chapter 4, by Theorem 4.2.10, we know that the func-

tor DLT is an equivalence of categories between the category of finitely generated

OK-modules with a continuous and linear action of GK and the category of étale

(ϕq,ΓLT )-modules over OE. Since injective objects do not exist in the category

of finitely generated OK-modules with a continuous and linear action of GK (see

Lemma 4.2.12). Thus the category RepOK
(GK) does not have enough injectives.

Therefore we extend the functor DLT to a category that has enough injectives as we

are going to use injective objects to compute cohomology groups.

39
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5.1 Equivalence of categories

Let RepdisOK−tor(GK) be the category of discrete π-primary abelian groups with a

continuous action of GK . Then any object in this category is the filtered direct limit

of π-power torsion objects in RepOK−tor(GK). In fact, if V ∈ RepdisOK−tor(GK),

then

V =
⋃
n

V [πn],

where V [πn] is the kernel of the multiplication by πn map on V . Here each V [πn] is

GK-stable. SinceGK is a pro-finite group, the category RepdisOK−tor(GK) has enough

injectives [25, Chapter II, Lemma 2.6.5].

Now we extend the functor DLT to the category RepdisOK−tor(GK). Let V be a

discrete π-primary abelian group on which the Galois group GK acts continuously,

then we define

DLT (V ) := (O
Êur
⊗OK V )HK .

Since V is the filtered direct limit of π-power torsion objects in RepOK−tor(GK) and

both the tensor product and taking HK-invariants commute with the filtered direct

limits, so the functor DLT commutes with the filtered direct limits. Therefore DLT is

an exact functor into the category lim−→Modϕq ,ΓLT ,ét,tor/OE
of injective limits of π-power

torsion objects in Modϕq ,ΓLT ,ét/OE
. Now for any object M ∈ lim−→Modϕq ,ΓLT ,ét,tor/OE

,

define

VLT (M) := (O
Êur
⊗OE

M)ϕq⊗ϕM=id.

The functor VLT also commutes with the direct limits. Then we have the follow-

ing proposition, which shows that the equivalence of Theorem 4.2.10 extends to the

category of discrete π-primary representations of GK , and this is an important step

towards our main theorem.

Proposition 5.1.1. The functor DLT is a quasi-inverse equivalence of categories be-

tween RepdisOK−tor(GK) and lim−→Modϕq ,ΓLT ,ét,tor/OE
with quasi-inverse VLT .
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Proof. By Theorem 4.2.10, we know that the functors DLT and VLT are quasi-inverse

equivalence of categories between RepOK−tor(GK) and Modϕq ,ΓLT ,ét,tor/OE
. Moreover

for any V ∈ RepdisOK−tor(GK), we have

V = lim−→
n

Vn

with Vn ∈ RepOK−tor(GK) for n ≥ 1. Since the functor DLT commutes with the

direct limits, i.e.,

DLT (V ) = lim−→
n

DLT (Vn).

Moreover, the functor VLT also commutes with the direct limits. Then the proposi-

tion follows from Theorem 4.2.10 by taking direct limits. �

5.2 The Φ• complex

Let p an odd prime number. Define Dsep := O
Êur
⊗OK V . Since O

Êur
⊗OK V ∼=

O
Êur
⊗OE

DLT (V ) (Remark 4.2.9). Thus Dsep ∼= O
Êur
⊗OE

DLT (V ).

Definition 5.2.1. Define the co-chain complex Φ•(Dsep) as follows:

Φ•(Dsep) : 0→ Dsep ϕq⊗ϕD−id−−−−−−→ Dsep → 0,

where ϕD = ϕDLT (V ).

Remark 5.2.2. Throughout this thesis, we assume that each complex has the first

term in degree −1 unless stated otherwise.

Lemma 5.2.3. For any V ∈ RepdisOK−tor(GK), let V [0] be the complex with V in

degree 0 and 0 everywhere else. Then the augmentation map V [0] → Φ•(Dsep) is a

quasi-isomorphism of co-chain complexes.

Proof. By part (ii) of Lemma 4.2.3, we know that the complex Φ•(Esep) is acyclic
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in non-zero degrees with 0-th cohomology equal to k, the augmentation map

k[0]→ Φ•(Esep)

is a quasi-isomorphism. Next, observe that O
Êur
/πn is flat as an OK/π

n-module.

This follows as we know O
Êur

is flat as an OK-module, and we also have a ring

homomorphism OK → OK/π
n. Now by using [21, Chapter XVI, Proposition 4.2],

O
Êur
⊗OK OK/π

n is flat as an OK/π
n-module. By tensoring the short exact sequence

0→ OK
πn−→ OK → OK/π

n → 0 with O
Êur

, we have O
Êur
⊗OK OK/π

n ∼= O
Êur
/πn.

Thus O
Êur
/πn is flat as an OK/π

n-module. Then by dévissage (by using Five lemma

as explained in part (i) of Lemma 4.2.3), the augmentation map

OK/π
n[0]→ Φ•(O

Êur
/πn) (5.1)

is also a quasi-isomorphism as each term in both complexes is a flat OK/π
n-module.

If V is a finite abelian π-group then it is killed by some power of π, and we have

Φ•(Dsep) = Φ•(O
Êur
/πn)⊗OK/πn V . Since V is free OK/π

n-module, tensoring with

V is an exact functor. Thus tensoring (5.1) with V , we get

V [0]→ Φ•(Dsep)

is a quasi-isomorphism. As the direct limit functor is exact, the general case follows

by taking direct limits. �

Lemma 5.2.4. H i(HK ,OÊur
/πn) = 0 for all n ≥ 1 and i ≥ 1.

Proof. Since we have an exact sequence

0→ O
Êur
/πO

Êur
→ O

Êur
/πnO

Êur
→ O

Êur
/πn−1O

Êur
→ 0.
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Then by dévissage (by the long exact cohomology sequence), we are reduced to the

case n = 1, i.e., we only need to prove that H i(HK , E
sep) = 0 for all i ≥ 1. But this

is a standard fact of Galois cohomology [25, Proposition 6.1.1]. �

Proposition 5.2.5. For any V ∈ RepdisOK−tor(GK), we have Hi(Φ•(DLT (V ))) ∼=

H i(HK , V ) as ΓLT -modules. In other words, the complex Φ•(DLT (V )) computes

the HK-cohomology of V .

Proof. Assume that V is finite. By definition,

DLT (V ) = (O
Êur
⊗OK V )HK = (Dsep)HK .

So the complex Φ•(DLT (V )) is the HK-invariant part of Φ•(Dsep). Since V is finite,

the terms of Φ•(Dsep) are of the form Dsep = Esep ⊗E DLT (V ) and are acyclic

objects for theHK-cohomology by using Lemma 5.2.4. Then it follows from Lemma

5.2.3 that Hi(Φ•(DLT (V ))) ∼= H i(HK , V ) as ΓLT -modules. As both the functors

Hi(Φ•(DLT (−))) andH i(HK ,−) commute with the filtered direct limits, the general

case follows by taking the direct limits. �

Let ∆ be the torsion subgroup of ΓLT and H∗K the kernel of the quotient map

GK � ΓLT � Γ∗LT := ΓLT/∆. Then ∆ is isomorphic to µq−1.

If the order of ∆ is not prime to p, then we choose a finite p-extension F of K

such that torsion part of Gal(K∞/F ) is prime to p. In that case, Kisin-Ren theorem

allows us to compute GF = Gal(K̄/F )-cohomology of V . Therefore, without any

loss of generality, we can assume that the order of ∆ is prime to p.

Proposition 5.2.6. The complex Φ•(DLT (V )∆) computes the H∗K-cohomology of V .

Proof. Since the order of ∆ is prime to p, the p-cohomological dimension of ∆ is

zero. Moreover, the isomorphism H∗K/HK
∼= ∆ gives the following short exact

sequence

0→ HK → H∗K → ∆→ 0.
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Now the Hochschild-Serre spectral sequence gives an exact sequence

0→ H1(∆, V HK )→ H1(H∗K , V )→ H1(HK , V )∆ → H2(∆, V HK )→ H2(H∗K , V ).

Since the p-cohomological dimension of ∆ is zero, i.e., H i(∆, V HK ) = 0 for i ≥ 1.

Now the result follows from Proposition 5.2.5. �

5.3 The Γ•LT complex

Note that Γ∗LT is torsion-free. Assume that Γ∗LT ∼=
⊕d

i=1 Zp as a Zp-module, where

d is the degree of K over Qp. Let Γ∗LT be topologically generated by the set X :=

〈γ1, γ2, . . . , γd〉.

Definition 5.3.1. Let A be an abelian group with a continuous and linear action of

Γ∗LT . Then we define Γ•LT (A) as follows:

Γ•LT (A) : 0→ A→
⊕
i1∈X

A→ · · · →
⊕

{i1,...,ir}∈(X
r)
A→ · · · → A→ 0,

where
(
X
r

)
denotes choosing r-indices at a time from the set X, and for all 0 ≤

r ≤ |X| − 1, the map d
j1,...,jr+1
i1,...,ir : A → A from the component in the r-th term

corresponding to {i1, . . . , ir} to the component corresponding to the (r + 1)-tuple

{j1, . . . , jr+1} is given by

d
j1,...,jr+1
i1,...,ir =

 0 if {i1, . . . , ir} * {j1, . . . , jr+1},

(−1)sj(γj − id) if {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {j}.

Here sj is the number of elements in the set {i1, . . . , ir}, which are smaller than j.

Remark 5.3.2. The above definition is motivated by the definition of Koszul com-

plex.
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Proposition 5.3.3. Let A be an arbitrary representation of the group Γ∗LT . Then

Γ•LT (A) is a complex.

Proof. Since A is a representation of Γ∗LT , A is also an OK [[Γ∗LT ]]-module. Note

that A ⊗OK [[Γ∗LT ]] OK [[Γ∗LT ]] ∼= A. First, we show that Γ•LT (OK [[Γ∗LT ]]) is a com-

plex. Let
⊕
i1∈X OK [[Γ∗LT ]] be a free module with ordered basis {e1, e2, . . . , ed}

and
⊕
{i1,...,ir}∈(X

r) OK [[Γ∗LT ]] be a free module with basis {ei1 ∧ · · · ∧ eir} with

i1 < i2 < · · · < ir. Then the boundary maps are given by the following

d :
⊕

{i1,...,ir}∈(X
r)
OK [[Γ∗LT ]] −→

⊕
{j1,...,jr+1}∈( X

r+1)
OK [[Γ∗LT ]]

d(ei1 ∧ · · · ∧ eir) =
∑

d
j1,...,jr+1
i1,...,ir (ej1 ∧ · · · ∧ ejr ∧ ejr+1)

=
d∑
j=1

(−1)sj(γj − 1)(ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧ eir),

where sj is the number of elements in the set {i1, . . . , ir} smaller than j, and the

maps dj1,...,jr+1
i1,...,ir are as defined in Definition 5.3.1. Then

(d ◦ d)(ei1 ∧ · · · ∧ eir) =d
 d∑
j=1

(−1)sj(γj − 1)(ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧ eir)


=
d∑
t=1

(−1)st(γt − 1)
d∑
j=1

(−1)sj(γj − 1)(ei1 ∧ · · · ∧ esj ∧ ej

∧ · · · ∧ est ∧ et ∧ · · · ∧ eir).

Here st is the number of elements in the set {i1, . . . , ir}, which are smaller than t.

Note that in the above summation, each term appears twice, so each term has two

coefficients. Now for j < t, we compare the coefficients of the term ei1 ∧ · · · ∧ esj ∧

ej ∧ · · · ∧ est ∧ et ∧ · · · ∧ eir . The coefficient is (−1)sj+st+1(γt − id)(γj − id) if we

introduce ej first and et second. Similarly, by introducing et first and then ej , we get
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(−1)st+sj(γj − id)(γt − id) as the coefficient of the term ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧

est ∧ et ∧ · · · ∧ eir . Since γj commutes with γt, and the coefficients are of opposite

parity. Then it follows that d ◦ d = 0, i.e., Γ•LT (OK [[Γ∗LT ]]) is a complex.

Note that

Γ•LT (A) = Γ•LT (OK [[Γ∗LT ]])⊗OK [[Γ∗LT ]] A.

Therefore, Γ•LT (A) is also a complex. �

We write the complex Γ•LT (A) for the case d = 2 and 3.

Example 5.3.4. Let d = 2. Then the complex Γ•LT (A) is defined as follows:

Γ•LT (A) : 0→ A
x7→A0x−−−−→ A⊕ A x 7→A1x−−−−→ A→ 0,

where

A0 =

[
γ1 − id

γ2 − id

]
, A1 =

[
−(γ2 − id) γ1 − id

]
. �

Example 5.3.5. Let d = 3. Then the complex Γ•LT,FT (A) looks like as the following

Γ•LT (A) : 0→ A
x7→A0x−−−−→ A⊕3 x 7→A1x−−−−→ A⊕3 x7→A2x−−−−→ A→ 0,

where

A0 =

γ1 − id

γ2 − id

γ3 − id

 , A1 =

−(γ2 − id) γ1 − id 0

0 −(γ3 − id) γ2 − id

−(γ3 − id) 0 γ1 − id

 ,
A2 =

[
γ3 − id γ1 − id −(γ2 − id)

]
. �

Lemma 5.3.6. The functor A 7→ Hi(Γ•LT (A))i≥0 is a cohomological δ-functor.

Moreover, if A is a discrete representation of Γ∗LT , then H0(Γ•LT (A)) = AΓ∗LT .

Proof. Let

0→ A→ B → C → 0 (5.2)

be a short exact sequence of representations of Γ∗LT . Then we have a short exact
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sequence

0→ Γ•LT (A)→ Γ•LT (B)→ Γ•LT (C)→ 0 (5.3)

of co-chain complexes. The long exact sequence of (5.3) gives maps

δi : Hi(Γ•LT (C))→ Hi+1(Γ•LT (A)),

which are functorial in (5.2). Therefore A 7→ Hi(Γ•LT (A)) is a cohomological δ-

functor. The second part follows from the fact that the action of Γ∗LT on A factors

through a finite quotient. Since the classes of the elements of γi (i ∈ X) generate

finite quotients of Γ∗LT , AΓ∗LT = ∩i∈X Ker(γi − id) = H0(Γ•LT (A)). �

Proposition 5.3.7. Let A be a discrete π-primary representation of Γ∗LT . Then

Hi(Γ•LT (A)) ∼= H i(Γ∗LT , A) for i ≥ 0. In other words, the complex Γ•LT (A) computes

the Γ∗LT -cohomology of A.

Proof. We prove the proposition by using induction on the number of generators of

Γ∗LT . First, assume that Γ∗LT is topologically generated by 〈γ1, γ2〉. Let Γ∗γ1 denote

the subgroup of Γ∗LT generated by γ1 and Γ∗γ2 the quotient of Γ∗LT by Γ∗γ1 . We denote

by Γ•γi(A) the co-chain complex

Γ•γi(A) : 0→ A
γi−id−−−→ A→ 0.

Then the co-chain complex Γ•LT (A) is the total complex of the double complex

Γ•γ2(Γ•γ1(A)), and associated to the double complex Γ•γ2(Γ•γ1(A)), there is a spectral

sequence

Emn
2 = Hm(Γ•γ2(Hn(Γ•γ1(A))))⇒ Hm+n(Γ•LT (A)). (5.4)

Moreover, associated to the group Γ∗LT , we have the Hochschild-Serre spectral se-

quence

Emn
2 = Hm(Γ∗γ2 , H

n(Γ∗γ1 , A))⇒ Hm+n(Γ∗LT , A). (5.5)
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Now assume that A is injective object in the category of discrete π-primary abelian

groups with a continuous action of Γ∗LT . Then the complex Γ•γ1(A) is acyclic in

non-zero degrees with 0-th cohomology isomorphic to H0(Γ∗γ1 , A) = AΓ∗γ1 [27,

Corollary 6.41], i.e, the map AΓ∗γ1 [0] → Γ•γ1(A) is a quasi-isomorphism. But AΓ∗γ1

is an injective object in the category of discrete π-primary abelian groups with a

continuous action of Γ∗γ2 . Now by using step 1 and step 2 of [26, Proposition 2.1.7],

the map AΓ∗LT [0]→ Γ•γ2(AΓ∗γ1 ) is a quasi-isomorphism of co-chain complexes.

Note that H i(Γ∗LT ,−) is a universal δ-functor, and Hi(Γ•LT (−)) is a cohomolog-

ical δ-functor such that H0(Γ∗LT ,−) ∼= H0(Γ•LT (−)). Therefore, we have a natural

transformation H i(Γ∗LT ,−) → Hi(Γ•LT (−)) of δ-functors. Then by using spectral

sequences (5.4) and (5.5), we have

H i(Γ∗LT , A) ∼= Hi(Γ•LT (A)) for i ≥ 0.

Now the case for general A follows from Lemma 5.3.6 by using dimension shifting

(Proposition 2.3.3), i.e., the proposition holds when Γ∗LT is topologically generated

by γ1 and γ2. Then by induction assume that the result is true when Γ∗LT is topolog-

ically generated by 〈γ1, γ2, . . . , γd−1〉. Now we want to prove the proposition when

Γ∗LT has d generators, i.e., Γ∗LT = 〈γ1, γ2, . . . , γd〉. Consider the complexes

Γ•γd(A) : 0→ A
γd−id−−−→ A→ 0,

and

Γ•LT\γd(A) : 0→ A→
⊕
i1∈X′

A→ · · · →
⊕

{i1,...,ir}∈(X′
r )
A→ · · · → A→ 0,

where X′ = {γ1, . . . , γd−1}, and for all 0 ≤ r ≤ |X′|− 1, the map dj1,...,jr+1
i1,...,ir : A→ A

from the component in the r-th term corresponding to {i1, . . . , ir} to the component
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corresponding to the (r + 1)-tuple {j1, . . . , jr+1} is given by the following

d
j1,...,jr+1
i1,...,ir =

 0 if {i1, . . . , ir} * {j1, . . . , jr+1},

(−1)sj(γj − id) if {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {j},

and sj is the number of elements in the set {i1, . . . , ir} smaller than j. Note that the

complex Γ•LT (A) is the total complex of the double complex Γ•γd(Γ
•
LT\γd(A)). Since

the result is true for Γ•LT\γd(A) by using induction hypothesis. The proof follows by

using similar techniques as explained in the case when Γ∗LT is generated by γ1 and

γ2. �

For any representation A of Γ∗LT , clearly, the complex Γ•LT (A) depends on the

choice of generators of Γ∗LT .

Proposition 5.3.8. The Galois cohomology groups computed using the complex

Γ•LT (A) are independent of the choice of generators of Γ∗LT .

Proof. To prove this, we use induction on the number of generators of Γ∗LT . Assume

that Γ∗LT has only two generators γ1 and γ2. Let Γ∗LT = 〈γ′1, γ2〉 be another set of

generators. Define 1
id−γ1

(a) := lim
n→∞

∑n
j=0 γ

j
1(a) for a ∈ A, where the series on the

right hand side is convergent as Γ∗LT acts continuously on A. Then γ′1−id
γ1−id is unit in

OK [[Γ∗LT ]], and we have the following diagram

Γ•LT,γ1,γ2(A) : 0 A A⊕ A A 0

Γ•LT,γ′1,γ2
(A) : 0 A A⊕ A A 0,

x 7→A0x

id

x 7→A1x

γ′1−id
γ1−id

⊕id
γ′1−id
γ1−id

x 7→A′0x x 7→A′1x

where

A0 =

[
γ1 − id

γ2 − id

]
, A1 =

[
−(γ2 − id) γ1 − id

]
,

A′0 =

[
γ′1 − id

γ2 − id

]
, A′1 =

[
−(γ2 − id) γ′1 − id

]
.

It is easy to check that the above diagram is commutative. Since γ′1−id
γ1−id is unit
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in OK [[Γ∗LT ]], then by passing to the cohomology, it induces a natural isomor-

phism of Hi(Γ•LT,γ1,γ2(A)) on Hi(Γ•LT,γ′1,γ2
(A)). Similarly, it is easy to show that

Hi(Γ•LT,γ′1,γ2
(A)) is naturally isomorphic to Hi(Γ•LT,γ′1,γ′2(A)). Therefore there is a

natural isomorphism between Hi(Γ•LT,γ1,γ2(A)) and Hi(Γ•LT,γ′1,γ′2(A)). Now the gen-

eral case follows by induction on the number of generators of Γ∗LT . �

5.4 Lubin-Tate Herr complex

Now we define a complex, namely, the Lubin-Tate Herr complex, which is a gener-

alization of the Herr complex [17].

Definition 5.4.1. Let M ∈ lim−→Modϕq ,ΓLT ,ét,tor/OE
. Define the co-chain complex

ΦΓ•LT (M) as the total complex of the double complex Γ•LT (Φ•(M∆)), and we call it

the Lubin-Tate Herr complex for M .

Explicitly for the cases d = 2 and 3, the Lubin-Tate Herr complex looks like as

in the following examples. Note that in the following examples M = M∆. We write

M only for the simplicity.

Example 5.4.2. Let d = 2. Then the Lubin-Tate Herr complex ΦΓ•LT (M) is defined

as follows:

0→M
x 7→A0,ϕqx−−−−−−→M⊕3 x 7→A1,ϕqx−−−−−−→M⊕3 x 7→A2,ϕqx−−−−−−→M → 0,

where

A0,ϕq =

ϕM − idγ1 − id

γ2 − id

 , A1,ϕq =

−(γ1 − id) ϕM − id 0

−(γ2 − id) 0 ϕM − id

0 −(γ2 − id) γ1 − id

 ,
A2,ϕq =

[
γ2 − id −(γ1 − id) ϕM − id

]
. �

Example 5.4.3. For d = 3, the complex ΦΓ•LT (M) is defined as follows:

0→M
x 7→A0,ϕqx−−−−−−→M⊕4 x 7→A1,ϕqx−−−−−−→M⊕6 x 7→A2,ϕqx−−−−−−→M⊕4 x 7→A3,ϕqx−−−−−−→M → 0,
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where

A0,ϕq


ϕM − id

γ1 − id

γ2 − id

γ3 − id

 , A1,ϕq =



−(γ1 − id) ϕM − id 0 0

−(γ2 − id) 0 ϕM − id 0

−(γ3 − id) 0 0 ϕM − id

0 −(γ2 − id) γ1 − id 0

0 0 −(γ3 − id) γ2 − id

0 −(γ3 − id) 0 γ1 − id


,

A2,ϕq =


γ2 − id −(γ1 − id) 0 ϕM − id 0 0

0 γ3 − id −(γ2 − id) 0 ϕM − id 0

γ3 − id 0 −(γ1 − id) 0 0 ϕM − id

0 0 0 γ3 − id γ1 − id −(γ2 − id)

 ,

A3,ϕq =
[
−(γ3 − id) −(γ1 − id) γ2 − id ϕM − id

]
. �

Next, we compute the Galois cohomology groups using this Lubin-Tate Herr

complex.

5.5 Galois cohomology via Lubin-Tate Herr complex

Lemma 5.5.1. Let V ∈ RepdisOK−tor(GK). Then V 7→ Hi(ΦΓ•LT (DLT (V )))i≥0 is a

cohomological δ-functor from the category of discrete π-primary representations of

GK to the category of abelian groups. Moreover, we have

H0(ΦΓ•LT (DLT (V ))) ∼= V GK .

Proof. Let

0→ V1 → V2 → V3 → 0 (5.6)

be a short exact sequence of discrete π-primary representations of GK . Since the

functor DLT is exact, we have a short exact sequence

0→ DLT (V1)→ DLT (V2)→ DLT (V3)→ 0

in lim−→Modϕq ,ΓLT ,ét,tor/OE
. By using Acyclic Assembly Lemma [35, Lemma 2.7.3], we
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get a short exact sequence

0→ ΦΓ•LT (DLT (V1))→ ΦΓ•LT (DLT (V2))→ ΦΓ•LT (DLT (V3))→ 0 (5.7)

of co-chain complexes. Then the long exact sequence of (5.7) gives maps

δi : HiΦΓ•LT (DLT (V3))→ Hi+1ΦΓ•LT (DLT (V1)),

which are functorial in (5.6). Therefore V 7→ HiΦΓ•LT (DLT (V ))i≥0 is a cohomolog-

ical δ-functor from the category RepdisOK−tor(GK) to the category of abelian groups.

For the second part, we know that by definition

DLT (V ) = (O
Êur
⊗OK V )HK .

Since ϕq acts trivially on V and it commutes with the action of GK , we have:

DLT (V )ϕDLT (V )=id = ((O
Êur
⊗OK V )HK )ϕDLT (V )=id

= (Oϕq=id
Êur

⊗OK V )HK

= (OK ⊗OK V )HK

∼= V HK ,

where the third equality follows from Lemma 4.2.3. Therefore

DLT (V )ϕDLT (V )=id,ΓLT=id ∼= (V HK )ΓLT=id = V GK .

On the other hand, by definition of the Lubin-Tate Herr complex, we have

H0(ΦΓ•LT (DLT (V ))) =(DLT (V )∆)ϕDLT (V )=id,Γ∗LT=id

=DLT (V )ϕDLT (V )=id,ΓLT=id.
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Hence

H0(ΦΓ•LT (DLT (V ))) ∼= V GK . �

Theorem 5.5.2. Let V be a discrete π-primary abelian group with a continuous

action of GK , i.e., V ∈ RepdisOK−tor(GK). Then

H i(GK , V ) ∼= Hi(ΦΓ•LT (DLT (V )))

for i ≥ 0. In other words, the Lubin-Tate Herr complex ΦΓ•LT (DLT (V )) computes

the Galois cohomology of GK with coefficients in V .

Proof. Since (H i(GK ,−))i≥0 is a universal δ-functor and (Hi(ΦΓ•LT (DLT (−))))i≥0

is a cohomological δ-functor such that H0(ΦΓ•LT (DLT (−))) ∼= H0(GK ,−). Thus

we have a natural transformation

H i(GK ,−)→ Hi(ΦΓ•LT (DLT (−)))

of δ-functors. First, assume that V is an injective object in RepdisOK−tor(GK). Then

there is a spectral sequence

Emn
2 = Hm(Γ•LT (Hn(Φ•(DLT (V )∆))))⇒ Hm+n(ΦΓ•LT (DLT (V ))) (5.8)

associated to the double complex Γ•LT (Φ•(DLT (V )∆)), and associated to the group

GK , we have the Hochschild-Serre spectral sequence

Emn
2 = Hm(Γ∗LT , Hn(H∗K , V ))⇒ Hm+n(GK , V ). (5.9)

Since V is injective, it follows from Proposition 5.2.6 that the augmentation map

V H∗K [0]→ Φ•(DLT (V )∆)
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is a quasi-isomorphism. Also, V H∗K is injective as a discrete representation of Γ∗LT .

Then by using Proposition 5.3.7, the map

V GK [0]→ Γ•LT (V H∗K )

is also a quasi-isomorphism of co-chain complexes. Now the natural transformation

H i(GK ,−) → Hi(ΦΓ•LT (DLT (−))) and the spectral sequences (5.8) and (5.9) give

the following isomorphism

H i(GK , V ) ∼= Hi(ΦΓ•LT (DLT (V ))) for i ≥ 0.

As we know that the category RepdisOK−tor(GK) has enough injectives, the general

case follows from Lemma 5.5.1 by using dimension shifting (Proposition 2.3.3). �

Remark 5.5.3. The cohomology groups, computed using the Lubin-Tate Herr com-

plex, do not depend on the generators of Γ∗LT , i.e., they are independent of the choice

of the generators of Γ∗LT .

Next, we show that the Lubin-Tate Herr complex computes the Galois cohomol-

ogy of objects in the category RepOK
(GK). Let V ∈ RepOK

(GK). Then V is a

finitely generated free OK-module with a continuous and linear action of GK and we

have

V = lim←−V ⊗OK OK/π
nOK

∼= lim←−V/π
nV,

where each V/πnV is π-power torsion and it is also discrete as V/πnV is finite. This

means that any object in RepOK
(GK) is the inverse limit of objects in the category

RepdisOK−tor(GK).

Lemma 5.5.4. Let V ∈ RepOK
(GK). Then the functor H i(GK ,−) commutes with
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the inverse limits, i.e., H i(GK , V ) ∼= lim←−
n

H i(GK , V/π
nV ).

Proof. Since k is finite, the cohomology groups H i(GK , V/π
nV ) are finite for all n

( [32, Theorem 2.1]). Now the result follows from [33, Corollary 2.2]. �

Theorem 5.5.5. For any V ∈ RepOK
(GK), we have

H i(GK , V ) ∼= Hi(ΦΓ•LT (DLT (V ))) for i ≥ 0.

Proof. Firstly we show that the functor Hi(ΦΓ•LT (DLT (−))) commutes with the

inverse limits. Since the transition maps are surjective in the projective system

(ΦΓ•LT (DLT (V/πnV )))n of co-chain complexes of abelian groups, the first hyper-

cohomology spectral sequence degenerates at E2. Moreover, it follows from Lemma

5.5.4 that lim←−
n

1Hi(ΦΓ•LT (DLT (V/πnV ))) = 0. Therefore the second hypercohomol-

ogy spectral sequence

lim←−
n

iHj(ΦΓ•LT (DLT (V/πnV )))⇒ Hi+j(ΦΓ•LT (DLT (V )))

also degenerates at E2. Thus

lim←−
n

Hi(ΦΓ•LT (DLT (V/πnV ))) = Hi(ΦΓ•LT (DLT (V ))).

Now

H i(GK , V ) ∼= lim←−
n

H i(GK , V/π
nV )

∼= lim←−
n

Hi(ΦΓ•LT (DLT (V/πnV )))

∼= Hi(ΦΓ•LT (DLT (V ))),

where the first isomorphism follows from Lemma 5.5.4 and the second is induced

from Theorem 5.5.2. �
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Corollary 5.5.6. Let V be a finite free OK-module with a continuous and linear

action of GK . Then

Hi(ΦΓ•LT (DLT (V ))) = 0 for i ≥ 3,

although it is not obvious from the definition of the Lubin-Tate Herr complex.

Proof. Recall the classical result that the groupsH i(GK , V ) are trivial for i ≥ 3, [30,

Chapter II, Proposition 12]. Then it follows from the above theorem that

Hi(ΦΓ•LT (DLT (V ))) = 0 for i ≥ 3.

�



Chapter 6

Galois Cohomology over the

False-Tate Type Extensions

This chapter is a part of [1]. In this chapter, first, we extend a result of Kisin and

Ren (Theorem 4.2.10) to certain non-abelian extensions, namely, the False-Tate type

extensions. Then we generalize the Lubin-Tate Herr complex defined in Chapter 5

over the False-Tate type extensions, which we call the False-Tate type Herr complex.

Further, we compute the Galois cohomology groups using the False-Tate type Herr

complex.

6.1 Equivalence of categories

Recall thatK is a local field of characteristic 0 with the ring of integers OK , maximal

ideal mK and the uniformizer π. For any x ∈ mK\m2
K , choose a system (xi)i≥1 such

that [p](x1) = x and [p](xi+1) = xi for all i ≥ 1. Define K̃ := K(xi)i≥1, and then the

extension K̃/K is not Galois. LetL := K∞K̃; then it is easy to see that the extension

L/K is a Galois extension. Moreover, L/K is arithmetically pro-finite as Gal(L/K)

is a p-adic Lie group. As in [36], we consider the field of norms for this extension.

The fraction field Fr(R) contains the field of norms EL := XK(L) of extension

57
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L/K in a natural way, and we have Gal(K̄/L) ∼= Gal(Esep/EL) ( [36, Corollary

3.2.3]). Recall from Chapter 4 that the ring O
Êur

is a complete discrete valuation ring

with residue field Esep and is stable under the action of GK and ϕq. Define OL :=

(O
Êur

)Gal(K̄/L). Since Gal(K̄/L) ∼= Gal(Esep/EL), we have EL = (Esep)Gal(K̄/L),

and OL is a complete discrete valuation ring with residue field EL. Moreover, the

ring OL is stable under the action of GK and ϕq. Define ΓLT,FT := Gal(L/K) and

HL = Gal(K̄/L). The following diagrams summarize the above notations.

K̄

L

K̃ K∞

K

ΓLT,FT

HL

HK

ΓLT

GK

Figure 6.1: Field extensions of K

Fr(R)

Esep

EL

E

HL

HK

Figure 6.2: Field extensions of E
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Now for any V ∈ RepOK
(GK), define

DLT,FT (V ) := (O
Êur
⊗OK V )HL .

Let Modϕq ,ΓLT,FT ,ét/OL
be the category of finite free étale (ϕq,ΓLT,FT )-modules over

OL. Then the modules DLT,FT (V ) and DLT (V ) ⊗OE
OL are in the category

Modϕq ,ΓLT,FT ,ét/OL
, and there is a natural map ι : DLT (V )⊗OE

OL → DLT,FT (V ).

Proposition 6.1.1. The map ι is an isomorphism of étale (ϕq,ΓLT,FT )-modules over

OL.

Proof. By Remark 4.2.9, we know that O
Êur
⊗OE

DLT (V ) ∼= O
Êur
⊗OK V as an étale

(ϕq,ΓLT )-modules over OE. Then

DLT (V )⊗OE
OL = DLT (V )⊗OE

(O
Êur

)Gal(K̄/L)

= (DLT (V )⊗OE
O

Êur
)Gal(K̄/L)

∼= (O
Êur
⊗OK V )Gal(K̄/L)

= DLT,FT (V ),

where the second identity follows from the fact that Gal(K̄/L) ⊆ Gal(K̄/K∞).

Thus ι is an isomorphism of étale (ϕq,ΓLT,FT )-modules. �

Similarly, for any M ∈Modϕq ,ΓLT,FT ,ét/OL
, define

VLT,FT (M) := (O
Êur
⊗OL

M)ϕq⊗ϕM=id.

Then we have the following theorem.

Theorem 6.1.2. The functor DLT,FT is an exact equivalence of categories be-

tween the category RepOK
(GK) (resp., RepOK−tor(GK)) and Modϕq ,ΓLT,FT ,ét/OL

(resp., Modϕq ,ΓLT,FT ,ét,tor/OL
) with a quasi-inverse functor VLT,FT .
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Proof. Since the functor DLT,FT is composite of the functor DLT with the scalar

extension ⊗OE
OL. Now the proof follows from Proposition 6.1.1 and Theorem

4.2.10. �

Remark 6.1.3. The extension K̃ is not the canonical one. We can also define K̃ as

follows:

1. Define Kcyc := K(µpn)n≥1. Let Kcyc ⊆ K∞ and K̃ := K(πp−r , r ≥ 1), then

L = K∞K̃ is a Galois extension of K and Gal(L/K∞) ∼= Zp. The case when

Kcyc = K∞ has been considered in [34] and [18].

2. We can also define K̃ := K(yi)i≥1, where (yi)i≥1 is a system satisfying

[π](y1) = y and [π](yi+1) = yi for all i ≥ 1 and y ∈ mK\m2
K . In this case,

Gal(L/K∞) is isomorphic to an open subgroup of Zp.

Then using similar methods, as explained in Chapter 5, we extend the functor

DLT,FT to the category of discrete π-primary abelian groups with a continuous ac-

tion of GK . Then the functor DLT,FT is an exact equivalence of categories from

the category RepdisOK−tor(GK) of discrete π-primary representations of GK to the

category lim−→Modϕq ,ΓLT,FT ,ét,tor/OL
of injective limits of π-power torsion objects in

Modϕq ,ΓLT,FT ,ét/OL
, i.e., we have the following result.

Theorem 6.1.4. The functors DLT,FT and VLT,FT are quasi-inverse equivalence of

categories between RepdisOK−tor(GK) and lim−→Modϕq ,ΓLT,FT ,ét,tor/OL
.

Sketch of the proof. Let V ∈ RepdisOK−tor(GK). Then we have

V = lim−→
n

Vn,

where each Vn is an object in the category RepOK−tor(GK). Since the functor DLT

commutes with direct limits, then it follows from Proposition 6.1.1 that the functor

DLT,FT also commutes with direct limits. Now the result follows from Theorem 6.1.2
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by taking direct limits and noting that the functor VLT,FT also commutes with direct

limits. �

6.2 The complex Γ•LT,FT

To generalize the Lubin-Tate Herr complex to the case of False-Tate type extensions;

first, we extend the complex Γ•LT defined in Chapter 5 over the False-Tate type ex-

tensions. We denote this complex as Γ•LT,FT complex.

Recall that Γ∗LT = 〈γ1, γ2, . . . , γd〉 as a Zp-module. Let γ̃ be a topological gen-

erator of Gal(L/K∞). We lift γ1, γ2, . . . , γd to the elements of Gal(L/K̃). Then

Γ∗LT,FT is topologically generated by the set X̃ := 〈γ1, γ2, . . . , γd, γ̃〉 with the rela-

tions γiγ̃ = γ̃aiγi such that ai ∈ Z×p , where ai = χLT (γi) for all i = 1, . . . , d, and

χLT is the Lubin-Tate character.

Definition 6.2.1. Let A be an arbitrary representation of the group Γ∗LT,FT . Then we

define Γ•LT,FT (A) as follows.

Γ•LT,FT (A) : 0→ A→
⊕
i1∈X̃

A→ · · · →
⊕

{i1,...,ir}∈(X̃
r)
A→ · · · → A→ 0,

where
(
X̃
r

)
denotes choosing r-indices at a time from the set X̃, and for all 0 ≤

r ≤ |X̃| − 1, the map d
j1,...,jr+1
i1,...,ir : A → A from the component in the r-th term

corresponding to {i1, . . . , ir} to the component corresponding to the (r + 1)-tuple

{j1, . . . , jr+1} is given by

d
j1,...,jr+1
i1,...,ir =



0 if {i1, . . . , ir} * {j1, . . . , jr+1},

(−1)sj(γj − id) if {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {j}

and{i1, . . . , ir} doesn’t contain γ̃,

(−1)sj+1
(
γj − γ̃χLT (j)χLT (i1)···χLT (ir)−id

γ̃χLT (i1)···χLT (ir)−id

)
if {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {j}

and{i1, . . . , ir} contains γ̃,

γ̃χLT (i1)···χLT (ir) − id if {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {γ̃},
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where sj is the number of elements in the set {i1, . . . , ir}, which are smaller than j.

The above definition of Γ•LT,FT (A) is inspired by the definition of the Koszul

complex.

Theorem 6.2.2. Let A be an arbitrary representation of the group Γ∗LT,FT . Then

Γ•LT,FT (A) is a complex.

Proof. Since A is a representation of Γ∗LT,FT , A is also an OK [[Γ∗LT,FT ]]-module.

Note that

A⊗OK [[Γ∗LT,FT ]] OK [[Γ∗LT,FT ]] ∼= A.

First, we show that Γ•LT,FT
(
OK [[Γ∗LT,FT ]]

)
is a complex.

Let
⊕

i1∈X OK [[Γ∗LT,FT ]] be a free module with ordered basis {e1, e2, . . . , ed, ed+1

= ẽ} and
⊕
{i1,...,ir}∈(X

r) OK [[Γ∗LT,FT ]] be a free module with basis {ei1 ∧ · · · ∧ eir}

with i1 < i2 < · · · < ir. Then the boundary maps

d :
⊕

{i1,...,ir}∈(X̃
r)
OK [[Γ∗LT,FT ]]→

⊕
{j1,...,jr+1}∈( X̃

r+1)
OK [[Γ∗LT,FT ]]

are given by the following

d(ei1 ∧ · · · ∧ eir) =
∑

d
j1,...,jr+1
i1,...,ir (ej1 ∧ · · · ∧ ejr ∧ ejr+1)

=
∑

Case I

d
j1,...,jr+1
i1,...,ir (ej1 ∧ · · · ∧ ejr ∧ ejr+1)

+
∑

Case II

d
j1,...,jr+1
i1,...,ir (ej1 ∧ · · · ∧ ejr ∧ ejr+1)

+
∑

Case III

d
j1,...,jr+1
i1,...,ir (ej1 ∧ · · · ∧ ejr ∧ ejr+1),

where the map dj1,...,jr+1
i1,...,ir is defined as in Definition 6.2.1 and the Case I, Case II, Case

III are as follows.

Case I: {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {γj} and {i1, . . . , ir} does not contain γ̃.
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In this case,

d(ei1 ∧ · · · ∧ eir) =
∑

d
j1,...,jr+1
i1,...,ir (ej1 ∧ · · · ∧ ejr ∧ ejr+1)

=
d∑
j=1

(−1)sj(γj − 1)(ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧ eir),

where sj is the number of elements in the set {i1, . . . , ir} smaller than j. Then

(d ◦ d)(ei1 ∧ · · · ∧ eir) =d
 d∑
j=1

(−1)sj(γj − 1)(ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧ eir)


=
d∑
t=1

(−1)st(γt − 1)
d∑
j=1

(−1)sj(γj − 1)(ei1 ∧ · · · ∧ esj ∧ ej

∧ · · · ∧ est ∧ et ∧ · · · ∧ eir).

Here st is the number of elements in the set {i1, . . . , ir}, which are smaller than t.

Note that each term appears twice in the above summation, so each term has two

coefficients. Now for j < t, we compare the coefficients of the term ei1 ∧ · · · ∧ esj ∧

ej ∧ · · · ∧ est ∧ et ∧ · · · ∧ eir . The coefficient is (−1)sj+st+1(γt − id)(γj − id) if we

introduce ej first and et second. Similarly, by introducing et first and then ej , we get

(−1)st+sj(γj − id)(γt − id) as the coefficient of the term ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧

est ∧ et ∧ · · · ∧ eir . Since γj commutes with γt. Thus, the coefficients are of opposite

parity.

Case II: {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {γj} and {i1, . . . , ir} contains γ̃.

Without loss of generality, we can assume that eir = ẽ. Then

d(ei1 ∧ · · · ∧ eir−1 ∧ eir) =
d+1∑
j=1

(−1)sj+1
(
γj −

γ̃haj − id
γ̃h − id

)
(ei1 ∧ · · · ∧ esj ∧ ej

∧ · · · ∧ eir),

where sj is the number of elements in the set {i1, . . . , ir} smaller than j and h =
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χLT (ei1) · · ·χLT (eir−1). Then we have

(d ◦ d)(ei1∧ · · · ∧ eir)

=d
d+1∑
j=1

(−1)sj+1
(
γj −

γ̃haj − id
γ̃h − id

)
(ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧ eir)


=

d+1∑
t=1

(−1)st+1
(
γt −

γ̃hajat − id
γ̃haj − id

)
d+1∑
j=1

(−1)sj+1
(
γj −

γ̃haj − id
γ̃h − id

)

(ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧ est ∧ et ∧ · · · ∧ eir).

Here st is the number of elements in the set {i1, . . . , ir}, which are smaller than t.

Now for j < t, we compare the coefficients for the term ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧

est ∧ et ∧ · · · ∧ eir . If we introduce ej first and et second then the coefficient is

(−1)sj+st+3
(
γt − γ̃hajat−id

γ̃haj−id

)(
γj − γ̃haj−id

γ̃h−id

)
. Similarly, by introducing et first and

then ej , we get (−1)st+sj+2
(
γj − γ̃hataj−id

γ̃hat−id

) (
γt − γ̃hat−id

γ̃h−id

)
as the coefficient of ei1∧

· · · ∧ esj ∧ ej ∧ · · · ∧ est ∧ et ∧ · · · ∧ eir . Note that we have γi.γ̃ = γ̃aiγi. Then

(
γt −

γ̃hajat − id
γ̃haj − id

)(
γj −

γ̃haj − id
γ̃h − id

)

=
(
γt(γ̃haj − id)− (γ̃hajat − id)

γ̃haj − id

)(
γj(γ̃h − id)− (γ̃haj − id)

γ̃h − id

)

=
(
γ̃hajatγt − γt − (γ̃hajat − id)

γ̃haj − id

)(
γ̃hajγj − γj − (γ̃haj − id)

γ̃h − id

)

=
(

(γ̃hajat − id)(γt − id)
γ̃haj − id

)(
(γ̃haj − id)(γj − id)

γ̃h − id

)

=(γ̃hajat − id)(γt − id)(γ̃haj − id)−1(γ̃haj − id)(γj − id)

(γ̃h − id)−1

=(γ̃hajat − id)(γt − id)(γj − id)(γ̃h − id)−1

Similarly,

(
γj −

γ̃hataj − id
γ̃hat − id

)(
γt −

γ̃hat − id
γ̃h − id

)
= (γ̃hataj − id)(γj − id)(γt− id)(γ̃h− id)−1
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Since γj commutes with γt. Thus, the coefficients of the term ei1 ∧ · · · ∧ esj ∧ ej ∧

· · · ∧ est ∧ et ∧ · · · ∧ eir are of opposite signs.

Case III: {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {γ̃}.

In this case, we have

d(ei1 ∧ · · · ∧ eir) = (γ̃h − id)(ei1 ∧ · · · ∧ · · · ∧ eir ∧ ẽ) +
d∑
j=1

(−1)sj(γj − id)(ei1∧

· · · ∧ esj ∧ ej ∧ · · · ∧ eir),

where sj is the number of elements in the set {i1, . . . , ir} smaller than j, and h =

χLT (ei1) · · ·χLT (eir). Then

(d ◦ d)(ei1 ∧ · · · ∧ eir) =d
(
(γ̃h − id)(ei1 ∧ · · · ∧ · · · ∧ eir ∧ ẽ) +

d∑
j=1

(−1)sj(γj − id)

(ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧ eir)
)

=
d∑
j=1

(−1)sj+1
(
γj −

γ̃haj − id
γ̃h − id

)
(γ̃h − id) + (γ̃haj − id)

d∑
j=1

(−1)sj(γj − id)(ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧ eir ∧ ẽ),

Then we compare the coefficients of the term ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧ eir ∧ ẽ. We

get (−1)sj+1
(
γj − γ̃haj−id

γ̃h−id

)
(γ̃h − id) as the coefficient if we introduce ẽ first and

then ej . Similarly, the coefficient is (−1)sj(γ̃haj − id)(γj − id) if we introduce ej

first and ẽ after. Note that

(
γj −

γ̃haj − id
γ̃h − id

)
(γ̃h − id) =(γ̃haj − id)(γj − id)(γ̃h − id)−1(γ̃h − id)

=(γ̃haj − id)(γj − id).

This implies that the coefficients of ei1 ∧ · · · ∧ esj ∧ ej ∧ · · · ∧ eir ∧ ẽ are of opposite

parity.

Now by combining all the three cases, notice that each term has coefficients with
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opposite parity. Then it follows that d ◦ d = 0, i.e., Γ•LT,FT
(
OK [[Γ∗LT,FT ]]

)
is a

complex. Since we have

Γ•LT,FT (A) ∼= Γ•LT,FT
(
OK [[Γ∗LT,FT ]]

)
⊗OK [[Γ∗LT,FT ]] A.

Hence Γ•LT,FT (A) is a complex. �

We explicitly write the complex Γ•LT,FT (A) in the case of d = 2 and 3.

Example 6.2.3. Let d = 2. Then the complex Γ•LT,FT (A) is defined as follows:

Γ•LT,FT (A) : 0→ A
x 7→A0x−−−−→ A⊕3 x 7→A1x−−−−→ A⊕3 x 7→A2x−−−−→ A→ 0,

where

A0 =

γ1 − id

γ2 − id

γ̃ − id

 , A1 =

−(γ2 − id) γ1 − id 0

γ̃a1 − id 0 −
(
γ1 − γ̃a1−id

γ̃−id

)
0 γ̃a2 − id −

(
γ2 − γ̃a2−id

γ̃−id

)
 ,

A2 =
[
γ̃a1a2 − id γ2 − γ̃a1a2−id

γ̃a1−id −
(
γ1 − γ̃a1a2−id

γ̃a2−id

)]
. �

Example 6.2.4. Let d = 3. Then Γ•LT,FT (A) is defined as the following:

Γ•LT,FT (A) : 0→ A
x 7→A0x−−−−→ A⊕4 x 7→A1x−−−−→ A⊕6 x 7→A2x−−−−→ A⊕4 x 7→A3x−−−−→ A→ 0

where

A0 =


γ1 − id

γ2 − id

γ3 − id

γ̃ − id

 ,

A1 =



−(γ2 − id) γ1 − id 0 0

0 −(γ3 − id) γ2 − id 0

−(γ3 − id) 0 γ1 − id 0

γ̃a1 − id 0 0 −
(
γ1 − γ̃a1−id

γ̃−id

)
0 γ̃a2 − id 0 −

(
γ2 − γ̃a2−id

γ̃−id

)
0 0 γ̃a3 − id −

(
γ3 − γ̃a3−id

γ̃−id

)


,
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A2 =


γ3 − id γ1 − id −(γ2 − id) 0 0 0

γ̃a1a2 − id 0 0 γ2 − γ̃a1a2−id
γ̃a1−id −

(
γ1 − γ̃a1a2−id

γ̃a2−id

)
0

0 0 γ̃a1a3 − id γ3 − γ̃a1a3−id
γ̃a1−id 0 −

(
γ1 − γ̃a1a3−id

γ̃a3−id

)
0 γ̃a2a3 − id 0 0 γ3 − γ̃a2a3−id

γ̃a2−id −
(
γ2 − γ̃a2a3−id

γ̃a3−id

)
 ,

A3 =
[
γ̃a1a2a3 − id −

(
γ3 − γ̃a1a2a3−id

γ̃a1a2−id

)
γ2 − γ̃a1a2a3−id

γ̃a1a3−id −
(
γ1 − γ̃a1a2a3−id

γ̃a2a3−id

)]
. �

Then the functor A 7→ Hi(Γ•LT,FT (A))i≥0 is a cohomological δ-functor. More-

over, for a discrete π-primary abelian group A with continuous action of Γ∗LT,FT , the

complex Γ•LT,FT (A) computes the Γ∗LT,FT -cohomology of A and H0(Γ•LT,FT (A)) =

AΓ∗LT,FT . The proof is similar to as that of Proposition 5.3.7.

6.3 False-Tate type Herr complex

Now we define a complex, namely, the False-Tate type Herr complex on the category

of lim−→Modϕq ,ΓLT,FT ,ét,tor/OL
, which computes the Galois cohomology groups.

Definition 6.3.1. Let M ∈ lim−→Modϕq ,ΓLT,FT ,ét,tor/OL
. Then we define the co-chain

complex ΦΓ•LT,FT (M) as the total complex of the double complex Γ•LT,FT (Φ•(M∆))

and call it the False-Tate type Herr complex for M .

In the case of d = 2 and 3, the False-Tate type Herr complex looks like as in the

following examples. Note that in the following examples M = M∆. We write M

only for the simplicity.

Example 6.3.2. In the case of d = 2, the False-Tate type Herr complex is defined as

follows:

0→M
x 7→A0,ϕqx−−−−−−→M⊕4 x 7→A1,ϕqx−−−−−−→M⊕6 x7→A2,ϕqx−−−−−−→M⊕4 x 7→A3,ϕqx−−−−−−→M → 0,
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where

A0,ϕq =


ϕM − id

γ1 − id

γ2 − id

γ̃ − id

 , A1,ϕq =



−(γ1 − id) ϕM − id 0 0

−(γ2 − id) 0 ϕM − id 0

−(γ̃ − id) 0 0 ϕM − id

0 −(γ2 − id) γ1 − id 0

0 γ̃a1 − id 0 −
(
γ1 − γ̃a1−id

γ̃−id

)
0 0 γ̃a2 − id −

(
γ2 − γ̃a2−id

γ̃−id

)


,

A2,ϕq =


γ2 − id −(γ1 − id) 0 ϕM − id 0 0

−(γ̃a1 − id) 0 γ1 − γ̃a1−id
γ̃−id 0 ϕM − id 0

0 −(γ̃a2 − id) γ2 − γ̃a2−id
γ̃−id 0 0 ϕM − id

0 0 0 γ̃a1a2 − id γ2 − γ̃a1a2−id
γ̃a1−id −

(
γ1 − γ̃a1a2−id

γ̃a2−id

)
 ,

A3,ϕq =
[
−(γ̃a1a2 − id) −

(
γ2 − γ̃a1a2−id

γ̃a1−id

)
γ1 − γ̃a1a2−id

γ̃a2−id ϕM − id
]
.

�

Example 6.3.3. Let d = 3. Then the complex ΦΓ•LT,FT (M) is defined as the follow-

ing:

ΦΓ•LT,FT (M) : 0→M
x 7→A0,ϕqx−−−−−−→M⊕5 x 7→A1,ϕqx−−−−−−→M⊕10 x 7→A2,ϕqx−−−−−−→M⊕10 x 7→A3,ϕqx−−−−−−→M⊕5 x 7→A4,ϕqx−−−−−−→M → 0,

where

A0,ϕq =


ϕM − id

γ1 − id

γ2 − id

γ3 − id

γ̃ − id

 ,

A1,ϕq =



−(γ1 − id) ϕM − id 0 0 0

−(γ2 − id) 0 ϕM − id 0 0

−(γ3 − id) 0 0 ϕM − id 0

−(γ̃ − id) 0 0 0 ϕM − id

0 −(γ2 − id) γ1 − id 0 0

0 0 −(γ3 − id) γ2 − id 0

0 −(γ3 − id) 0 γ1 − id 0

0 γ̃a1 − id 0 0 −
(
γ1 − γ̃a1−id

γ̃−id

)
0 0 γ̃a2 − id 0 −

(
γ2 − γ̃a2−id

γ̃−id

)
0 0 0 γ̃a3 − id −

(
γ3 − γ̃a3−id

γ̃−id

)



,
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A2,ϕq =



γ2 − id −(γ1 − id) 0 0 ϕM − id 0

0 γ3 − id −(γ2 − id) 0 0 ϕM − id

γ3 − id 0 −(γ1 − id) 0 0 0

−(γ̃a1 − id) 0 0 γ1 − γ̃a1−id
γ̃−id 0 0

0 −(γ̃a2 − id) 0 γ2 − γ̃a2−id
γ̃−id 0 0

0 0 −(γ̃a3 − id) γ3 − γ̃a3−id
γ̃−id 0 0

0 0 0 0 γ3 − id γ1 − id

0 0 0 0 γ̃a1a2 − id 0

0 0 0 0 0 0

0 0 0 0 0 γ̃a2a3 − id

0 0 0 0

0 0 0 0

ϕM − id 0 0 0

0 ϕM − id 0 0

0 0 ϕM − id 0

0 0 0 ϕM − id

−(γ2 − id) 0 0 0

0 γ2 − γ̃a1a2−id
γ̃a1−id −

(
γ1 − γ̃a1a2−id

γ̃a2−id

)
0

γ̃a1a3 − id γ3 − γ̃a1a3−id
γ̃a1−id 0 −

(
γ1 − γ̃a1a3−id

γ̃a3−id

)
0 0 γ3 − γ̃a2a3−id

γ̃a2−id −
(
γ2 − γ̃a2a3−id

γ̃a3−id

)



,

A3,ϕq =


−(γ3 − id) −(γ1 − id) γ2 − id 0 0

−(γ̃a1a2 − id) 0 0 −
(
γ2 − γ̃a1a2−id

γ̃a1−id

)
γ1 − γ̃a1a2−id

γ̃a2−id

0 0 −(γ̃a1a3 − id) −
(
γ3 − γ̃a1a3−id

γ̃a1−id

)
0

0 −(γ̃a2a3 − id) 0 0 −
(
γ3 − γ̃a2a3−id

γ̃a2−id

)
0 0 0 0 0

0 ϕM − id 0 0 0

0 0 ϕM − id 0 0

γ1 − γ̃a1a3−id
γ̃a3−id 0 0 ϕM − id 0

γ2 − γ̃a2a3−id
γ̃a3−id 0 0 0 ϕM − id

0 γ̃a1a2a3 − id −
(
γ3 − γ̃a1a2a3−id

γ̃a1a2−id

)
γ2 − γ̃a1a2a3−id

γ̃a1a3−id −
(
γ1 − γ̃a1a2a3−id

γ̃a2a3−id

)

 ,

A4,ϕq =
[
−(γ̃a1a2a3 − id) γ3 − γ̃a1a2a3−id

γ̃a1a2−id −
(
γ2 − γ̃a1a2a3−id

γ̃a1a3−id

)
γ1 − γ̃a1a2a3−id

γ̃a2a3−id ϕM − id
]
.

�
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6.4 Galois cohomology via False-Tate type Herr com-

plex

Now by taking the cohomology of the complex ΦΓ•LT,FT (−), we have cohomolog-

ical functors (Hi(ΦΓ•LT,FT (−)))i≥0 from lim−→Modϕq ,ΓLT,FT ,ét,tor/OL
to the category of

abelian groups. Then we have the following theorem.

Theorem 6.4.1. For any V ∈ RepdisOK−tor(GK), we have a natural isomorphism

H i(GK , V ) ∼= Hi(ΦΓ•LT,FT (DLT,FT (V ))) for i ≥ 0.

Proof. Since Hi(ΦΓ•LT,FT (DLT,FT (−)))i≥0 is a cohomological δ-functor such that

H0(ΦΓ•LT,FT (DLT,FT (−))) ∼= H0(GK ,−). Now the proof follows as in the proof of

Theorem 5.5.2. �

Theorem 6.4.2. Let V ∈ RepOK
(GK). Then the False-Tate type Herr complex

computes the Galois cohomology of GK with coefficients in V .

Proof. The proof is similar to that of Theorem 5.5.5. �



Chapter 7

The Operator ψq

In the cyclotomic case, Herr defined an operator ψ acting on the category of étale

(ϕ,Γ)-modules, and then he proved that the ϕ-Herr complex and the ψ-Herr complex

are quasi-isomorphic [17, Proposition 4.1]. Crucial in the proof of this fact is that

"γ − 1 acts bijectively on Kerψ” [17, Theorem 3.8]. Then the Iwasawa cohomology

groups are computed in terms of the ψ-Herr complex. Further, the isomorphism

Exp∗ : H1
Iw(Kcyc/K, V ) = D(V )ψ=id

is used to produce p-adic L-functions.

In this chapter, we define an integral operator ψq following [29], which acts lin-

early on the étale (ϕq,ΓLT )-module. Then we show that under some conditions

on étale (ϕq,ΓLT )-module, the Lubin-Tate Herr complex for ϕq and ψq are quasi-

isomorphic (see Theorem 7.2.6 and Remark 7.2.8). We also prove similar results for

the False-Tate type Herr complex.

7.1 Definition of ψq and its properties

Recall that the residue field of OE is E = k((Z)), which is not perfect, so ϕq is not

an automorphism but is injective. The field Êur, which is the fraction field of O
Êur

,

71
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is an extension of degree q of ϕq(Êur). Put tr = trace
Êur/ϕq(Êur)

. Define

ψq : Êur → Êur

such that

ϕq(ψq(x)) = 1
π
. tr(x).

The existence of such a map ψq follows from [29, Remark 3.1]. Since every element

a ∈ E satisfies the purely inseparable polynomial (x − a)q = xq − aq ∈ ϕq(E)[x],

the residue extension E/ϕq(E) is totally inseparable. Similarly, the extension

Esep/ϕq(Esep) is totally inseparable. Thus the map ψq maps O
Êur

to O
Êur

and OE

to OE [29, Remark 3.2], and the trace map defined by

tr(x) = trace
Êur/ϕq(Êur)

(x) = trace
ϕq(Êur)

(y 7→ xy)

is trivial for these extensions. Hence if x ∈ O
Êur

, then tr(x) ∈ πO
Êur

. Moreover,

tr(ϕq(x)) = trace
Êur/ϕq(Êur)

(ϕq(x)) = qϕq(x)

implies that

ψq(ϕq(x)) = q

π
(x).

Hence

ψq ◦ ϕq = q

π
id.

We may extend this map ψq to O
Êur
⊗OK V by trivial action on V . Since ϕq commutes

with ΓLT , ϕq(Êur) is stable under ΓLT . Thus γ ◦ tr ◦γ−1 = tr for all γ ∈ ΓLT . This

ensures that ψq commutes with ΓLT and it is also stable under the action of ΓLT .

Then it induces an operator

ψDLT (V ) : DLT (V )→ DLT (V )
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satisfying

ψDLT (V ) ◦ ϕDLT (V ) = q

π
idDLT (V ).

Remark 7.1.1. Similarly, we also have ψDLT,FT (V ) : DLT,FT (V ) → DLT,FT (V ) sat-

isfying the above properties as ψq maps OL to OL, i.e., we have

ψDLT,FT (V ) ◦ ϕDLT,FT (V ) = q

π
.idDLT,FT (V ).

Next, we prove the following lemma, which we use to show the main result of

this chapter.

Lemma 7.1.2. Let A be an abelian group. Consider the following complexes C1, C2

and C3

Ci : 0→ A
di−→ A→ 0 for i = 1, 2

C3 : 0→ A
d3−→

⊕
i1∈y

A
d3−→ · · · →

⊕
{i1,...,ir}∈(y

r)
A

d3−→ · · · d3−→ A→ 0,

where y is a finite set and
(
y
r

)
denotes choosing r-indices at a time from the set y. Let

Tot(CiCj) be the total complex of the double complex CiCj . Then a morphism from

the complex C1 to C2, which commutes with d3, induces a natural homomorphism

between the cohomology groups

Hi(Tot(C1C3))→ Hi(Tot(C2C3)).

Proof. Given a morphism from C1 to C2, we have the following commutative dia-

gram

C1 : 0 A A 0

C2 : 0 A A 0.

d1

δ1 δ2

d2

This induces a morphism between the total complex Tot(C1C3) and Tot(C2C3) given

by the following
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Tot(C1C3) : 0 A A⊕ ⊕
i1∈y

A · · · ⊕
{i1,...,id−1}∈( y

d−1)
A⊕ A A 0

Tot(C2C3) : 0 A A⊕ ⊕
i1∈y

A · · · ⊕
{i1,...,id−1}∈( y

d−1)
A⊕ A A 0.

(d1,d3)

δ1 δ2,
⊕
i1∈y

δ1

d3−d1

⊕
{i1,...,id−1}∈( y

d−1)
δ2,δ1 δ2

(d2,d3) d3−d2

Since the morphism from C1 to C2 commutes with d3, it is easy to see that each

square is commutative in the above diagram, and this induces a homomorphism

Hi(Tot(C1C3))→ Hi(Tot(C2C3)). �

7.2 The complex Ψ•

Recall that Dsep = O
Êur
⊗OK V

∼= O
Êur
⊗OE

DLT (V ). Define a complex Ψ•(Dsep)

as the following

Ψ•(Dsep) : 0→ Dsep
ψq⊗ψDLT (V )−

q
π
id

−−−−−−−−−−→ Dsep → 0.

7.2.1 The case of Lubin-Tate extensions

Definition 7.2.1. For anyM ∈ lim−→Modϕq ,ΓLT ,ét,tor/OE
, the co-chain complex ΨΓ•LT (M)

is defined as the total complex of the double complex Γ•LT (Ψ•(M∆)). We call this

complex as the Lubin-Tate Herr complex corresponding to ψq.

Note that in the following examples M = M∆. We write M only for the sim-

plicity.

Example 7.2.2. Let d = 2. Then the complex ΨΓ•LT (M) is defined as follows

0→M
x 7→A0,ψqx−−−−−−→M⊕3 x7→A1,ψqx−−−−−−→M⊕3 x 7→A2,ψqx−−−−−−→M → 0,

where

A0,ψq =

ψM − q
π
id

γ1 − id

γ2 − id

 , A1,ψq =

−(γ1 − id) ψM − q
π
id 0

−(γ2 − id) 0 ψM − q
π
id

0 −(γ2 − id) γ1 − id

 ,
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A2,ψq =
[
γ2 − id −(γ1 − id) ψM − q

π
id

]
. �

Example 7.2.3. For the case of d = 3, the complex ΨΓ•LT (M) looks like as the

following

0→M
x 7→A0,ψqx−−−−−−→M⊕4 x 7→A1,ψqx−−−−−−→M⊕6 x 7→A2,ψqx−−−−−−→M⊕4 x 7→A3,ψqx−−−−−−→M → 0,

where

A0,ψq


ψM − q

π
id

γ1 − id

γ2 − id

γ3 − id

 , A1,ψq =



−(γ1 − id) ψM − q
π
id 0 0

−(γ2 − id) 0 ψM − q
π
id 0

−(γ3 − id) 0 0 ψM − q
π
id

0 −(γ2 − id) γ1 − id 0

0 0 −(γ3 − id) γ2 − id

0 −(γ3 − id) 0 γ1 − id


,

A2,ψq =


γ2 − id −(γ1 − id) 0 ψM − q

π
id 0 0

0 γ3 − id −(γ2 − id) 0 ψM − q
π
id 0

γ3 − id 0 −(γ1 − id) 0 0 ψM − q
π
id

0 0 0 γ3 − id γ1 − id −(γ2 − id)

 ,

A3,ψq =
[
−(γ3 − id) −(γ1 − id) γ2 − id ψM − q

π
id

]
. �

Next, the following proposition is an easy consequence of Lemma 7.1.2.

Proposition 7.2.4. Let M ∈ lim−→Modϕq ,ΓLT ,ét,tor/OE
. Then the morphism Φ•(M) →

Ψ•(M), which is given by the following

Φ•(M) : 0 M M 0

Ψ•(M) : 0 M M 0,

ϕM−id

id −ψM

ψM− q
π
id

induces a morphism

ΦΓ•LT (M)→ ΨΓ•LT (M).

Proof. Since ψM commutes with the action of ΓLT . The proof follows from Lemma

7.1.2, by taking C1 = Φ•(M∆),C2 = Ψ•(M∆) and C3 = Γ•LT (M∆). �
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Example 7.2.5. Let d = 2. Then the morphism between ΦΓ•LT (M) and ΨΓ•LT (M)

is given by the following:

ΦΓ•LT (M) : 0 M M ⊕M ⊕M M ⊕M ⊕M M 0

ΨΓ•LT (M) : 0 M M ⊕M ⊕M M ⊕M ⊕M M 0,

A0,ϕq

id

A1,ϕq

F

A2,ϕq

F ′ −ψM

A0,ψq A1,ψq A2,ψq

where

F (x1, x2, x3) =(−ψM(x1), x2, x3),

F ′(x1, x2, x3) =(−ψM(x1),−ψM(x2), x3),

and the maps Ai,ϕq and Ai,ψq are the same as defined in Example 5.4.2 and Example

7.2.2. Note that in this example, we write M only for simplicity. Indeed, M =

M∆. �

Theorem 7.2.6. Let M ∈ lim−→Modϕq ,ΓLT ,ét,tor/OE
. Then we have a well-defined homo-

morphism

Hi(ΦΓ•LT (M))→ Hi(ΨΓ•LT (M)) for i ≥ 0.

Further, the homomorphism H0(ΦΓ•LT (M))→ H0(ΨΓ•LT (M)) is injective.

Proof. Since (−ψM)(ϕM − id) = (ψM − q
π
id), and ψM commutes with ΓLT . Then

we have a morphism ΦΓ•LT (M)→ ΨΓ•LT (M) of co-chain complexes, which induces

a well-defined homomorphism

Hi(ΦΓ•LT (M))→ Hi(ΨΓ•LT (M)) for i ≥ 0.

For the second part, let K be the kernel and C be the co-kernel of the morphism

ΦΓ•LT (M) → ΨΓ•LT (M). Then the complex K and the complex C are given as the
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following:

K : 0→ 0→ KerψM ⊕
⊕
i1∈X

0→ · · · → ⊕
{i1,...,id−1}∈( X

d−1)
KerψM ⊕ 0→ KerψM → 0,

C : 0→ 0→ cokerψM ⊕
⊕
i1∈X

0→ · · · → ⊕
{i1,...,id−1}∈( X

d−1)
cokerψM ⊕ 0→ cokerψM → 0.

The morphisms of the complex K are the restrictions of that of the complex

ΦΓ•LT (M), and the morphisms of the complex C are induced from the complex

ΨΓ•LT (M). Then we have the exact sequence

0→ K→ ΦΓ•LT (M)→ ΨΓ•LT (M)→ C→ 0,

which gives us the following short exact sequences

0→ K→ ΦΓ•LT (M)→ I→ 0, (7.1)

0→ I→ ΨΓ•LT (M)→ C→ 0, (7.2)

where I is the image of ΦΓ•LT (M) → ΨΓ•LT (M). Since H0(C) = 0, by taking the

long exact cohomology sequence of (7.2), we have H0(I) ∼= H0(ΨΓ•LT (M)). Also,

we have a long exact sequence

0→ H0(K)→ H0(ΦΓ•LT (M))→ H0(I)

→ H1(K)→ H1(ΦΓ•LT (M))→ H1(I)

→ H2(K)→ H2(ΦΓ•LT (M))→ H2(I)→ H3(K)→ 0→ · · ·

Since H0(I) ∼= H0(ΨΓ•LT (M)) and H0(K) = 0, the homomorphism

H0(ΦΓ•LT (M))→ H0(ΨΓ•LT (M))

is injective. �
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Remark 7.2.7. Let the action of τ1 := γ1 − id be bijective on KerψM , then the

homomorphism H0(ΦΓ•LT (M)) → H0(ΨΓ•LT (M)) is an isomorphism. Moreover,

the homomorphism H1(ΦΓ•LT (M))→ H1(ΨΓ•LT (M)) is an injection.

Proof. Consider the co-chain complexes

Cγ1(M) : 0→M
−(γ1−id)−−−−−→M → 0,

Γ•LT\γ1(M) : 0→M →
⊕
i1∈X′

M → · · · →
⊕

{i1,...,ir}∈(X′
r )
M → · · · →M → 0,

where X′ = {γ2, . . . , γd}, and
(
X′

r

)
denotes choosing r-indices at a time from the set

X′. For all 0 ≤ r ≤ |X′| − 1, the map dj1,...,jr+1
i1,...,ir : M → M from the component

in the r-th term corresponding to {i1, . . . , ir} to the component corresponding to the

(r + 1)-tuple {j1, . . . , jr+1} is given by the following

d
j1,...,jr+1
i1,...,ir =

 0 if {i1, . . . , ir} * {j1, . . . , jr+1},

(−1)sj+1(γj − id) if {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {j},

and sj is the number of elements in the set {i1, . . . , ir} smaller than j.

Then the complex K can be written as the total complex of the following double

complex

0 0 0 0

0 KerψM
⊕
i1∈X′

KerψM · · · ⊕
{i1,...,ir}∈(X′

r )
KerψM · · · KerψM 0

0 KerψM
⊕
i1∈X′

KerψM · · · ⊕
{i1,...,ir}∈(X′

r )
KerψM · · · KerψM 0

0 0 0 0

−(γ1−id) −(γ1−id) −(γ1−id)
−(γ1−id)

In other words, K is the total complex of Γ•LT\γ1
(Cγ1(KerψM)), which is bounded

double complex with exact columns as 0→ KerψM
−(γ1−id)−−−−−→ KerψM → 0 is exact.

Therefore K is acyclic [35, Ex. 1.2.5]. Then by taking the long exact cohomology
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sequence of (7.1), we have Hi(ΦΓ•LT (M)) ∼= Hi(I). Moreover, H0(C) = 0. Now the

result follows from the long exact cohomology sequence for the short exact sequence

(7.2). �

Remark 7.2.8. Let M be a π-divisible module in lim−→Modϕq ,ΓLT ,ét,tor/OE
such that the

action of τ1 := γ1 − id is bijective on KerψM . Then we have an isomorphism

Hi(ΦΓ•LT (M)) ∼−→ Hi(ΨΓ•LT (M)) for i ≥ 0.

Proof. Since M is π-divisible and q
π

= πr−1 mod O×K , the map q
π

: M → M is

surjective. Also, ψM ◦ ϕM = q
π
idM . Then ψM : M → M is surjective, and the

co-kernel complex C consists of zeros, i.e., C is a zero complex. Since the action of

τ1 := γ1 − id is bijective on KerψM , it follows from Remark 7.2.7 that the complex

K is acyclic. Now by taking the cohomology of the following short exact sequence

0→ K→ ΦΓ•LT (M)→ ΨΓ•LT (M)→ 0,

we get the desired result. �

7.2.2 The case of False-Tate type extensions

Definition 7.2.9. Let M ∈ lim−→Modϕq ,ΓLT,FT ,ét,tor/OL
. Then the False-Tate type Herr

complex ΨΓ•LT,FT (M) corresponding to ψq is defined as the total complex of the

double complex Γ•LT,FT (Ψ•(M∆)).

Example 7.2.10. Let d = 2. Then the complex ΨΓ•LT,FT (M) is defined as follows:

0→M
x 7→A0,ψqx−−−−−−→M⊕4 x 7→A1,ψqx−−−−−−→M⊕6 x7→A2,ψqx−−−−−−→M⊕4 x 7→A3,ψqx−−−−−−→M → 0,
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where M = M∆, and

A0,ψq =


ψM − q

π
id

γ1 − id

γ2 − id

γ̃ − id

 , A1,ψq =



−(γ1 − id) ψM − q
π
id 0 0

−(γ2 − id) 0 ψM − q
π
id 0

−(γ̃ − id) 0 0 ψM − q
π
id

0 −(γ2 − id) γ1 − id 0

0 γ̃a1 − id 0 −
(
γ1 − γ̃a1−id

γ̃−id

)
0 0 γ̃a2 − id −

(
γ2 − γ̃a2−id

γ̃−id

)


,

A2,ψq =


γ2 − id −(γ1 − id) 0 ψM − q

π
id 0 0

−(γ̃a1 − id) 0 γ1 − γ̃a1−id
γ̃−id 0 ψM − q

π
id 0

0 −(γ̃a2 − id) γ2 − γ̃a2−id
γ̃−id 0 0 ψM − q

π
id

0 0 0 γ̃a1a2 − id γ2 − γ̃a1a2−id
γ̃a1−id −

(
γ1 − γ̃a1a2−id

γ̃a2−id

)
 ,

A3,ψq =
[
−(γ̃a1a2 − id) −

(
γ2 − γ̃a1a2−id

γ̃a1−id

)
γ1 − γ̃a1a2−id

γ̃a2−id ψM − q
π
id

]
. �

Let C1 = Φ•(M∆),C2 = Ψ•(M∆) and C3 = Γ•LT,FT (M∆). Then by using

Lemma 7.1.2, we have a morphism

ΦΓ•LT,FT (M)→ ΨΓ•LT,FT (M).

Next, we prove a result in the case of False-Tate type extensions, which is anal-

ogous to Theorem 7.2.6. Recall that Γ∗LT,FT is topologically generated by X̃ =

{γ1, . . . , γd, γ̃}, and ai = χLT (γi).

Theorem 7.2.11. Let M ∈ lim−→Modϕq ,ΓLT,FT ,ét,tor/OL
. Then the morphism

ΦΓ•LT,FT (M)→ ΨΓ•LT,FT (M)

induces a well-defined homomorphism Hi(ΦΓ•LT,FT (M)) → Hi(ΨΓ•LT,FT (M)) for

i ≥ 0. Moreover, we have H0(ΦΓ•LT,FT (M)) ↪→ H0(ΨΓ•LT,FT (M)).

Proof. Since (−ψM)(ϕM − id) = (ψM − q
π
id), and ψM commutes with the action

of ΓLT,FT . Then we have a morphism ΦΓ•LT,FT (M) → ΨΓ•LT,FT (M) of co-chain
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complexes, which induces a well-defined homomorphism

Hi(ΦΓ•LT,FT (M))→ Hi(ΨΓ•LT,FT (M)) for i ≥ 0.

Let K be the kernel and C the co-kernel of the morphism ΦΓ•LT,FT (M) →

ΨΓ•LT,FT (M). Then we have an exact sequence

0→ K→ ΦΓ•LT,FT (M)→ ΨΓ•LT,FT (M)→ C→ 0.

Now the result follows by using the same method as in Theorem 7.2.6. �

Remark 7.2.12. Let τ1 := γ1 − id act bijectively on KerψM , i.e., the complex

0→ KerψM
γ1−id−−−→ KerψM → 0 is exact. Then the homomorphism

H0(ΦΓ•LT,FT (M))→ H0(ΨΓ•LT,FT (M))

is an isomorphism. Moreover, the map H1(ΦΓ•LT,FT (M)) → H1(ΨΓ•LT,FT (M)) is

injective.

Proof. Let X̃′ = {γ2, . . . , γd, γ̃}. Then consider the complex

C (M) : 0→M → ⊕
i1∈X̃′

M → · · · → ⊕
{i1,...,ir}∈(X̃′

r )
M → · · · →M → 0,

where
(
X̃′

r

)
denotes choosing r-indices at a time from the set X̃′, and for all 0 ≤

r ≤ |X̃′| − 1, the map dj1,...,jr+1
i1,...,ir : M → M from the component in the r-th term

corresponding to {i1, . . . , ir} to the component corresponding to the (r + 1)-tuple



82 Chapter 7. The Operator ψq

{j1, . . . , jr+1} is given by

d
j1,...,jr+1
i1,...,ir =



0 if {i1, . . . , ir} * {j1, . . . , jr+1},

(−1)sj+1(γj − id) if {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {j}

and{i1, . . . , ir} doesn’t contain γ̃,

(−1)sj
(
γj − γ̃χLT (j)χLT (i1)···χLT (ir)−id

γ̃χLT (i1)···χLT (ir)−id

)
if {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {j}

and{i1, . . . , ir} contains γ̃,

−
(
γ̃χLT (i1)···χLT (ir) − id

)
if {j1, . . . , jr+1} = {i1, . . . , ir} ∪ {γ̃},

and sj is the number of elements in the set {i1, . . . , ir} smaller than j. Let Ca1(M)

denote the complex C (M) with γ̃ replaced by γ̃a1 . Then the kernel complex K can

be written as the total complex of the following bounded double complex

0 0 0 0

Ca1(KerψM) : 0 KerψM
⊕
i1∈X̃′

KerψM · · · ⊕
{i1,...,ir}∈(X̃′

r )
KerψM · · · KerψM 0

C (KerψM) : 0 KerψM
⊕
i1∈X̃′

KerψM · · · ⊕
{i1,...,ir}∈(X̃′

r )
KerψM · · · KerψM 0

0 0 0 0

−(γ1−id)

where the vertical maps dc1,...,cr
b1,...,br : KerψM → KerψM from the component in the r-th

term corresponding to {b1, . . . , br} to the component corresponding to r-th compo-

nent {c1, . . . , cr} is given by the following

dc1,...,cr
b1,...,br =



−(γ1 − id) if {b1, . . . , br} doesn’t contain any term

of the form (γ̃ − id),

−
(

(γ̃a1χLT (b1)···χLT (br) − id)(γ1 − id)
γ̃χLT (b1)···χLT (br) − id

)
if {b1, . . . , br} contains a term of the form

(γ̃χLT (b1)···χLT (br) − id).

It is easy to see that each square is commutative in the above double complex. Since
γ̃a1χLT (b1)···χLT (br) − id
γ̃χLT (b1)···χLT (br) − id

is a unit in OK [[Γ∗LT,FT ]], thus K is exact at every point. Now

the result follows by using the same technique as in Remark 7.2.7. �

Next, we give an illustration of the above remark by the following example.
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Example 7.2.13. Let d = 2. Then Γ∗LT,FT = 〈γ1, γ2, γ̃〉, and the morphism

ΦΓ•LT,FT (M)→ ΨΓ•LT,FT (M) is given by the following

ΦΓ•LT,FT (M) : 0 M M⊕4 M⊕6 M⊕4 M 0

ΨΓ•LT,FT (M) : 0 M M⊕4 M⊕6 M⊕4 M 0,

A0,ϕq

id

A1,ϕq

F

A2,ϕq

F ′

A3,ϕq

F ′′ −ψM

A0,ψq A1,ψq A2,ψq A3,ψq

where

F (x1, x2, x3, x4) =(−ψM(x1), x2, x3, x4),

F ′(x1, x2, x3, x4, x5, x6) =(−ψM(x1),−ψM(x2),−ψM(x3), x4, x5, x6),

F ′′(x1, x2, x3, x4) =(−ψM(x1),−ψM(x2),−ψM(x3), x4),

and the maps Ai,ϕq and Ai,ψq are the same as defined in Example 6.3.2 and Example

7.2.10, respectively. Since ψq commutes with the action of ΓLT,FT , it is easy to see

that each square diagram is commutative. Thus we have a morphism of co-chain

complexes, which induces a well-defined homomorphism

Hi(ΦΓ•LT,FT (M))→ Hi(ΨΓ•LT,FT (M)) for i ≥ 0.

The kernel K and the co-kernel C of the morphism ΦΓ•LT,FT (M) → ΨΓ•LT,FT (M)

are given by the following complexes:

K : 0→ 0→ KerψM → ⊕3 KerψM → ⊕3 KerψM → KerψM → 0,

C : 0→ 0→ cokerψM → ⊕3 cokerψM → ⊕3 cokerψM → cokerψM → 0.

The complex K is a sub-complex of ΦΓ•LT,FT (M) and the morphisms are induced

from ΦΓ•LT,FT (M) by restriction, and C is a quotient of ΨΓ•LT,FT (M) and the mor-

phisms are induced from ΨΓ•LT,FT (M). Note that K can be written as the total

complex of the following double complex:
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0 0 0

0 KerψM KerψM ⊕KerψM KerψM 0

0 KerψM KerψM ⊕KerψM KerψM 0

0 0 0

x 7→∂′0x x 7→∂′1x

x 7→∂0x

−(γ1−id)

x 7→∂1x

H H ′

where

∂′0 =

[
−(γ2 − id)

−(γ̃a1 − id)

]
, ∂′1 =

[
−(γ̃a1a2 − id) γ2 −

γ̃a1a2 − id
γ̃a1 − id

]
,

∂0 =

[
−(γ2 − id)

−(γ̃ − id)

]
, ∂1 =

[
−(γ̃a2 − id) γ2 −

γ̃a2 − id
γ̃ − id

]
,

H (x1, x2) =
(
−(γ1 − id)x1,−

( (γ̃a1 − id)(γ1 − id)
γ̃ − id

)
x2

)
,

H ′(x1) =−
( (γ̃a1a2 − id)(γ1 − id)

γ̃a2 − id

)
x1.

Since
γ̃a1 − id
γ̃ − id

and
γ̃a1a2 − id
γ̃a2 − id

are units in OK [[Γ∗LT,FT ]], the columns of the above

double complex are exact. Therefore K is acyclic. Since we have the exact sequence

0→ K→ ΦΓ•LT,FT (M)→ ΨΓ•LT,FT (M)→ C→ 0,

and Hi(K) = 0 for all i ≥ 0. Also, H0(C) = 0. Now it is easy to see that

(i) H0(ΦΓ•LT,FT (M)) ∼= H0(ΨΓ•LT,FT (M)),

(ii) H1(ΦΓ•LT,FT (M))→ H1(ΨΓ•LT,FT (M)) is injective. �

Remark 7.2.14. Let M be a π-divisible module in lim−→Modϕq ,ΓLT,FT ,ét,tor/OL
such that

τ1 = γ1 − id acts bijectively on KerψM . Then we have

Hi(ΦΓ•LT,FT (M)) ∼−→ Hi(ΨΓ•LT,FT (M)) for i ≥ 0.

Proof. The proof is similar to Remark 7.2.8. �



Chapter 8

Iwasawa Cohomology over the

Lubin-Tate Extensions

In the previous chapter, we have defined an operator ψq acting on the étale (ϕq,ΓLT )-

module over OE. In this chapter, we define a complex, namely, Ψ• complex by using

the operator ψq and compute the Iwasawa cohomology for the Lubin-Tate extensions

in terms of this complex (Theorem 8.2.3).

8.1 The complex Ψ•

For any M ∈ lim−→Modϕq ,ΓLT ,ét,tor/OE
, define the complex Ψ•(M) as follows:

Ψ•(M) : 0→M
ψM−id−−−−→M → 0.

Let M ∈Modϕq ,ΓLT ,ét,tor/OE
, then πnM = 0 for some n ≥ 1. Define

M∨ := HomOK (M,K/OK),

which can be identified with HomOE
(M,OE/π

nOE(χLT )). For more details see (24)

in [29].
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Proposition 8.1.1. Let M ∈Modϕq ,ΓLT ,ét,tor/OE
. Then the pairing

Hi(Φ•(M∨))×H1−i(Ψ•(M))→ K/OK

is perfect.

Proof. For an étale (ϕq,ΓLT )-module M such that πnM = 0 for some n ≥ 1, we

have a ΓLT -invariant continuous pairing defined by the following ( [29, Remark 4.7])

〈·, ·〉 :M ×M∨ → K/OK

(m,F ) 7→ π−n Res(F (m)d logLT (ωLT )) modOK ,

where Res is the residue map and ωLT = {ι(v)}. For the definition of {ι(v)}, see

section 4.2). Moreover, this pairing satisfy the following properties:

(i) The operator ψM is left adjoint to ϕM∨ under the pairing 〈·, ·〉, i.e.,

〈ψM(m), F 〉 = 〈m,ϕM∨(F )〉

for all m ∈M and all F ∈M∨;

(ii) The operator ϕM is left adjoint to ψM∨ under the pairing 〈·, ·〉, i.e.,

〈ϕM(m), F 〉 = 〈m,ψM∨(F )〉

for all m ∈M and all F ∈M∨.

This induces a pairing

Hi(Φ•(M∨))×H1−i(Ψ•(M))→ K/OK (8.1)

of OK-modules. Note that the cohomology groups Hi(Φ•(M∨)) and Hi(Ψ•(M))
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are trivial for i ≥ 2 and for i < 0, it is sufficient to check only for i = 0 and 1. Now,

H0(Φ•(M∨))∨ = ((M∨)ϕM∨=id)∨

= (M∨)∨/(ϕM∨ − id)∨(M∨)∨

= M/(ψM − id)M

= H1(Ψ•(M)),

where the first and the last equality follows from the definition of Φ•(M∨) and

Ψ•(M), respectively. The third equality uses the property that ψM is left adjoint

to ϕM∨ and ϕM is left adjoint to ψM∨ . Similarly,

H1(Φ•(M∨))∨ = ((M∨)/(ϕM∨ − id)M∨)∨

= ((M∨)∨)(ϕM∨=id)∨

= MψM=id

= H0(Ψ•(M)).

Hence

Hi(Φ•(M∨))∨ ∼= H1−i(Ψ•(M))

for all i. In other words, the pairing given by (8.1) is perfect. �

Remark 8.1.2. Since for any M ∈ lim−→Modϕq ,ΓLT ,ét,tor/OE
, we have

M = lim−→Mn,

where Mn ∈ Modϕq ,ΓLT ,ét,tor/OE
. Also, the functors Hi(Φ•(−)) and Hi(Ψ•(−)) com-

mute with direct limits. Then by taking direct limits in the above proposition, we

have

Hi(Φ•(M∨))∨ ∼= H1−i(Ψ•(M))
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for any M ∈ lim−→Modϕq ,ΓLT ,ét,tor/OE
, i.e., Proposition 8.1.1 holds for any M ∈

lim−→Modϕq ,ΓLT ,ét,tor/OE
.

8.2 Iwasawa cohomology

Next, we describe the Iwasawa cohomology in terms of Ψ• complex.

Definition 8.2.1. Let V ∈ RepOK
(GK), we define

H i
Iw(K∞/K, V ) := lim←−

L

H i(L, V ),

where L varies over the finite Galois extensions of K contained in K∞, and the

projective limit is taken with respect to the cohomological corestriction maps.

Note that the functor (H i
Iw(K∞/K, V ))i≥0 is a cohomological δ-functor on the

category of finite free OK-modules with a continuous and linear action of GK . This

follows from [29, Lemma 5.9].

Proposition 8.2.2. Let V ∈ RepOK
(GK). Then H0

Iw(K∞/K, V ) = 0.

Proof. Since H0
Iw(K∞/K, V ) := lim←−L

H0(L, V ) = lim←−L
V GL , where L varies over

the finite Galois extensions of K contained in K∞, and the transition maps are given

by the norm maps. Now if V is finite, then the vanishing of H0
Iw(K∞/K, V ) is obvi-

ous. Therefore, assume that V is finitely generated free OK-module. Then consider

the exact sequence

0→ V
π−→ V → V/πV → 0.

Since (H i
Iw(K∞/K, V ))i≥0 is a cohomological δ-functor, we have an exact sequence

0→ H0
Iw(K∞/K, V ) π−→ H0

Iw(K∞/K, V )→ H0
Iw(K∞/K, V/πV ).
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Note that H0
Iw(K∞/K, V/πV ) = 0 as V/πV is finite. Then

0→ H0
Iw(K∞/K, V ) π−→ H0

Iw(K∞/K, V )→ 0

is exact. This implies that πH0
Iw(K∞/K, V ) = H0

Iw(K∞/K, V ). Moreover, the

identity H0
Iw(K∞/K, V ) = lim←−L

V GL implies that H0
Iw(K∞/K, V ) is a pro-finite

OK-module. Now it follows from topological Nakayama’s Lemma [19, Lemma

3.2.6] that H0
Iw(K∞/K, V ) = 0. �

Next, we prove the following theorem, which gives a description of Iwasawa

cohomology groups in terms of Ψ• complex. Note that this theorem is already proved

in [29] as Theorem 5.13 by using Local Tate duality. We express the proof of this

theorem in terms of complexes.

Theorem 8.2.3. Let V ∈ RepdisOK−tor(GK). Then the complex

Ψ•(DLT (V (χ−1
cycχLT ))) : 0→ DLT (V (χ−1

cycχLT )) ψ−id−−−→ DLT (V (χ−1
cycχLT ))→ 0,

where ψ = ψDLT (V (χ−1
cycχLT )) and χcyc is the cyclotomic character, computes the Iwa-

sawa cohomology groups H i
Iw(K∞/K, V ) for i ≥ 1, i.e.,

H i
Iw(K∞/K, V ) ∼= Hi−1(Ψ•(DLT (V (χ−1

cycχLT )))).

Proof. Since V ∈ RepdisOK−tor(GK), i.e., V is a discrete π-primary representation of

GK , we have an isomorphism

H i
Iw(K∞/K, V ) ∼= H2−i(Gal(K̄/K∞), V ∨(χcyc))∨,

which is induced from the Local Tate duality. For more details see [29, Remark 5.11].



90 Chapter 8. Iwasawa Cohomology over the Lubin-Tate Extensions

Moreover,

H2−i(Gal(K̄/K∞), V ∨(χcyc))∨ = H2−i(Φ•(DLT (V ∨(χcyc))))∨

= H2−i(Φ•(DLT (V ∨)(χcyc)))∨

= H2−i(Φ•(DLT (V )∨(χ−1
LTχcyc)))∨

= H2−i(Φ•(DLT (V (χ−1
cycχLT ))∨))∨

∼= Hi−1(Ψ•(DLT (V (χ−1
cycχLT )))).

Here the first equality follows from Proposition 5.2.5. The second and third equality

uses Remark 4.6 and Remark 5.6 of [29], respectively, while the last isomorphism

comes from Remark 8.1.2 . Hence

H i
Iw(K∞/K, V ) ∼= Hi−1(Ψ•(DLT (V (χ−1

cycχLT )))).

This proves the theorem. �

Corollary 8.2.4. For any V ∈ RepOK
(GK), we have

H i
Iw(K∞/K, V ) ∼= Hi−1(Ψ•(DLT (V (χ−1

cycχLT ))))

for all i ≥ 1.

Proof. Since the transition maps are surjective in (Ψ•(DLT (V/πnV (χ−1
cycχLT ))))n≥1

the projective system of co-chain complexes of abelian groups, thus the first hyper-

cohomology spectral sequence degenerates at E2. Moreover,

lim←−
n

1Hi(Ψ•(DLT (V/πnV (χ−1
cycχLT )))) = 0.
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Then the second hyper-cohomology spectral sequence

lim←−
n

iHj(Ψ•(DLT (V/πnV (χ−1
cycχLT ))))⇒ Hi+j(Ψ•(DLT (V (χ−1

cycχLT ))))

also degenerates at E2. Therefore

lim←−
n

Hi(Ψ•(DLT (V/πnV (χ−1
cycχLT )))) = Hi(Ψ•(DLT (V (χ−1

cycχLT )))).

Moreover,

H i
Iw(K∞/K, V ) = lim←−

L

H i(L, V )

∼= lim←−
L

lim←−
n

H i(L, V/πnV )

= lim←−
n

lim←−
L

H i(L, V/πnV )

= lim←−
n

H i
Iw(K∞/K, V/πnV ).

Here the first and the last equality uses the definition of the Iwasawa cohomology.

The second isomorphism follows from Lemma 5.5.4.

Now the result follows from Theorem 8.2.3 by taking the inverse limits. �



92 Chapter 8. Iwasawa Cohomology over the Lubin-Tate Extensions



Chapter 9

An Equivalence of Categories over

the Coefficient Ring

Recall that the Theorem 4.2.10 gives a classification of the category of finitely gen-

erated OK-modules with a continuous and linear action of GK in terms of étale

(ϕq,ΓLT )-modules over OE. In this chapter, we extend Theorem 4.2.10 to give an

understanding of the category of R-modules of finite type with a continuous and R-

linear action of GK , where R is any complete Noetherian local ring whose residue

field is a finite extension of Fp. We consider a category of étale (ϕq,ΓLT )-modules

over the completed tensor product OE⊗̂OKR. Then we show that this category is

equivalent to the category of R-linear representations of GK . Our method for prov-

ing this equivalence of categories is similar to as in [9]. The core point, which we

use in the main result, is Lemma 9.2.6.

We divide this chapter into two sections. In section 9.1, we collect some prelim-

inary results on coefficient rings. In section 9.2, we extend Theorem 4.2.10 to the

case of coefficient rings.
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9.1 Background on Coefficient Rings

In this section, we recall some significant results on coefficient rings, which we are

going to use in this chapter. Most of these results are given in [9], [11], and [22].

9.1.1 Basic definitions

Definition 9.1.1. [8, Chapter 1, Definition 2.1] A coefficient ring R is a complete

Noetherian local ring with finite residue field kR of characteristic p, i.e., kR is a finite

extension of Fp.

Example 9.1.2. Let Qp be the field of p-adic numbers with ring of integers Zp. Then

the ring Zp and the power series ring Zp[[X]] are coefficient rings. Moreover, for any

finite extension K of Qp, the ring OK and OK [[X1, X2, . . . , Xn]] are also coefficient

rings. Here OK denotes the ring of integers of K. �

The ring R has a natural pro-finite topology with a base of open ideals given by

the powers of its maximal ideal mR. In other words, R = lim←−
n

R/mn
RR.

A coefficient ring homomorphism is a continuous homomorphism of coefficient

rings R′ → R such that the inverse image of the maximal ideal mR is the maximal

ideal mR′ ⊂ R′ and the induced homomorphism on residue fields is an isomorphism.

Definition 9.1.3. For a fixed prime number p, a p-ring is a complete discrete valua-

tion ring whose valuation ideal is generated by a prime element.

Example 9.1.4. For a given field k of characteristic p, the ring W (k) is a p-ring.

Here W (k) denotes the ring of Witt vectors of k. In particular, the ring Zp of p-adic

integers is a p-ring. Moreover, for a finite extension K of Qp, the ring OK is also a

p-ring. The valuation ideal of OK is generated by a prime element π of OK . �

Let R and S be two rings with ideals I ⊂ R and J ⊂ S. Assume that R and S

are both T -algebras for some other ring T .
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Definition 9.1.5. The completed tensor product R⊗̂TS is defined as the completion

of R⊗T S with respect to the (I ⊗ S +R⊗ J)-adic topology.

9.1.2 Some preliminary results

Now we define the completed tensor product of a p-ring and a coefficient ring.

Let O be a p-ring and R be a coefficient ring. Let OK be a finite extension of Zp.

Assume that both O and R are OK-algebras, where the maps OK → O and OK → R

are local homomorphisms. Define

OR := O⊗̂OKR.

Then by [9, Proposition 1.2.3], OR is a complete Noetherian semi-local ring. Note

that the residue field of OR need not be finite as there is no restriction on the residue

field of O.

Proposition 9.1.6. Let A be a Noetherian semi-local commutative ring with unity

and mA be the radical (intersection of all maximal ideals) of A. Then A/mn
A is

Artinian for all n ≥ 1.

Proof. We prove this by induction on n. Let n = 1. Then by using Chinese Remain-

der theorem, we have

A/mA
∼=

n⊕
i=1

A/mi, (9.1)

where mi is a maximal ideal of A for 1 ≤ i ≤ n, and the map is a natural projection

map. Note that each A/mi is Artinian being a field. Consequently, the right hand

side of (9.1) is Artinian as it is a finite direct sum of Artinian rings. Therefore A/mA

is Artinian, and the result is true for n = 1. Assume that the result is true for n− 1.

For general n, the result follows from the following short exact sequence

0→ mn−1
A /mn

A → A/mn
A → A/mn−1

A → 0.
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Now A/mn−1
A is Artinian by induction hypothesis. Note that A is Noetherian. This

implies that mn−1
A /mn

A is a finitely generated module overA/mA. Since every finitely

generated module over an Artinian ring is Artinian, mn−1
A /mn

A is Artinian. Hence

A/mn
A is Artinian. �

Since OR is a complete semi-local Noetherian ring with unity. Then we deduce

the following result from Proposition 9.1.6.

Corollary 9.1.7. OR/m
n
ROR is Artinian for all n ≥ 1.

Let R and S be two coefficient rings and O be a p-ring (or any local ring with

residue field of characteristic p). Let θ : R→ S be a coefficient ring homomorphism.

Then it induces a homomorphism θ : O⊗OK R→ O⊗OK S.

Assume that θ is local. Then we have (O⊗mR +mO⊗R) ⊂ O⊗mS +mO⊗S,

and θ is continuous with respect to the obvious topologies. Therefore it induces a

semi-local homomorphism

θ : OR → OS.

Proposition 9.1.8. [9, Proposition 1.2.6] Let θ : O1 → O2 be a local homomorphism

of p-rings and let R be a coefficient ring. If θ is flat then it induces a faithfully flat

homomorphism

θR : O1,R → O2,R.

Proof. Note that

(mROi,R)n = mn
ROi,R, for i = 1, 2.

Now by using [22, Theorem 22.3], it is enough to check that O2,R/m
n
RO2,R is flat

over O1,R/m
n
RO1,R. Moreover, it follows from [15, 0.19.7.1.2] that

Oi,R/m
n
ROi,R = Oi ⊗OK R/m

n
R.

Since θ is flat and flatness is preserved under base extension ( [21, Chapter XVI,
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Proposition 4.2]). Thus O2,R/m
n
RO2,R is flat over O1,R/m

n
RO1,R.

Next, in order to show faithful flatness we need to prove that every maximal ideal

of O1,R is in the image of the induced map

Spec(O2,R)→ Spec(O1,R).

For this, consider the following commutative diagram

O1,R O2,R

kO1 ⊗k kR kO2 ⊗k kR,

which we get by dividing the radicals of O1,R and O2,R. Recall that the base change

preserves the faithful flatness. Since the lower horizontal map is the base change of

a field extension, so it is faithfully flat. Now it follows that θR is faithfully flat. �

9.2 An equivalence over coefficient rings

In this section, we consider a category of étale ϕq-modules (resp., étale (ϕq,ΓLT )-

modules) over OE⊗̂OKR and prove that this category is equivalent to the category of

R-linear representations of GK in the equal characteristic case (resp., mixed charac-

teristic case).

9.2.1 The characteristic p case

Let E be a local field of characteristic p > 0. Then E is a finite extension of Fp((t)).

Assume that E ∼= k((t)) such that card(k) = q, where q = pr for some fixed

r. Recall that the Cohen ring of E is the unique (up to isomorphism) absolutely

unramified discrete valuation ring of characteristic 0 with residue field E.

Let OE be the Cohen ring of E with uniformizer π. Let E be the field of fractions
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of OE. Then

OE = lim←−
n∈N

OE/π
nOE, OE/πOE = E and E = OE

[ 1
π

]
.

The field E is a complete discrete valued field of characteristic 0, whose residue field

is E. Moreover, if E′ is another field with the same property, then there is a continuous

homomorphism ι : E → E′ of valued fields inducing identity on E, and ι is always

an isomorphism. If E is perfect, then we may identify OE with the ring W (E) of

Witt vectors with coefficients in E, and ι is unique. So, we have a p-ring OE of

characteristic zero with fraction field E and residue field E. We fix a choice of E.

Let f : E → F be a homomorphism of local fields of characteristic p. Then it

follows from [11, Theorem A.45] that there is a unique local homomorphism OE →

OF, which induces f on the residue fields. Also, for any finite separable extension F

of E, there is a unique unramified extension EF = Fr(OF) of E whose residue field

is F . Moreover, if F/E is Galois, then EF/E is also Galois with the Galois group

Gal(EF/E) = Gal(F/E).

Let Esep be the separable closure of E. Then

Esep =
⋃
F∈S

F,

where S runs over the finite extensions of E contained in Esep. If F, F ′ ∈ S and

F ⊂ F ′, then EF ⊂ E′F . Define

Eur :=
⋃
F∈S

EF .

Clearly, Eur is a Galois extension of E, and there is an identification of Galois groups

GE = Gal(Esep/E) ∼−→ Gal(Eur/E).
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Let OEur be the ring of integers of Eur. Then OEur is maximal unramified integral

extension of OE with field of fractions Eur, and OEur has a valuation induced from

OE. Moreover, the valuation ring O
Êur

in the completion Êur of Eur is a p-ring with

residue field Esep. The Galois group GE acts continuously on Êur.

For the rest of the thesis, R will always denote a coefficient ring, unless stated

otherwise. Also, we assume thatR is always an OK-algebra such that the map OK →

R is a local ring homomorphism. Here OK is the ring of integers of a p-adic field K

with residue field k such that card(k) = q.

Now define the rings

OR := OE⊗̂OKR,

Ôur
R := O

Êur
⊗̂OKR.

Then it follows from Proposition 9.1.8 that Ôur
R is an OR-algebra and is faithfully flat

over OR. Since the Galois group GE acts continuously on OEur , it induces an action

of GE on O
Êur

. Now by taking the trivial action of GE on R, it induces a Galois

action on O
Êur
⊗OK R. Moreover, this action is continuous as GE acts continuously

on Eur. Thus the action of GE on Ôur
R is continuous with respect to the mRÔ

ur
R -adic

topology.

Remark 9.2.1. It follows from [9, Proposition 1.2.3] that OR and Ôur
R are Noethe-

rian semi-local rings, complete with respect to the mR-adic topology, and that mR

generates the radical of these rings.

Let ϕq := (x 7→ xq) be the q-Frobenius on E. Choose a lift of ϕq on E such that

it maps OE to OE. Then we have a ring homomorphism ϕq : OE → OE such that

ϕq(x) ≡ xq mod π.
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Now assume that ϕq is flat. Then we have a R-linear homomorphism

ϕq := ϕq ⊗ idR : OE ⊗OK R→ OE ⊗OK R.

Since the ideal mOE
⊗R+OE⊗mR in OE⊗OK R is generated by mR, it is clear that

ϕq maps mOE
⊗R + OE ⊗mR to itself. Then we have the following lemma.

Lemma 9.2.2. The homomorphism

ϕq : OR → OR

is faithfully flat.

Proof. Since ϕq is flat, the proof follows from Proposition 9.1.8. �

Since the q-Frobenius ϕq on OE extends uniquely by functoriality and continuity

to a q-Frobenius on O
Êur

, we also have a faithfully flat homomorphism from Ôur
R to

Ôur
R .

Next, we define the category of R-representations of the Galois group GE and

the category of ϕq-modules over OR. Then we construct a functor from the category

of R-representations of GE to the category of ϕq-modules over OR.

Definition 9.2.3. An R-representation of the Galois group GE is a finitely generated

R-module with a continuous and R-linear action of GE .

Definition 9.2.4. A ϕq-module over OR is an OR-module M together with a map

ϕM : M →M,
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which is semi-linear with respect to the q-Frobenius ϕq, i.e.,

ϕM(x+ y) = ϕM(x) + ϕM(y),

ϕM(λx) = ϕq(λ)ϕM(x),

for all x, y ∈M and λ ∈ OR.

Remark 9.2.5. Let M be a ϕq-module over OR. Then a semi-linear map ϕM : M →

M is equivalent to an OR-linear map

Φlin
M : Mϕq →M,

where Mϕq = M ⊗ϕq OR
OR is the base change of M by OR via ϕq.

Let RepR(GE) denote the category of R-linear representations of GE and

Modϕq/OR the category of ϕq-modules over OR. The morphisms in Modϕq/OR are OR-

linear homomorphisms commuting with ϕ.

Let V be an R-representation of GE . Define

DR(V ) := (Ôur
R ⊗R V )GE .

Here GE acts diagonally. Moreover, the multiplication by OR on Ôur
R ⊗R V is

GE-equivariant, thus DR(V ) is an OR-module. We extend the definition of the q-

Frobenius to Ôur
R ⊗R V as follows:

ϕq(λ⊗ v) = ϕq(λ)⊗ v for λ ∈ Ôur
R and v ∈ V,

and then ϕq commutes with the action of GE . It induces a OR-module homomor-

phism

ϕDR(V ) : DR(V )→ DR(V ),

which is semi-linear with respect to the q-Frobenius ϕq.
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Therefore V 7→ DR(V ) is a functor from RepR(GE) to Modϕq/OR . The following

lemma shows that the functor DR commutes with restriction of scalars.

Lemma 9.2.6. Let V be an R-representation of GE such that mn
RV = 0 for some n.

Then we have

DLT (V ) ∼= DR(V )

as an OK-module.

Proof. We use induction on n. First assume that mRV = 0. Since V is an R-

representation ofGE , it is finitely generated as anR-module. Then mRV = 0 implies

that V is also finitely generated as an R/mR-module. But we know that R/mR = kR

is the residue field of R and it is finite. Since R is an OK-algebra, then it follows

that kR is a finite extension of k, where k is the residue field of OK . Now by using

Nakayama’s lemma (for local rings), V is finitely generated as an OK-module. Next,

suppose that the statement is true for n − 1, i.e., if mn−1
R W = 0 for any R-module

W , then W is finitely generated as an OK-module. Now let mn
RV = 0. Consider the

exact sequence

0→ mn−1
R V → V → V/mn−1

R V → 0.

Then by using induction hypothesis, mn−1
R V and V/mn−1

R V are finitely generated as

OK-modules. Thus, V is finitely generated as an OK-module. Hence

Ôur
R ⊗R V = (O

Êur
⊗̂OKR)⊗̂RV ∼= O

Êur
⊗̂OKV = O

Êur
⊗OK V.

Here the first equality follows from the fact that Ôur
R is complete and V is finitely

generated as an R-module. The last one uses that O
Êur

is complete, and V is finitely

generated as an OK-module. Then taking GE-invariants, we get the desired result.

�

Next, we show that the functor DR is an exact faithful functor, and it com-

mutes with the inverse limits. Let V ∈ RepR(GE) and mn
RV be a submodule
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of V generated by elements of the form mv for m ∈ mn
R and v ∈ V . Define

Vn = V/mn
RV
∼= V ⊗R R/mn

R.

Proposition 9.2.7. For any V ∈ RepR(GE), we have

DR(V ) ∼−→ lim←−
n

DR(Vn).

Proof. Since Ôur
R is complete with respect to mRÔ

ur
R -adic topology and V is finitely

generated as an R-module. Therefore Ôur
R ⊗R V is complete with respect to mR-adic

topology, and we have

Ôur
R ⊗R V = lim←−

n

(Ôur
R ⊗R V )/mn

R

= lim←−
n

(Ôur
R ⊗R (V/mn

RV ))

= lim←−
n

(Ôur
R ⊗R Vn),

where the second equality follows from the fact that the radical mRÔ
ur
R ⊗ V + Ôur

R ⊗

mRV is generated by mR. Since taking GE-invariants commutes with the inverse

limits, the proposition follows by taking GE-invariants. �

Lemma 9.2.8. The functor DR is an additive functor.

Proof. Let V andW be twoR-representations ofGE . Then by Proposition 9.2.7, we

have

DR(V ⊕W ) ∼= lim←−DR((V ⊕W )⊗R R/mn
R)

∼= lim←−DR(V ⊗R R/mn
R ⊕W ⊗R R/mn

R)

∼= lim←−DR(Vn ⊕Wn).

Since Vn andWn are of finite length, then by Lemma 9.2.6, we have DR(Vn⊕Wn) =
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DLT (Vn ⊕Wn). Moreover, it follows from [20] that the functor DLT is an additive

functor, i.e., DLT (Vn ⊕Wn) = DLT (Vn)⊕ DLT (Wn). Then

lim←−DLT (Vn ⊕Wn) ∼= lim←−(DLT (Vn)⊕ DLT (Wn))

∼= lim←−DLT (Vn)⊕ lim←−DLT (Wn)

∼= lim←−DR(Vn)⊕ lim←−DR(Wn)

∼= DR(V )⊕ DR(W ),

where the third isomorphism uses Lemma 9.2.6 and the fourth one follows from

Proposition 9.2.7. �

Proposition 9.2.9. The functor DR is exact and faithful.

Proof. Let

0→ A→ B → C → 0

be an exact sequence of R-representations of GE . Since Ôur
R is flat as an R-module,

we have a short exact sequence

0→ Ôur
R ⊗R A→ Ôur

R ⊗R B → Ôur
R ⊗R C → 0.

Taking GE-invariants, we have a long exact sequence

0→ DR(A)→ DR(B)→ DR(C)→ · · · .

Thus the functor DR is left exact. Now if V has finite length, then by Lemma 9.2.6,

we have

DLT (V ) = DR(V )

as an OK-module. Moreover, it follows from [20] that the functor DLT is an exact

functor. Hence for a short exact sequence 0 → A → B → C → 0 of finite length
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representations, the sequence

0→ DR(A)→ DR(B)→ DR(C)→ 0

is exact. Now let

0→ A→ B → C → 0

be a sequence of arbitrary R-representations of GE . On tensoring it with R/mn
R, we

have an exact sequence

A/mn
R → B/mn

R → C/mn
R → 0. (9.2)

Note that the sequence (9.2) is an exact sequence of finite length representations and

using the exactness of the functor DR for finite length representations, we get an

exact sequence

DR(A/mn
R)→ DR(B/mn

R)→ DR(C/mn
R)→ 0 ∀ n ≥ 1. (9.3)

Let Kn be the kernel of the map

DR(B/mn
R)→ DR(C/mn

R).

Since the sequence (9.3) is exact, we have a surjective homomorphism

DR(A/mn
R)→ Kn.

Then it follows from Lemma 9.2.6 that DR(A/mn
R) is finitely generated over the

Artinian ring OR/m
n
R. Thus the inverse system (DR(A/mn

R))n≥1 satisfies the Mittag-

Leffler condition. Since the map

DR(A/mn
R)→ Kn
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is surjective, (Kn)n≥1 also satisfies Mittag-Leffler condition. Also, the functor DLT

commutes with the inverse limits, thus by taking the inverse limits in (9.3), it follows

that the map

DR(B)→ DR(C)

is surjective. Hence the functor DR is an exact functor. Moreover, the functor DR is

an additive functor (Lemma 9.2.8). Then it follows from [13, Proposition 1.2.1] that

the functor DR is also faithful as DR(V ) 6= 0 if V 6= 0. �

As a consequence of the above lemma, we have the following proposition.

Proposition 9.2.10. Let V be an R-representation of GE . Then for an ideal I of R,

we have

(i) I.DR(V ) = DR(I.V ),

(ii) DR(V )/I.DR(V ) ∼−→ DR(V/I.V ).

Proof. Since R is Noetherian, the ideal I is finitely generated. Assume that the ideal

I is generated by the set {x1, x2, . . . , xn}. Define the map

ρ : V n → V

(v1, . . . , vn) 7→
n∑
i=1

xivi.

Clearly, I.V is the image of ρ. Since the functor DR is exact, it follows that DR(I.V )

is the image of DR(ρ). Moreover, the Galois group GE acts R-equivariantly. Then

by identifying DR(V n) with DR(V )n, the map

DR(ρ) : DR(V )n → DR(V )

is given by

(d1, . . . , dn) 7→
n∑
i=1

xidi.
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Now, its image is I.DR(V ). Hence

I.DR(V ) = DR(I.V ).

The second part follows by applying the functor DR to the short exact sequence

0→ I.V → V → V/I.V → 0. �

Proposition 9.2.11. Let V ∈ RepR(GE). Then

DR(V ) ∼−→ lim←−
n

(DR(V )/mn
RDR(V )).

Proof. Since the functor DR commutes with the inverse limits (Proposition 9.2.7).

Thus

DR(V ) ∼−→ lim←−
n

DR(Vn) = lim←−
n

DR(V/mn
RV ). (9.4)

Moreover, mn
R is an ideal of R. Then by Proposition 9.2.10, we have

DR(V )/mn
RDR(V ) ∼−→ DR(V/mn

RV ). (9.5)

Now by combining (9.4) and (9.5), we get the desired result. �

Proposition 9.2.12. Let V be an R-representation of GE . Then DR(V ) is a finitely

generated OR-module.

Proof. By Proposition 9.2.11, we have

DR(V ) ∼−→ lim←−
n

DR(V )/mn
RDR(V )).

Therefore the module DR(V ) is separated with respect to the mR-adic topology. Re-
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call that Vn = V/mn
RV and mR is an ideal of R, it follows that

DR(V )/mR.DR(V ) ∼−→ DR(V/mR.V ) = DR(V1).

Here the first equality comes from the Proposition 9.2.10. Now V1 is killed by mR,

then by [9, Lemma 2.1.5], we have

DR(V1) = DkR(V1) (9.6)

as an OR-module. Note that DkR(V1) is finitely generated as an OE-module. Then

it follows from (9.6) that DR(V )/mR.DR(V ) is also finitely generated as an OR-

module. Thus by using [22, Theorem 8.4], we deduce that DR(V ) is finitely gener-

ated as an OR-module. �

Proposition 9.2.13. Let V be an R-representation of GE . Then we have

Ôur
R ⊗OR DR(V ) ∼−→ Ôur

R ⊗R V.

Proof. First assume that V is killed by mn
R for some n. Then by Lemma 9.2.6, we

have DLT (V ) = DR(V ) as an OK-module. Now by using Remark 4.2.9, the map

Ôur
R ⊗OR DR(Vn)→ Ôur

R ⊗R Vn

is an isomorphism. Moreover,

lim←− Ôur
R ⊗OR DR(Vn) = lim←− Ôur

R ⊗OR DR(V/mn
RV )

∼= lim←− Ôur
R ⊗OR DR(V )/mn

RDR(V )

∼=lim←−(Ôur
R ⊗OR DR(V ))/mn

R

∼=Ôur
R ⊗OR DR(V ),
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where the second isomorphism uses Proposition 9.2.10, the third isomorphism comes

from the fact that mR generates the radical of Ôur
R ⊗OR DR(V ). The last isomorphism

follows from Proposition 9.2.12 and the fact that Ôur
R is complete with respect to

mRÔ
ur
R -adic topology. On the other hand,

lim←− Ôur
R ⊗R Vn = lim←− Ôur

R ⊗R V/mn
RV

=lim←−(Ôur
R ⊗R V )/mn

R

∼=Ôur
R ⊗R V.

Hence for general V , the result follows by taking the inverse limits. �

Next, we define a full subcategory of Modϕq/OR , which is an essential image of

the functor DR.

Definition 9.2.14. A ϕq-module M over OR is said to be étale if Φlin
M is an isomor-

phism, and M is finitely generated as an OR-module.

Let Modϕq ,ét/OR
denote the category of étale ϕq-modules over OR. The morphisms

of étale ϕq-modules are the morphisms of underlying ϕq-modules. Since Modϕq/OR
is an abelian category. It follows from [10] that the category Modϕq ,ét/OR

is also an

abelian category. Moreover, it is also stable under sub-objects, quotients and tensor

product.

Proposition 9.2.15. Let V ∈ RepR(GE). Then DR(V ) is an étale ϕq-module over

OR.

Proof. By Proposition 9.2.12, we know that DR(V ) is finitely generated as an OR-

module. Now we only need to show that the map Φlin
DR(V ) is an isomorphism.

If mn
RV = 0 for some n, then by Lemma 9.2.6, we have DLT (V ) = DR(V ) as an

OK-module, and it follows from [20] that the map

Φlin
DR(Vn) : DR(Vn)ϕq → DR(Vn)
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is an isomorphism. Since the functor DR commutes with the inverse limits, the result

follows for general V by taking the inverse limits. �

Next, we construct a functor VR from the category of étale ϕq-modules over OR

to the category of R-representations of GE and show that the functor VR is a quasi-

inverse functor to DR. The functor VR is defined in the following way.

Let M be an étale ϕq-module over OR. Then view Ôur
R ⊗OR M as a ϕq-module

via

ϕ
ÔurR ⊗OR

M
(λ⊗m) = ϕq(λ)⊗ ϕM(m) for λ ∈ Ôur

R ,m ∈M.

For simplicity, we write ϕq ⊗ ϕM rather than ϕ
ÔurR ⊗OR

M
.

The Galois group GE acts on Ôur
R ⊗OR M via its action on Ôur

R and the group

action commutes with the action of ϕq ⊗ ϕM . Define

VR(M) := (Ôur
R ⊗OR M)ϕq⊗ϕM=id,

which is a sub R-module stable under the action of GE . Therefore M 7→ VR(M) is

a functor from Modϕq ,ét/OR
to RepR(GE).

Next, we show that the functor VR commutes with the inverse limits and it is also

an exact functor. Let Mn = M/mn
RM , where mn

RM is sub-module of M .

Proposition 9.2.16. Let M be an étale ϕq-module over OR. Then

VR(M) ∼−→ lim←−
n

VR(Mn).

Proof. Since taking ϕq ⊗ ϕM -invariant commutes with the inverse limits, it is suf-

ficient to prove that the tensor product with Ôur
R commutes with the inverse limits.
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But

lim←−
n

(Ôur
R ⊗OR Mn) = lim←−

n

(Ôur
R ⊗OR (M/mn

RM))

= lim←−
n

(Ôur
R ⊗OR M)/mn

R.

Note that Ôur
R is complete with respect to mRÔ

ur
R -adic topology. Also, M is finitely

generated as an OR-module sinceM is étale. So Ôur
R ⊗ORM is complete with respect

to mR-adic topology. Hence

lim←−
n

(Ôur
R ⊗OR M)/mn

R = Ôur
R ⊗OR M

Now the proposition follows by taking ϕq ⊗ ϕM -invariants. �

Lemma 9.2.17. Let V be an R-representation of GE . Then ϕq ⊗ idV − id is a

surjective homomorphism of abelian groups acting on Ôur
R ⊗R V .

Proof. Let mRV = 0. Then the map

ϕq − id : Esep → Esep

is surjective, since for all λ ∈ Esep, the polynomial xq − x− λ is separable. As kR is

a finite extension of Fp, and ϕq acts trivially on kR, the map

ϕq − id : Esep ⊗Fp kR → Esep ⊗Fp kR

is also surjective. Moreover, ϕq − id is continuous, thus the map

ϕq − id : k
ÔurR

= Esep⊗̂FpkR → Esep⊗̂FpkR

is surjective. Note that V1 = V/mRV is free over kR, and ϕq acts on k
ÔurR
⊗kR V1 via

its action on k
ÔurR

, it follows that ϕq ⊗ idV1 − id is surjective on k
ÔurR
⊗kR V1. Then
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by dévissage (by using Five lemma as explained in part (i) of Lemma 4.2.3),

ϕq ⊗ idVn − id : Ôur
R /m

n
R ⊗R Vn → Ôur

R /m
n
R ⊗R Vn

is surjective. Since Ôur
R /m

n
R is Artinian, and Vn has a finite length. Consequently, the

Mittag-Leffler condition holds for Ôur
R /m

n
R ⊗R Vn. Then by passage to the inverse

limits, the result holds for general V . �

Lemma 9.2.18. LetM be an étale ϕq-module over OR such that mn
RM = 0 for some

n ≥ 1. Then

VLT (M) = VR(M),

as an OK-module.

Proof. The proof is similar to Lemma 9.2.6. �

Proposition 9.2.19. LetM be an étale ϕq-module over OR. Then the homomorphism

ϕq ⊗ ϕM − id is surjective on Ôur
R ⊗OR M .

Proof. If mn
RM = 0 for some n, then by Lemma 9.2.18, we have VLT (M) = VR(M)

as an OK-module. Now by using Remark 4.2.9, it follows that the natural map

Ôur
R ⊗R VR(Mn)→ Ôur

R ⊗OR Mn

is an isomorphism. Moreover, this isomorphism respects the action of ϕq ⊗ ϕM .

Then by using Lemma 9.2.17, the map ϕq ⊗ ϕM − id is surjective on Ôur
R ⊗OR Mn,

and the general case follows by passing to the inverse limits. �

Proposition 9.2.20. The functor VR is an exact functor.

Proof. Let

0→M →M ′ →M ′′ → 0
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be a short exact sequence of étale ϕq-modules over OR. Then we have the following

commutative diagram

0 Ôur
R ⊗OR M Ôur

R ⊗OR M
′ Ôur

R ⊗OR M
′′ 0

0 Ôur
R ⊗OR M Ôur

R ⊗OR M
′ Ôur

R ⊗OR M
′′ 0.

ϕq⊗ϕM−id ϕq⊗ϕM′−id ϕq⊗ϕM′′−id

Now by applying the Snake lemma, we get an exact sequence

0→ VR(M)→ VR(M ′)→ VR(M ′′)→ Ôur
R ⊗OR M/(ϕq ⊗ ϕM − id)→ · · · .

By Lemma 9.2.19, we know that the map ϕq⊗ϕM−id is a surjective homomorphism

acting on Ôur
R ⊗OR M , so the last term is zero, and the sequence

0→ VR(M)→ VR(M ′)→ VR(M ′′)→ 0

is an exact sequence. Hence the functor VR is exact. �

Proposition 9.2.21. Let M be an étale ϕq-module over OR. Then VR(M) is finitely

generated as an R-module, and the homomorphism of Ôur
R -modules

Ôur
R ⊗R VR(M)→ Ôur

R ⊗OR M

is an isomorphism.

Proof. Since by analogue of Proposition 9.2.11 for VR, we have

VR(M) ∼−→ lim←−(VR(M)/mn
RVR(M)).

Then VR(M) is separated with respect to the mR-adic topology. Moreover, by ana-

logue of Proposition 9.2.10 for VR, we have

VR(M)/mR.VR(M) ∼−→ VR(M/mR.M) = VR(M1).
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As M1 is killed by mR, then by [9, Lemma 2.1.5], we know VR(M1) = VkR(M1) as

an OR-modules. Now note that VkR(M1) is finitely generated as an OE-module, thus

VR(M)/mR.VR(M) is also finitely generated as an OR-module. Then by theorem

[22, Theorem 8.4], it follows that VR(M) is finitely generated as an OR-module.

For the second part, if M is killed by mn
R, then by Lemma 9.2.18, VLT (M) =

VR(M) as an OK-module. Now by using Remark 4.2.9, the map

Ôur
R ⊗R VR(Mn)→ Ôur

R ⊗OR Mn

is an isomorphism, and the general case follows by taking the inverse limits as in

Proposition 9.2.13. �

Next, the following theorem gives an equivalence of categories between the cat-

egory RepR(GE) and Modϕq ,ét/OR
.

Theorem 9.2.22. The functor

DR : RepR(GE)→Modϕq ,ét/OR

is an equivalence of categories with quasi-inverse functor

VR : Modϕq ,ét/OR
→ RepR(GE).

Proof. Let V be an R-representation of GE and M be an étale ϕq-module over OR.

Then to prove the theorem, it is enough to show

VR(DR(V ))
∼=−→ V and DR(VR(M))

∼=−→M.

Since by Proposition 9.2.13, we have an isomorphism

Ôur
R ⊗OR DR(V )→ Ôur

R ⊗R V
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of GE-modules. Then by taking ϕq ⊗ ϕM -invariant, we get an isomorphism

VR(DR(V ))→ (Ôur
R ⊗R V )ϕq⊗ϕM=id.

Note that V has trivial action of ϕq ⊗ ϕM , so there is map

V → (Ôur
R ⊗R V )ϕq⊗ϕM=id.

Now for finite length modules, the above map is an isomorphism by using Theorem

4.2.10. By taking the inverse limits, the map will be an isomorphism for the general

V . Hence

VR(DR(V ))
∼=−→ V.

Similarly, the map

M → (Ôur
R ⊗OR M)GE

is an isomorphism. Moreover, by Proposition 9.2.21, we have an isomorphism

Ôur
R ⊗R VR(M)→ Ôur

R ⊗OR M.

Then taking GE-invariants, we have

DR(VR(M)) = (Ôur
R ⊗R VR(M))GE ∼−→ (Ôur

R ⊗OR M)GE .

Therefore

DR(VR(M))→M

is an isomorphism, and this proves the theorem. �

Remark 9.2.23. The functors DR and VR are compatible with the tensor product,

i.e., if V1 and V2 are R-representations of GE , and M1 and M2 are étale ϕq-modules

over OR, then
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(i) The homomorphism DR(V1)⊗ORDR(V2)→ DR(V1⊗RV2) of étale ϕq-modules

is an isomorphism.

(ii) The natural homomorphism VR(M1) ⊗R VR(M2) → VR(M1 ⊗OR M2) of R-

representations of GE is an isomorphism.

9.2.2 The characteristic zero case

Let K be a local field of characteristic 0. From chapter 4, recall that the ring OE is

the π-adic completion of OK [[Z]]
[

1
Z

]
, and OEur is the maximal integral unramified

extension of OE. The ring O
Êur

is the π-adic completion of OEur . Also, the Galois

group HK = Gal(K̄/K∞) is identified with GE , where E is the field of norms of

the extension K∞/K and it is a field of characteristic p.

Let V be an R-representation of GK . Then

DR(V ) := (Ôur
R ⊗R V )HK = (Ôur

R ⊗R V )GE

is a ϕq-module over OR. The GK-action on Ôur
R ⊗R V induces a semi-linear action

of GK/HK = ΓLT = Gal(K∞/K) on DR(V ).

Definition 9.2.24. A (ϕq,ΓLT )-moduleM over OR is a ϕq-module over OR equipped

with a continuous semi-linear action of ΓLT , which commutes with the endomor-

phism ϕM of M , and a (ϕq,ΓLT )-module is étale if its underlying ϕq-module is

étale.

Let Modϕq ,ΓLT ,ét/OR
be the category of étale (ϕq,ΓLT )-modules over OR. Then DR

is a functor from the category RepR(GK) of R-linear representations of GK to the

category Modϕq ,ΓLT ,ét/OR
of étale (ϕq,ΓLT )-modules over OR.

If M is an étale (ϕq,ΓLT )-module over OR, then

VR(M) = (Ôur
R ⊗OR M)ϕq⊗ϕM=id



9.2. An equivalence over coefficient rings 117

is an R-representation of GK . The group GK acts on Ôur
R as before and acts via ΓLT

on M . The GK action on Ôur
R ⊗ORM is ϕq⊗ϕM -equivariant, and this induces a GK

action on VR(M).

For any V ∈ RepR(GK), there is a canonical R-linear homomorphism

V → VR(DR(V ))

of representations ofGK . By Theorem 9.2.22, this is an isomorphism when restricted

to HK , so it must be an isomorphism of GK-representations. Similarly, for an étale

(ϕq,ΓLT )-module M , the canonical homomorphism of étale (ϕq,ΓLT )-modules

M → DR(VR(M))

is an isomorphism. Moreover, by using Theorem 9.2.22, the underlying map of ϕq-

modules is an isomorphism, and this proves the following theorem.

Theorem 9.2.25. The functor DR is an exact equivalence of categories between

RepR(GK) the category of R-linear representations of GK and Modϕq ,ΓLT ,ét/OR
the

category of étale (ϕq,ΓLT )-modules over OR with quasi-inverse functor VR.

Next, we extend the functor DR to the category RepdismR−tor(GK) of discrete

mR-primary abelian groups with a continuous and linear action of GK . Any ob-

ject in RepdismR−tor(GK) is the filtered direct limit of mR-power torsion objects in

RepR(GK). For any V ∈ RepdismR−tor(GK), define

DR(V ) = (Ôur
R ⊗R V )HK .

Note that the functor DR commutes with the direct limits as the tensor product and

taking HK-invariants commute with the direct limits. Then DR(V ) is an object into

the category lim−→Modϕq ,ΓLT ,ét,tor/OR
of injective limits of mR-power torsion objects in
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Modϕq ,ΓLT ,ét/OR
. For any M ∈ lim−→Modϕq ,ΓLT ,ét,tor/OR

, put

VR(M) = (Ôur
R ⊗OR M)ϕq⊗ϕM=id.

Then the functor VR also commutes with the direct limits, and we have the following

result.

Proposition 9.2.26. The functor DR and VR are quasi-inverse equivalences of cate-

gories between RepdismR−tor(GK) and lim−→Modϕq ,ΓLT ,ét,tor/OR
.

Proof. Since the functors DR and VR commute with the direct limits, the proposition

follows from Theorem 9.2.25 by taking the direct limits. �



Chapter 10

Galois Cohomology over the

Coefficient Ring

This chapter is a part of [1]. By Theorem 9.2.25, it is evident that given an object

in the category of R-representation of GK , one can give its description in terms of

the étale (ϕq,ΓLT )-module attached to it. In this chapter, we show that this is the

case for the continuous cohomology groups of an R-representation V of GK , i.e., we

describe the continuous cohomology groups of V in terms of the corresponding étale

(ϕq,ΓLT )-module. We give a generalization of most of our results to the case of the

coefficient ring.

10.1 Galois cohomology

In the previous chapter, we have shown that the functor DR is a quasi-inverse equiva-

lence of categories between RepR(GK) (resp., RepdismR−tor(GK)) and Modϕq ,ΓLT ,ét/OR

(resp., lim−→Modϕq ,ΓLT ,ét,tor/OR
). The following theorem is a generalization of Theorem

5.5.5 over the coefficient rings.

Theorem 10.1.1. Let V be an R-representation of GK . Then there is a natural

119



120 Chapter 10. Galois Cohomology over the Coefficient Ring

isomorphism

H i(GK , V ) ∼= Hi(ΦΓ•LT (DR(V ))) for i ≥ 0.

Proof. First assume that the representation V has finite length, i.e., mn
RV = 0 for

some n∈ N. Then by Lemma 9.2.6 and 5.5.5, we have

H i(GK , V ) ∼= Hi(ΦΓ•LT (DR(V ))).

Next, it follows from [32, Theorem 2.1] and [33, Corollary 2.2] that the functor

H i(GK ,−) commutes with the inverse limits. Moreover, by Proposition 9.2.7, we

have

DR(V ) ∼−→ lim←−DR(Vn).

Observe that the modules DR(Vn) are finitely generated over the Artinian ring

OR/m
n
ROR, so the inverse limit functor is an exact functor on the category of mR-

power torsion étale (ϕq,ΓLT )-modules over OR. Then we have

Hi(ΦΓ•LT (DR(V ))) = lim←−Hi(ΦΓ•LT (DR(Vn))).

Hence the general case follows by passing to the inverse limits. �

Next, in order to generalize the Theorem 7.2.6 over coefficient rings; first, we

extend the operator ψ := ψDLT (V ) to DR(V ).

As ψq maps O
Êur

to O
Êur

, we extend ψq to O
Êur
⊗OK R by making it trivially act

on R. Moreover, it maps mO
Êur
⊗R + O

Êur
⊗mR to itself, thus induces an R-linear

map

ψq : Ôur
R → Ôur

R .

Since ψq acts Galois equivariantly, so making it act on Ôur
R ⊗OK V by its action on

Ôur
R , we have an operator ψDR(V ) on DR(V ).

Recall that RepdismR−tor(GK) is the category of discrete mR-primary abelian
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groups with a continuous and linear action of GK . Any object in RepdismR−tor(GK)

is the filtered direct limit of mR-power torsion objects in RepR(GK). Now we have

the following theorem.

Theorem 10.1.2. Let V ∈ RepdismR−tor(GK). Then we have a well-defined homo-

morphism

Hi(ΦΓ•LT (DR(V )))→ Hi(ΨΓ•LT (DR(V ))) for i ≥ 0.

Moreover, the homomorphism H0(ΦΓ•LT (DR(V ))) → H0(ΨΓ•LT (DR(V )) is injec-

tive.

Proof. If V is a finite abelian mR group, then the theorem follows from Lemma 9.2.6

and Theorem 7.2.6. Also, the functors Hi(ΦΓ•LT (DR(−))) and Hi(ΨΓ•LT (DR(−)))

commute with the inverse limits. Hence the result follows for general V by passing

to the inverse limits. �

Next, we compute the Iwasawa cohomology groups of V in terms of cohomology

groups of Ψ•-complex. The following theorem is a generalization of [29, Theorem

5.13] to the case of coefficient rings. It is possible that this approach leads to the

construction of a Perrin-Riou homomorphism for Galois representation defined over

the coefficient ring R.

Theorem 10.1.3. Let V ∈ RepR(GK). Then we have

H i
Iw(K∞/K, V ) ∼= Hi−1(Ψ•(DR(V (χ−1

cycχLT )))) for i ≥ 1.

Proof. Suppose that V has a finite length. Then DR(V ) = DLT (V ) as an OK-

module. Thus ψDR(V ) agrees with the ψDLT (V ). Now by Corollary 8.2.4, we have

H i
Iw(K∞/K, V ) ∼= Hi−1(Ψ•(DR(V (χ−1

cycχLT )))) for i ≥ 1.
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Moreover, it follows from Lemma 5.5.4 that the functor H i
Iw(K∞/K,−) also com-

mutes with the inverse limits. Then by passing to the inverse limits, we deduce the

theorem for general V . �

Remark 10.1.4. It is possible to extend Theorem 6.1.2 to the case of the coefficient

ring, and using that we can prove that for any V ∈ RepR(GK),

H i(GK , V ) ∼= Hi(ΦΓ•LT,FT (DR(V ))) for i ≥ 0.

This gives a generalization of Theorem 6.4.1 over the coefficient rings. We can also

generalize Theorem 7.2.11 to the case of coefficient ring.

10.2 The dual exponential map

By Theorem 8.2.3, we have

H1
Iw(K∞/K,OK(χcycχ−1

LT )) ∼= DLT (OK)ψDLT (OK )=id.

The map

Exp∗ : H1
Iw(K∞/K,OK(χcycχ−1

LT ))→ DLT (OK)ψDLT (OK )=id

is called the dual exponential map. These dual exponential maps occur in the con-

struction of the Coates-Wiles homomorphisms. For more details about this dual ex-

ponential map, see [29]. We generalize the dual exponential map over the coefficient

ring to check if one can extend the Coates-Wiles homomorphisms to Galois repre-

sentations defined over R.

Theorem 10.2.1. Let V ∈ RepR(GK). Then we have the following commutative

diagram
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H i
Iw(K∞/K, V ) Hi−1(Ψ•(DR(V (χ−1

cycχLT ))))

H i
Iw(K∞/K, V ⊗R OK) Hi−1(Ψ•(DLT (V ⊗R OK(χ−1

cycχLT )))).

∼=

∼=

Proof. Note that the ring homomorphism R→ OK induces a map from V → V ⊗R
OK . By [29, Lemma 5.8], we have

H i
Iw(K∞/K, V ) = H i(GK , R[[ΓLT ]]⊗R V ),

H i
Iw(K∞/K, V ⊗R OK) = H i(GK ,OK [[ΓLT ]]⊗OK (V ⊗R OK)).

Here the right hand side refers to cohomology with continuous co-chains. Therefore,

we have a well-defined map

H i
Iw(K∞/K, V )→ H i

Iw(K∞/K, V ⊗R OK).

Similarly, the map V → V ⊗R OK defines a map from DR(V ) → DLT (V ⊗R OK),

and this induces a well-defined map

Hi−1(Ψ•(DR(V (χ−1
cycχLT ))))→ Hi−1(Ψ•(DLT (V ⊗R OK(χ−1

cycχLT )))).

Now the result follows from Theorem 8.2.3 and Theorem 10.1.3. �

Next, we generalize the dual exponential map over coefficient rings.

Corollary 10.2.2. There is a dual exponential map

Exp∗R : H1
Iw(K∞/K,R(χcycχ−1

LT )) ∼−→ O
ψR=id
R

over R, and the diagram
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H1
Iw(K∞/K,R(χcycχ−1

LT )) O
ψR=id
R

H1
Iw(K∞/K,OK(χcycχ−1

LT )) O
ψ=id
E

Exp∗R

Exp∗

where ψR = ψDR(R) and ψ = ψDLT (OK), is commutative.

Proof. SinceR(χcycχ−1
LT ) is anR-representation ofGK , by Theorem 10.1.3, we have

H1
Iw(K∞/K,R(χcycχ−1

LT )) ∼= H0(Ψ•(DR(R(χcycχ−1
LT )(χ−1

cycχLT )))

∼= O
ψR=id
R .

Also, by Theorem 8.2.3, we have

H1
Iw(K∞/K,R(χcycχ−1

LT )⊗R OK) ∼= H1
Iw(K∞/K,OK(χcycχ−1

LT ))

∼= H0(Ψ•(DLT (OK(χcycχ−1
LT )(χ−1

cycχLT )))

∼= O
ψ=id
E .

Now, the result follows from Theorem 10.2.1 by putting i = 1 and V = R(χcycχ−1
LT ).

�
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