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Abstract

A flashing ratchet refers to an overall directed motion of particles in a thermal environ-

ment under the influence of an asymmetric potential, switching on and off stochastically.

This model has been studied in the context of active dynamics of molecular motors, as a

mechanism of particle segregation, transport of cold atoms in optical lattice, in motion

of flux quanta and in describing the collective dynamics of elastically coupled motor

proteins. While a large body of work has been concentrated on the ratcheting effect

of non-interacting systems in one spatial dimension, there has been fewer studies that

focuses on the effects of interaction in one or higher dimensions. Despite moderate ef-

forts, the collective dynamics of interacting system of particles under ratcheting drives

remains largely unexplored. It is also worth noting that in most of such studies the focus

had been on the transport properties of the system and its dependence on the external

control parameter.

In the first part of the thesis, we present our results on the study of equilibrium

phase transition in a two dimensional system of interacting colloidal suspension and

compare it with that of the predictions from KTHNY theory and grain boundary melt-

ing. The melting transition is identified from the translational and the orientational

order parameter and their correlation functions. The nature of the phase transition is

determined from the distribution of the order parameters and the local density fluctua-

tions.

In the second part of the thesis, we look at such a two dimensional colloidal dis-

persion of soft-core particles driven by a one dimensional stochastic flashing ratchet

that induces a time averaged directed particle current through the system. It undergoes

a non-equilibrium melting transition as the directed current approaches a maximum

associated with a resonance of the ratcheting frequency with the relaxation frequency

of the system. We use extensive molecular dynamics simulations to present a detailed

phase dia- gram in the ratcheting rate- mean density plane. With the help of numeri-

cally calculated structure factor, solid and hexatic order parameters, and pair correlation

functions, we show that the non- equilibrium melting is a continuous transition from a

quasi-long ranged ordered solid to a hexatic phase. The transition is mediated by the

unbinding of dislocations, and formation of compact and string-like defect clusters.
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1
Introduction

A brief introduction to equilibrium melting in two dimensions is presented in this chapter. The

discussion centers on the development of the Berezinskii-Kosterlitz-Thouless-Halperin-Nelson-

Young (BKTHNY) theory of melting in two dimensional systems and a brief review of exper-

imental and computational studies on melting in two-dimensional colloidal dispersions. Role

of dimension in phase transition and the BKTHNY theroy is reviewed briefly. Freezing in two-

dimensions in presence of external applied field and the concept of rectification of Brownian

forces using flashing ratchets in also presented to connect our work on melting under non-

equilibrium conditions.
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Phase transitions are ubiquitous in nature and encountered quite frequently in our

every-day life. As a consequence, it is perhaps the single most topic in condensed mat-

ter that has garnered unparalleled attention from the scientific community. The first

phenomenological explanation that explained the physics of phase transitions was put

forward by Landau in 1937.1,2 The most significant aspect of the theory was the no-

tion of an order parameter that remains zero above the transition temperature and is

finite below it. This very simplistic approach has a rather deeper physical insight. Every

phase of matter is characterized by different symmetries and the change in the value

of the order parameter from zero to a non-zero value signifies the breaking of these

symmetries. The most celebrated example is that of a paramagnetic to a ferro-magnetic

transition, where the underlying up-down symmetry is broken in going from a param-

agnetic to a ferromagnetic phase. The magnetization serves as the order parameter of

the transition that remains zero in the paramagnetic phase and has a non-zero value in

the ferromagnetic phase. The standard classification of a phase transition is dictated by

the behavior of the order parameter near the transition point. If the order-parameter is

discontinuous across the transition point, the phase-transition is first order, and if it is

continuous, the transition is second-order or a continuous transition. In the earlier ex-

ample of para to ferro-magnetic phase, the transition is continuous when the transition

happens in the absence of an external magnetic field. When an external field is applied,

the spins align in the direction of the field, and a finite magnetization appears. This is a

first-order transition. Yet another example is that of transition between the three states

of matter: solid-liquid and liquid-gas transition.

In Fig. 1.1, a typical phase diagram of such a transition has been shown in the

pressure (P) - temperature (T ) plane, along with that of water. Three different phases

of the matter, i.e. solid, liquid and gas can be separated with the corresponding phase

boundaries. These boundaries represent the regions of coexistence of two different

phases. At the triple point (Pt ,Tt), where the three curves meet, all three phases exist

together. Any transition from one phase to other that happens via crossing the phase

boundary is known to be discontinuous. As free energy associated with the system

becomes non-analytic function and its first derivative with respect to temperature and

pressure shows a finite discontinuity at the phase boundaries.

The transition between gas and liquid can also happen via following a path around

the critical point. It is the point where the liquid-gas phase boundary terminates. The

transition is continuous and is characterized by universal behavior among the systems

in terms of some defined critical exponents. These critical exponents possess identical

values irrespective of the microscopic interaction in the systems and depend only on

dimensionality and symmetry of the order parameters. This equivalence across different
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Figure 1.1 Pressure-temperature plane in three dimensional space

systems is a direct consequence of the diverging length and time scales in a continuous

transition.

The existence of a system in different phases is determined by the free energy of

the system F = U −T S, where U is the internal energy system, T is the temperature,

and S is the entropy of the system. A stable thermodynamic equilibrium requires the

minimization of this free-energy, leading to a competition between the internal energy

and the entropy. At the high temperatures where the number of available microstates is

large, entropy being proportional to this number dominates over internal energy and the

system appears in a disordered phase. On the other hand, at low temperatures, internal

energy plays the dominant role and pushes the system to be in the ordered phase.

A disordered phase, therefore, implies to highly symmetric phase. Transition to an

ordered state happens via breaking of all or some of these symmetries. This spontaneous

symmetry breaking is precisely the conceptual idea behind the Landau–Ginzburg theory

of phase-transition. The phenomenological description expresses the free energy in

terms of a polynomial function of the order parameter. The terms in the expression of F

is governed by the underlying symmetries of the system. The theory, however, neglects

thermal fluctuations in the system that becomes extremely important in the vicinity of

a second-order transition. Later, more comprehensive theories of phase-transition that

incorporate thermal fluctuations have been developed.

The spontaneous symmetry breaking leading to a more ordered state works quite
7



well in three dimensions. The physics of phase-transition changes as the dimensional-

ity of the system is altered.As we pass from three to two-dimensional systems, thermal

fluctuations destroy long-range ordering in the system leading to a non-zero value of

the order parameter. Hence, phase-transition in such systems can happen only at a

zero temperature. Yet, there were abundant examples that contradict this simple ar-

gument.3–19 Perhaps, the earliest example of an ordered state in two-dimension was

the formation and melting of a Wigner crystal in a system of two-dimensional electrons

on the surface of liquid Helium.20–23 The explanation of this contradiction came from

Berezinskii, Kosterlitz and Thouless (BKT).17,19,24–26 In fact, the work by Berezinskii

remains a seminal work on phase-transitions in two-dimensional systems. The BKT

theory clearly showed that the order parameter correlation exhibits an algebraic decay

in an ordered phase and faster exponential decay in the disordered phase. Since the

decays do not match smoothly, the transition between these two phases was a phase

transition. Unlike the spontaneous symmetry breaking in three dimensional systems,

the phase-transition in two-dimensions is induced by the dissociation of topological

defects. In two-dimensional solids, the majority of defects are quartets – pairs of dislo-

cations. The unbinding of these quartets into dislocations which are pairs of five and

seven fold topological defects induces the melting of the solid. A quasi long range trans-

lational order exists in the solid phase that transforms into a short-range order upon the

melting of the solid. The solid phase is also characterized by a true long-range orien-

tational order. Later works by Halperin and Nelson showed that with the melting of

the solid, the system still remains anisotropic.27,28 The dissociation of the dislocation

pairs changes the long-range orientational order into a slowly algebraic decay. This is

the hexatic phase. It retains some element of ordering even though the shear modulus

vanishes. The unbinding of the dislocation into free disclinations – defects with five and

seven fold degeneracy induces the transition to an isotropic liquid. In sharp contrast to

a three dimensional system, two-dimensional melting is a two-step process and within

the framework of Berezinskii-Kosterliz-Thouless-Halperin-Nelson-Young (BKTHNY) the-

ory both the transitions are continuous.24,26–29

While the BKTHNY theory is very appealing, the proposed melting scenario in the

theory is not universal and depends on the microscopic interactions of the system. Even

with almost a 4-decade long history,30–34 the problem of melting in two-dimensions is

not completely understood. Perhaps the most suited model systems to study two di-

mensional melting are that of colloidal suspensions, specifically due to their size, which

makes them amenable to experimental observations. The additional advantage of us-

ing a colloidal suspension is that the inter-particle interaction can be precisely tuned

leading to different equilibrium phase diagrams. Indeed, an enormous amount of ef-

fort was put in to investigate two dimensional melting in colloidal dispersions using

8



experiment31,35–50 and computer simulations.51–64,64–72 All of these indicate that the

melting scenarios are dependent on pair-interaction,51,61,68,69 particle shape,70 pinning

of particle or vacancies66,71 and even out of plane fluctuations.67 The current under-

standing is that BKTHNY theory is applicable to systems with long-range interaction.

For short-ranged Lennard–Jones interactions, the BKTHNY scenario applies well in the

high-temperature regime whereas for repulsive interactions ∼ r−n the BKTHNY theory

holds for n < 12 and for values 12≤ n≤ 64, the solid-hexatic melting is consistent with

BKTHNY but the hexatic-liquid transition is first order.51,61,69 In fact, it is worth noting

that alternative theories of melting via grain-boundaries has also been proposed.73–75

Finally, we invite the readers to look at the recent review by Ryzhov et. al.34 and the

references therein for a more comprehensive review of two-dimensional melting.

The central theme of this thesis is to study equilibrium and non-equilibrium phase-

transition of a two-dimensional colloidal suspension. In the equilibrium scenario, we

study the phase diagram of a mono-dispersed colloidal suspension interacting with a

repulsive potential, the details of which are presented in Chapter 2. We also study the

equilibrium melting scenario of a similar system but interacting with Weeks-Chandler-

Anderson potential (see Chapter 3). In the non-equilibrium scenario presented in Chap-

ter 4, we consider a two dimensional colloidal dispersion of soft-core particles driven

by a one dimensional stochastic flashing ratchet that induces a time averaged directed

particle current through the system. The system undergoes a non-equilibrium melting

transition as the directed current approaches a maximum associated with a resonance

of the ratcheting frequency with the relaxation frequency of the system.

The rest of this chapter is organized in the following way. In context of the equi-

librium two-dimensional melting, we present very brief discussions on fluctuations in

one and two dimensional systems in Section 1.1 and present the BKTHNY theory in

Section 1.2. In the non-equilibrium scenario, since the common practice to drive a col-

loidal suspension out of equilibrium is to apply an external field - either a static field

or a time dependent field we have presented a brief discussion on the phenomena of

laser-induced freezing in Section 1.3. Finally, as the driving of the colloidal suspension is

done via flashing ratchet, a discussion on Brownian ratchets in presented in Section 1.4.

1.1 Role of dimension in melting-freezing transition

In lower dimensions d ≤ 2, thermal fluctuations become quite prominent and make

great impact on the macroscopic behavior of the system. Due to presence of long wave

length (low wave vector) fluctuations, systems in one and two dimensions can not ac-
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quire long range order. It was first discussed by Rudolf Peierls76 and Landau1,2 in

mid-1930. They studied the effect of thermal fluctuations in different dimensions and

concluded that spatial fluctuation in local order term diverges linearly in one dimension,

logarithmically in two dimension and remains finite in three dimension.

1.1.1 One dimensional linear chain of magnetic moments

Peierls arguments are based on harmonic approximation and can be understood by

analyzing a system of size L, comprising N magnetic moments (spins) in one dimension.

Each spin interacts with its neighboring spin only. If δφi is the rotation of the ith spin

relative to its neighbors, then for the longest wavelength mode (see Fig. 1.2)

N

∑
i=1

δφi = 2π (1.1)

Figure 1.2 Sketch representing the longest wavelength of spins fluctuation in the system of
size L in one dimensional space.

The relative rotation per unit length is 2π

L . As the interaction is harmonic, energy

density of the longest wavelength mode becomes ∝ (2π/L)2. Thus the total energy

comes out to be ∝ L(2π/L)2, implying that at any finite temperature, the long wave-

length fluctuations can always be excited in one dimension.

Extending this case to the higher dimensions, one can observe that the energy of the

long wavelength fluctuations is ∝ L2(2π/L)2 in two dimension and is independent of the

system size and is responsible for the breaking of long range order. However in three

dimension this energy depends on the system size :∝ L3(2π/L)2 and therefore, to excite

long wave length fluctuations in a large system requires a substantial energy which can

not be full filled by the thermal energy if the temperature is low.
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1.1.2 XY model and Mermin-Wagner Theorem

The lack of long range order due to fluctuations, in two dimensional space, can also

be realized from Mermin-Wagner theorem. According to the theorem, "In a system

with short-range interactions, at any finite temperature, continuous symmetry can not

be broken spontaneously in lower dimensions d ≤ 2." The word "Spontaneously" here

means examining the system in the absence of external field.

David Mermin and Herbert Wagner analyzed a system of classical spins on square

lattice, knwon as XY-Model77. In this model, each spin can opt any orientation in the

X-Y plane as a result of nearest neighbor interaction. Fig. 1.3 represents the sketch for

such a case.

Figure 1.3 Schematic representation of XY Model. In (a) spins residing on the sites of a square
lattice and (b) representing the allowed values that each spin can take.

The Hamiltonian of such a system can be represented as

H =−J ∑
(i, j)

si.s j =−J ∑
(i, j)

cos(φi−φ j) (1.2)

Here, J is a constant (exchange energy) and controls the strength of the interaction

and φi is the angle that the ith spin makes with an arbitrary fixed axis. Clearly the

Hamiltonian depends upon the relative angle of the neighboring spins. Transforming

the angles through a constant value φi → φi + c, does not affect the Hamiltonian and

thus shows rotational invariance of it.

At absolute zero temperature, the ground state configuration belongs to the ordered

state, all spins being aligned in the same direction. This broken symmetry phase known

as ’Ferromagnetic’ is characterized by non-zero magnetization M = (1/N)∑i si. On the

other hand at high values of temperature, spins become randomly orientated and result

in rotationally symmetric ’Paramagnetic’ phase with zero value of magnetization. The

correlation length of spin’s orientation can be quantified by calculating the function

C(ri−r j) = 〈ei(φ(ri)−φ(r j))〉. In the ’Ferromagnetic’ phase, one can expect the value of this

function to be one through out the system as φ(ri) = φ(r j) there. In the paramagnetic
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phase, the function C(ri− r j) goes to zero beyond the correlation length.

In 2D case, if we consider an ordered state at temperature T (even slightly above the

absolute zero) and evaluate C(ri− r j), it shows power law decay with the separation

|ri− r j|= δ r.

For negligibly small fluctuations between neighboring spins, the Hamiltonian Eq. (1.2)

can be approximated by

H ≈ E0 +
J
2 ∑
(i, j)

(φi−φ j)
2 (1.3)

and in the continuum limit it becomes,

H ≈ J
2

∫
d2r(Oφ(r))2 (1.4)

Using the Fourier transformation: φ(r) = 1
2π

∫
d2keik·rφ(k) and integrating over r,

H =
J
2

∫
d2kφ(k)φ(−k)k2 (1.5)

Since φ(r) is real, φ(−k) = (φ(k))∗ and taking ε(k) = Jk2 we get

H =
1
2

∫
d2kε(k)|φ(k)|2 (1.6)

Now, the equipartition dictates

〈φ(k)φ(k’)〉= δ (k+k’)(βε(k))−1 (1.7)

For the Gaussian Hamiltonian, the correlation function takes the form

c(r− r’) = 〈ei(φ(r)−φ(r’))〉= e−1/2〈(φ(r)−φ(r’))2〉 (1.8)

Now,

〈(φ(r)−φ(r’))2〉=
∫ d2k′d2k

(2π)2 (eik.r− eik.r’)(eik’.r− eik’.r’)〈φ(k)φ(k’) (1.9)
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putting the value of 〈φ(k)φ(k’)〉 from Eq. (1.7) we get:

〈(φ(r)−φ(r’))2〉= 1
2π

∫
d2k(eik.r− eik.r’)(eik.r− eik.r’)

1
βε(k)

=
1

2βπ2

∫
d2k

(1− cos(δr.k))
ε(k)

(1.10)

Breaking this integral Eq. (1.10) into two parts:

1
2βπ2 [

∫ 1/δ r
d2k

(1− cos(δr.k))
ε(k)

+
∫

1/δ r
d2k

(1− cos(δr.k))
ε(k)

] (1.11)

In the large δ r limit,

First part gives
∫ 1/δ r d2k (1−cos(δr.k))

ε(k) → 0

and dropping the cosine term from the second part as its oscillating ’+’ and ’-’ values

will be averaged out, we left with

1
βJπ

∫
1/δ r

dk
1
k

(1.12)

Clearly, this integral has logarithmic divergence for large k-values.

For the discrete lattice model, the lattice spacing ’a’ imposes upper limit on k-values.

Therefore by restricting the k-values up to 1st Brilloiun zone, the function 〈(φ(r)−
φ(r’))2〉 becomes 1

βJπ
log(αδ r). ’α ’, the upper limit of integral is ∝ a−1.

Finally, the correlation function c(r− r’) comes out to be

c(r− r’) ∝ (αδ r)−η(T ) (1.13)

with η = T
2πJ .

This result Eq. (1.13) shows, spins at large distances are uncorrelated and hence

claims that system can not appear in the ’broken symmetry phase’ (Ferromagnetic) at

any finite temperature.

The results obtained by Mermin and Wagner are universal in nature and are ap-

plicable to any 2d system with continuous symmetry. In the case of solids, the spin

orientation vector si can be replaced by a vector ui defining particles deviations from

the equilibrium positions. Similar to the previous case, for small relative displacements,
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Hamiltonian of the system can be approximated by

K
2 ∑

i, j
(ui−u j)

2

The quadratic form of the Hamiltonian will again lead to the logarithmically diverg-

ing positional fluctuations at large distances according to

〈(ui−u j)
2〉 ∝ ln |ri− r j|

1.2 Berezinskii-Kosterliz-Thouless-Halperin-Nelson-Young
theory

The fact that two dimensional systems lack true long range order does not rule out

the possibility of phase transition in these systems. The positional order approaches

to zero in both solid and liquid phases, but its decaying behavior in the two phases

obey different laws. In solids, the logarithmic divergence in positional fluctuations

〈|u(ri)−u(r j)|2〉 ∝ ln(|ri− r j|), ensures that the positional order ρG(r) = e−ιG·r decays

very slowly following the power low behavior 〈ρG(r)ρ-G(0)〉 ∝ r−ηG(T ). The structure

factor in 2D solids, holds power law singularity S(q) ∝ |q−G|−2+ηG(T ), as a consequence

Bragg peaks in the Fourier plane appear with spread in them. On the other hand in

liquid the order lasts only for few atomic distances and shows exponentially decaying

behavior.

Along with quasi-long range positional order, 2D solids exhibit long range correla-

tion in orientational order ψ6(r) = e(6ιθ(r)). Here θ is the angle between two neigh-

boring particles, measured with respect to some fixed reference axis at location r. As

solid melts, system losses positional order immediately but the orientational correlation

first shift to a power law decaying function 〈ψ∗6 (r)ψ6(0)〉 ∝ r−η6(T ) and then obtains the

exponential form. The algebraically decaying orientational order together with short

range positional order, corresponds to an intermediate hexatic phase. The shear mod-

ulus in the hexatic phase comes out to be zero, which resembles with the liquid phase.

The slowly decaying nature of orientational correlation however, reflects the presence

of some residual anisotropy in this phase. The isotropic liquid phase is characterized by

both positional and orientational correlations that decay exponentially.

The most renowned theory developed so far regarding 2D melting is "Berezinskii-
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Kosterlitz-Thouless-Halperin-Nelson-Young" in short BKTHNY. It takes very microscopic

details into account in explaining the melting transition. According to the theory, melt-

ing happens as a result of unbinding of topological defects. There are two classes of

the defects namely ’dislocation’ and ’disclination’, the presence of which helps in restor-

ing the lost translational and rotational symmetries of the isotropic liquid respectively.

These defects are topological in the sense that any continuous transformation can not

make them to disappear from the crystal structure.

In an ideal triangular lattice, each site posses six neighbors Fig. 1.4(a). Therefore

in 2D solid if a particle have neighbors other than six, it can be assigned the label of

’defect’. A pair of closely held five-fold and seven-fold particles forms a dislocation. The

presence of these defects is responsible for breaking the positional order of the system.

A dislocation can be characterized by a ’Burger vector’. It can be calculated by drawing

a closed circuit around the dislocation. In Fig. 1.4(b) a Burger circuit starting from

point A is shown. It is constructed by taking three steps in one direction and four steps

in the other direction. The extra lattice vector b which comes out after closing the loop

is the Burger vector for the enclosed dislocation. It is almost in perpendicular direction

of the line that joins five-fold defect with the seven-fold defect. The length of Burger

vector increases with the number of dislocations and is direct multiple of them. Thus

it measures the strength and orientation of displacement field u(r) associated with a

dislocation at a position r. Mathematically it can be represented as∮
du(r) = a0b(r) =−n(r)a0e1−m(r)a0e2 (1.14)

Here, a0 is the lattice spacing, e1 and e1 are the basis vectors of the triangular lattice

and m and n are integers.

In an otherwise perfect triangular lattice the presence of a dislocation can be imag-

ined as a consequence of inserting two half planes as can be seen in Fig. 1.4(b). How-

ever, emergence of such a situation in a spontaneous manner is unreal. There must

be a continuous process which can lead to a state that contains dislocations. This pro-

vides an insight to assume strong attractive interaction among the defects particles. In

the solid, dislocations appear in a bounded pairs having Burger vectors in opposite di-

rections. These are called ’quartets’. The presence of these defects allows the system

to possess quasi-long-range positional order along with long range orientational order.

The BKTHNY theory, considers an elastic Hamiltonian for the system

HE =
1
2

∫
d2r(2µu2

i j +λu2
kk) (1.15)
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Figure 1.4 Figure (a) represents a perfect triangular lattice, in which each site is surrounded by
six neighbors. Figure (b) shows generation of a dislocation in an otherwise perfect triangular
lattice as a result of inserting two half planes (highlighted with yellow color) inside it. At the point
where these planes terminate, a five-fold defect together with a seven-fold defect is generated.
The closed Burger circuit around the dislocation is shown in blue color. The black dashed line
represents the Volterra-cut. If the crystal is cut along this line up to its tip and both sides of it
get shifted relative to each other by a lattice spacing a , the structure of the perfect triangular
crystal gets recovered.

Here, ui j =
1
2

[
∂ui(r)

∂ r j
+

∂u j(r)
∂ ri

]
, is the strain tensor, which involves displacement field

components ui. ’λ ’ and ’µ ’ are the Lamé coefficients.

Using equations Eq. (1.14) and Eq. (1.15), leads to the Hamiltonian for a system of

arbitrary distributed dislocations of the form

Hdis =−
a2

0K
8π

M

∑
i6= j

[
b(ri) ·b(r j)

ln(ri j)

a
−

(b(ri) · ri j)(b(r j) · ri j)

r2
i j

]
+Ec

M

∑
i=1
|b(ri)|2 (1.16)

Here Ec is the dislocation core energy, a is the dislocation core radius and K is the

Young modulus,

K =
4µ(µ +λ )

2µ +λ
(1.17)

The last term in Eq. (1.16) represents the number of dislocations in the system.

Eq. (1.16) indicates that the energy of a single dislocation diverges with system size

according to Ed ∝ ln(R
a ). Whereas for the bounded dislocations with anti-symmetric

Burger vectors such that b(r1)+(−b(r2)) = 0, the logarithmic divergence of the energy

disappears,
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Ed =
a2

0b2K
4π

ln
r12

a
−

a2
0K
4π

(b · r12)
2

r2
12

+2Ec (1.18)

This non-diverging condition remains true for a number of dislocations as long as

they satisfy the neutrality condition

Σ
n
i=1b(ri) = 0 (1.19)

Figure 1.5 Figure (a) presents dislocation-pair inside a solid. Because of thermal fluctuations,
particles are displaced from their equilibrium positions. In the process two particles loose
one of their neighbor in each and as a result the other two particles accompanied with an
additional neighbor. This distortion generates local stress in the system and is represented by
blue vectors. At sufficient high temperature the thermal energy overcomes this stress and in
order to increase local stress field, the dislocation-pair get dissociated into two free dislocations.
Figure (b) represent the state of free dislocations. The alignment of green color vectors with
the black head around the distorted area, shows orientation in the crystal remains unaffected
in the presence of both paired and free dislocations.

Taking disclinations, another class of topological defects, into consideration brings

more general equation on the table. Isolated five-fold and seven-fold defects comes

under this class of defects. Fig. 1.6 shows the generation of these defects in an other-

wise perfect triangular lattice. It is done by twisting the two sides of the Volterra cut

relative to each other through angles +π/3 and −π/3. A rotation by +π/3, leads to the

five-fold defect (positive disclination) and, rotation by -π/3 generates a seven-fold de-

fect(negative disclination). In solids, disclinations interact very strongly, the interaction

energy is proportional to the square of their separation |ri j|2. As a results disclinations

appear in the form of bounded dislocations in solids. In hexatic phase, due to screening

by dislocations, the effectiveness of the interaction gets lowered and it takes logarithmic

form. To explain residual anisotropy in hexatic phase, Halperin and Nelson proposed a

phenomenological Hamiltonian
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HA =
1
2

KA

∫
d2r(∇θ(r))2 (1.20)

with KA = 2Eca2

a2
0

, is a rotational stiffness constant known as ’Frank constant’. θ(r)

gives the local orientation field

θ(r) =
1
2

(
∂uy

∂x
+

∂ux

∂y

)
(1.21)

Figure 1.6 Figure (a) and (b) represent generation of a free five-fold and seven-fold defect in
an otherwise perfect triangular lattice respectively. These isolated defects can be generated by
twisting the two sides of the Volterra-cut through angles ±π/3 relative to each other. The five-
fold defect known to be positive disclination, is produced as a result of rotation through +π/3
and the rotation through −π/3 creates seven-fold defect also known as negative disclination.
Note that the presence of disclinations breaks the orientational order of the system as green
vectors around these defects are not in the same direction.

The contour integral of rotation angle Eq. (1.21), around a closed path enclosing a

disclination at position r satisfies the condition

∮
dθ(r) =−

(
2π

6

)
s (1.22)

with s being ±1, ±2... The minus sign is for calculating integration in counter clockwise

direction.

In a system with both dislocations and disclination, defects from different class can

also interact with one another. The Hamiltonian of such a mixed system in Fourier space

takes the form
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Hdd =
K
2

∫ d2q
(2π)2

1
q4 s̃(q)s̃(-q)+Ec ∑

i
b2

i +Es ∑
i

s2
i (1.23)

Here, Es is the disclination core energy. The expression of the Hamiltonian above, is

subjected to the both translational and rotational displacement field equations: Eq. (1.15)

and Eq. (1.22). The term s̃(q) in Eq. (1.23) is the total defect density in Fourier space,

which includes contributions from both dislocations b(q), and disclinations s(q) density

terms, which are

s(q) = ∑
i

sie−ιq·ri (1.24)

b(q) = ∑
i

bie−ιq·ri (1.25)

The inverse Fourier transforms of Eq. (1.24) and Eq. (1.25) are s(r) = ∑i siδ (r−
ri), with si = ±1 and b(r) = ∑i biδ (r− ri), which give distribution of disclinations and

dislocations respectively in real space.

From the expression Eq. (1.23), one can deduce the dislocation Hamiltonian term

Eq. (1.16) by setting s(r) = 0. To obtain disclination Hamiltonian, all that needs to be

done is to equate b(r) to the zero. Similar to the dislocation case, energy of single

disclination also diverges with system size but as R2. However, for a pair of disclina-

tion with opposite and equal weight factor this divergence vanishes. The disclination

Hamiltonian in the hexatic phase takes the form

Hdisc = KA

(
π

3

)2 ∫ d2q
(2π)2

1
q2 s(q) · s(-q)+Es ∑

i
s2(ri) (1.26)

which in the real space is,

Hdisc =−
πKA(T )

36 ∑
i6= j

s(ri)s(r j) ln
|ri− r j|

a
+Es ∑

i
s2(ri) (1.27)

From Eqs. (1.16) and (1.27), we can observe that the defects in both dislocation-pair

and disclination pair attract each other. Ignoring the angular part of Eq. (1.16), allows

us to assign a common potential form for both types of defect-pairs which is
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βU(r) =Cd ln(r/rc) (1.28)

Here, the constant Cd takes the value βKa2
0

4π
for a dislocation pair and βKAπ

18 for a

disclination pair.

The unbinding conditions of topological defects which lead to the two step melting

transition, can be obtained by calculating mean square distance between pair-particles

using the interaction potential Eq. (1.28)

〈r2〉=
∫

d2rr2e−βU(r)∫
d2re−βU(r)

=
2− c
4− c

a2
0 (1.29)

which diverges 〈r2〉 → ∞ as c→ 4.

Thus the temperature Tm at which dislocation-pair unbinds, can be obtained by

equating the corresponding Cd value to the 4 which gives,

kBTm =
Ka2

0
16π

(1.30)

Similarly, the disclination unbinding temperature Ti results from the condition

kBTi =
KAπ

72
(1.31)

The Eq. (1.30) and Eq. (1.31) relate the transition temperatures Tm and Ti to the

Young Modulus K(T ) and Frank Constant KA(T ).

To summarize ’BKTHNY’ theory considers two stiffness parameters. First is ’Young’

modulus K(T ) which is associated with the translational rigidity of the solids and the

other one is ’Frank constant’ KA(T ) which determines the rotational stiffness of the

hexatic phase. The main concept behind melting process is that as the temperature

approaches to the transition point Tm, the term K(T)/T lowers and at T = Tm it becomes

small enough to allow dislocation-pairs to get unbind. At this point solid melts into

hexatic phase. At the next step T = Ti, the term KA(T )/T becomes small enough and

permits unbinding of disclination-pairs. At this step, hexatic melts into a completely

isotropic liquid phase with continuous translational and rotational symmetries in it.

One point to be noted here is, while constructing the disclination Hamiltonian,
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screening effect from the dislocation was taken care of. But no such consideration

was taken into account for dislocation Hamiltonian. Halperin and Nelson addressed

this point and modified the Hamiltonian term Eq. (1.15), with

H = H0 +HD =
1
2

∫
d2r(λφ

2
ii +2µφ

2
i j) (1.32)

here H0 is the Hamiltonian for a defect-free solids and HD brings contribution from the

dislocations. Using renormalized values of Lamé-coefficients λR and µR, they put (H0

+ HD) in a single form H0(λR,µR) and, this effective Hamiltonian accounts softening of

the solids by both the factors : temperature and the presence of dislocations in it.

In the unbinding condition for dislocation-pair the Young-modulus K(T) gets re-

placed by renormalized modulus KR(T ) and the Eq. (1.30) takes the form

kBTm =
KRa2

0
16π

(1.33)

This is the universal condition for the 2D solids melting. The transition points are

identified as the boundary points which separates stable phases from the unstable ones.

The exponent in the positional correlation function depends on the renormalized Lamé

coefficients as

ηG =

(
kBT

πµRa2
0

)
3µR +λR

2µR +λR
(1.34)

For stable solids, the upper-bound of decaying exponent is predicted at ηG = 1/3.

The exponent in the orientational correlation function η6 is related to the Frank constant

as

η6 =
18kBT
πKA

(1.35)

and its upper bound value at the liquid-hexatic transition point is predicted to be η6 =

1/4.

1.3 System under constant confinement

In common practice, 2D layers do not appear as independent entities. To do so, the

constituent particles need to get confined on crystalline surfaces. To understand the

substrate potential role, it becomes essential to study the 2D systems under the influence

of external potential. The photo-lithography and the optical tweezers are the two main

techniques which have been using to create the substrate potential. But it is the later
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one that provides more convenience in terms of tuning the applied potential strength

and the periodicity. The optical tweezer is a technique for trapping the micron and

nano-sized particles with a laser beam and was first introduced by Arthur Ashkin in

197078. For this discovery, he got the 2018 Nobel Prize in physics with Gerard Mourou

and Donna Strickland.

Figure 1.7 Sketch representing the trapping of a suspended particle on the center axis of a
focused light beam. k1 and k2 are the momenta that the particle experiences because of the
outgoing refracted rays ’1’ and ’2’ respectively. Kt is their resultant momentum and is in upward
(-y) direction.

A. Ashkin found that when a light beam strikes on a suspended particle having a

refractive index greater than that of the medium, particle gets attracted towards the

center of the light beam. The reason behind this lies in the fact that light carries mo-

mentum with it and therefore exerts a force on the particle (see Fig. 1.7). There are

two kinds of forces a particle feels when a beam of light strikes on it. One coming

from the reflection of the light called scattering force pushes the particle in the direc-

tion of its propagation. The other is due to the refraction of the light and is termed as

gradient force. Since the intensity profile of the beam is Gaussian in nature, the resul-

tant gradient force works upwardly (in -y direction) and traps the particle on the center

axis. In his experiment, Ashkin also got able to hold the particle at a single spot using

another light beam originating from the opposite direction.
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Figure 1.8 Schematic representation of particles confined between the troughs of a periodic
optical potential.

Based on this aspect of light, the first experimental realization of the interacting 2D

colloids under the influence of 1D optical potential, came in 1985 by A. Chowdhury et

al79. The standing wave pattern of the potential, obtained by the interference of two

laser beams at an angle θ was used to trap the particles at the troughs of the potential

Fig. 1.8. The periodicity of the potential was tuned with the mean interparticle spacing

a of the colloids. In the liquid phase at V0 = 0, they observed a transition into a solid

phase, upon increasing the intensity of the laser beams. This phenomenon has been

known as ’Laser Induced Freezing’ (LIF).80–86 Later in 1998, Wei et. al. observed that on

further increasing the intensity, the solid phase melts into liquid phase again and this

phenomenon was termed as ’Laser Induced Melting’ (LIM)87.

The presence of the external potential explicitly breaks the continuous 2D rotational

symmetry of the system. The translational symmetry in the direction of the potential

also gets discretized following the periodicity of the potential. In liquid phase under

the influence of periodic potential, the particles are allowed to diffuse freely only in the

perpendicular direction of the potential. This phase is referred to be ’Modulated liquid’
and its characterization factors are: vanishing shear modulus, presence of unbound

dislocations and absence of massless Goldstone modes. The density modulation in both

directions can also be done using three or four laser beams and was achieved by Brunner

and Bechinger in 2002.

Having an additional control parameter in the form of the external potential pro-

vides more insight into the topic of phase transition for 2D systems. It is found that

unlike the spontaneous case, in the presence of the potential, there can be two kinds of

solid phases: ’Floating Solid’ and ’Locked Floating Solid’88,89. The Floating Solid Phase
differs from the Locked Solid Phase as it can slide across the troughs of the poten-

tial and in many ways resembles with the pure 2D phase (in the absence of the po-

tential). It has also been observed that depending upon the commensuration ratio
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between the periodicity of the potential and interparticle spacing, an intermediate

’Locked Schematic Phase’ appears in the melting process from the Locked Floating Solid
into Modulated Liquid phase. The Locked Smectic Phase is characterized by the short-

range translational order in the neighboring troughs with a lowered symmetry in com-

parison of Modulated Liquid Phase.

1.4 Brownian Ratchets

A Brownian ratchet is a device that is designed to rectify the thermal fluctuations from

its environment to produce directed motion (or say useful work). It requires the pres-

ence of three elements: 1st a fluctuating environment, 2nd appropriate asymmetry 3rd

and the essential one, keeping the system out of thermal equilibrium. At present, the

concept of Brownian ratchet is also being used to understand the molecular process of

motor proteins in biological systems. New artificial proteins have started to made using

this concept.

Its idea was originated in 1950 by L. Brillouin90. In an electric circuit consisting of

a diode (rectifier) and a resister, he inquired, whether the diode can be used to rectify

thermal fluctuations available in the resistor and thus in producing a direct voltage. The

phenomenon is known as the ’Brillouin paradox’. Based on this concept, Smoluchowsky

and Feynman analyzed a mechanical device which involves a ratchet (notched wheel)

and a pawl. In both of these cases, the generation of useful work is inhibited by the

second law of thermodynamics. In the following sections, it is explained how the second

law of thermodynamics averts the generation of directed motion in a system if it is kept

at thermal equilibrium.

1.4.1 Feynman Ratchet: A mechanical rectifier

It was Richard Feynman’s intuitive attempt of extracting useful work from the random

motion of gas molecules using ratchet and pawl system.91 The thermal energy keeps the

molecules in constant motion. The set-up of such a device is shown in the Fig. 1.9. Two

cases are presented here, one in which the two gas containers are at thermal equilibrium

and in the other non-equilibrium scenario is discussed.

1stCase: Both Gas Containers at the same temperature i.e. T1 = T2

The continuous collision of gas molecules from random directions makes the vanes
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Figure 1.9 A schematic representation of Feynman Ratchet device. It consists of a rod with
vanes attached to it at one end, and a ratchet wheel at the other end. The wheel is in contact
with a pawl, which is held by a piece of spring. The presence of pawl makes the ratchet wheel
to move only in one direction. Both ends of the rod are placed inside the containers of gas. The
temperatures of the two containers are T1 and T2.

to rotate in both clockwise as well as in anti-clockwise directions. The connection of

vanes with the ratchet wheel tries to rotate it also accordingly. The device is built in

such a manner that, the pawl allows the ratchet wheel to move only in the clockwise

direction. Each time when the wheel attempts to rotate anti-clockwise, it pushes the

pawl dawn, and the motion gets jammed.

On the other hand, when the wheel gets a push to move in the clockwise direction,

the notch on the wheel pushes the pawl upwards and proceeds one step further. After

the pawl gets crossed by the notch, it looks for the next notch to fall back on. This

is where the role of spring comes into the picture. A pure elastic spring will lead to

indefinite bouncing of the pawl and hence will create chances to slip the notch acciden-

tally underneath the pawl. Therefore, to make the pawl stick on the wheel, an inelastic

damped bouncing is required. Now the set up looks done for producing a perpetual

motion in a single direction we can use it in lifting a box against gravity.

Will it manage to pull the box up? Well, both source and system are working at

the same temperature, and the system is performing work without losing any part

of the gained heat, violating the second law of thermodynamics. The thing we have

overlooked here is the pawl is also subjected to the random bombardment by the gas
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molecules. There is an equal probability that the pawl lifts not because of the push

from notch but by the bombardment of gas molecules itself. In such a situation, the

wheel can move in the anti-clockwise direction as well, and thus the motion in a single

direction gets canceled out

One other point is that, as a damped spring is used, the pawl will produce heat out of

friction, each time when it falls on the notch. Thus the temperature of its surroundings

will increase gradually and the gas molecules will hit the pawl more randomly with

greater thermal energy. Because of this increased energy pawl will start to move up

and down to a greater extent. If it falls on the inclined plane, it will drag the wheel

to slip anti-clockwise and if it falls on the other plane, it will push it in the opposite

direction. Thus the wheel which is designed to move in the clockwise direction will end

up moving in the opposite direction. Again no unidirectional motion will be achieved

in long duration of time.

A more general explanation of the question: "why thermal equilibrium prevents rec-

tification from occurring", can be understood by the arguments, based on the concepts

of symmetry and detailed balance. L. Boltzmann introduced the concept of detailed

balance to prove H-theorem. According to it, at thermal equilibrium, each process is

equilibrated by its reverse process. The equations which govern the microscopic world

follow time-reversal symmetry. Therefore, in a mechanical rectifier device at thermal

equilibrium, the forward and the backward motion will be equally probable for the

course of a long-time period.

2ndCase: The Gas Containers at different temperatures T1 and T2

The only way of producing unidirectional motion in such an aforementioned device

requires to keep the two containers at different temperatures. As the system no longer

remains at thermal equilibrium, the generation of rectified motion is allowed in this

case.

1.4.2 Mathematical Model for the generation of directed motion

In the previous section, we have discussed that the rectification of fluctuation requires

the system to be taken out of equilibrium. In the Feynman ratchet device, it was done by

keeping the two parts -: the vanes and the ratchet wheel at two different temperatures.

One thing to be noticed here is that at room temperature, the order of thermal energy

is around 4× 10−21 Joule. This energy is quite small to influence the device, made up

at the macro scale. So to observe the results of rectification, the device must be built

26



at the micro-scale. However, to build a mechanical device, operating between two heat

reservoirs at the micro-scale is quite complicated.

In this section, we will discuss one of the mathematical model ’flashing ratchet’,

introduced by Ajdari and Prost in 199292, which explains the working principle for the

Brownian ratchets. The flashing ratchet is a device that rectifies thermal fluctuations

originating from a single temperature source. It involves an external potential, and as

the name ’flashing’ is referring, this potential keeps on appearing and disappearing in a

cycle as time goes on.

To understand the flashing ratchet model, let us look at the dynamics of a Brownian

particle under the influence of time-dependent ratchet potential, in one-dimensional

space. The ratchet potential is spatially asymmetric and periodic V (x+L) = V (x). The

picture of such a system can be viewed in Fig. 1.10.

Figure 1.10 Sketch representing the dynamics of a Brownian particle in the presence of one
dimensional, time dependent ratchet potential. The potential has the periodicity ’L’ and changes
its state between ′On′ and ′O f f ′ phases with time. The parameter α controls the spatial asym-
metry. For α < 1.0 the distance between a minima and its consecutive maxima in the forward
(+y) direction (αL) becomes smaller than the distance which it shares with the maxima in back-
ward (-y) direction (L−αL).

Mathematically, directed motion can be expressed as the statistical average of the

velocity,

〈v〉= lim
t→∞

1
t

∫ t

0
dt ′〈dx(t ′)

dt
〉= lim

t→∞

〈x(t)− x(0)〉
t

(1.36)

In the presence of heat bath, the equation of motion of the Brownian particle of mass

’m’ can be formulated as

m
d2x
dt2 =−γ

dx
dt
− ∂V (x)

∂x
+ξ (t) (1.37)

This is the famous ’Langevin equation’. Here, γ is the friction coefficient, V(x) is
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the external ratchet potential, and ξ (t) is the random force. The random force ξ (t) has

〈ξ (t)〉= 0 and is delta correlated 〈ξ (t)ξ (t ′)〉= 2kBT γδ (t− t ′).

Most of the experimental realizations follow the over-damped dynamics of the Brow-

nian particle. In this case, the time scale obtained by m/γ, appears to be very small in

comparison of any other time-scale. So dropping the 1st term (the inertial part) from

the Eq. (1.37) gives

γ
dx
dt

=−∂V (x)
∂x

+ξ (t) (1.38)

Under the ′On′ state of the potential with kBT � V (x), the particle does not get

enough energy to overcome the potential barrier height and remains trapped at the

bottom of the potential well. On the other hand, During ′O f f ′ state, it diffuses freely

and the Eq. (1.38) becomes

γ
dx
dt

= ξ (t) (1.39)

which leads to the mean square displacement

〈[x(t)− x(0)]2〉= 2Dτo f f (1.40)

Here D is the Diffusion coefficient and has the value kBT/γ.

With ′τ ′o f f satisfying the condition

(αL)2

2D
' τo f f �

(1−α)2L2

2D
(1.41)

particle covers a distance which is ≥ αL but < L(1−α). This condition allows the

particle to cross the potential maxima of right side but not to the one at left.

Hence in the ′On′ state, there becomes a larger probability of finding the particle

near the top of the potential well at right side Fig. 1.10 (b). Now in this well, the

particle feels a force V0/(1−αL), that retraps it at the bottom of the well in the time

period given by

τon ≥
γ(1−α)2L2

V0
(1.42)
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There is also a possibility that the particle does not shifts its position while remaining

in the same well during the ′O f f ′ state of the potential. However, the possibility of its

shifting to the left well will always remain negligible. Thus on repeating the cycle of

switching the potential states sets an averaged directed motion in the forward (+y)

direction. It should be noted that the switching of the ratchet potential states, requires

sustained energy input and the thermal energy is not the only source of the total energy

input here.

The first experimental realization of Brownian ratchet for colloidal particles was

done by Rousselet et. al. in 199493. They implemented the flashing ratchet model

on Polystyrene latex spheres of diameter in the range 0.25 µm to 1 µm. A flashing

ratchet can also produce averaged directed current by the random switching of potential

between ′On′ and ′O f f ′ states. Based on this aspect, we have studied the dynamics and

associated structural changes in a two-dimensional colloidal system in the presence of

a one-dimensional ratchet potential. The directed current induces a melting of the

triangular solid into a hexatic phase. The details of this melting scenario is discussed in

Chapter 4.
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2
Phase transition in a system of
two-dimensional colloids
interacting via inverse twelfth
power potential.

A molecular dynamic study of melting transition for a system of monodispered repulsively in-

teracting colloidal dispersion in two dimensions is presented. The relevant physical quantities

necessary to study melting in two dimensions is introduced here. The identification of the tran-

sition points and the different phases of the system is done using the pair-correlation function,

static structure factor, translational order parameter, their correlation functions and their finite

size scaling. The nature of transitions are obtained by calculating the spatially resolving the

translational and orientational order paramter and their corresponding distributions. The melt-

ing in the system is observed to be a two step process. The solid phase at high densities melts

to a hexatic phase via a continous transition, in conformation with BKTHNY theory. In contrast,

a stable hexatic phase exists in the system upto a certain density, below which it melts to an

isotropic liquid via a weak first order transition. We find the location of the transition points of

the solid and the liquid, as well as the stable hexatic boundary in the system.
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2.1 Introduction

Colloidal suspensions serve as ideal systems to study the melting scenarios in two-

dimensions. They are particularly suited due to their sizes which make them amenable

to experimental observations.1–18 Additionally, the pair-interaction in such systems can

be precisely tuned, and as a consequence allow us to test the different melting scenar-

ios that has been proposed. While the Berezinskii-Kosterlitz-Thouless-Halperin-Nelson-

Young (BKTHNY) theory19–23 is very appealing, the proposed melting scenarios are not

universal. Rather, the melting is dependent on pair-interaction,24–27 particle shape,28

pinning of particle or vacancies29,30 and even out of plane fluctuations.31

Even for the simple system of hard-disks, the detailed analysis of the melting was

done only a decade ago.25 Event Chain Monte Carlo (ECMC) simulations of a system of

hard-disks revealed that while the solid-hexatic transition is continuous, in agreement

with the KTHNY scenario, the hexatic-liquid transition is first order.25 The first evidence

of a first-order transition came from the behaviour of the thermodynamic pressure as

a function of density of the system. The authors observed a Mayer-Wood loop in the

pressure-density curve, which appears as a direct consequence of the interface between

the two phases - hexatic and liquid. In the density interval belonging to the co-existence

regime, the distribution of local orientations mapped on the global orientation shows

two separate regions of high and low orientational order.

This work was later extended to study the melting scenario in short-ranged pair

potentials. For short-ranged potentials, the liquid-hexatic transition is observed to be

either first order or continuous depending upon the extent of hardness they offer. For

example, a system of soft-disks with repulsive power-law interaction of form U(r)∼ r−n,

exhibits a continuous liquid-hexatic transition for n < 6, but it becomes first-order for

n> 6.26. Similarly in the system of Yukawa pair interaction, the nature of liquid-hexatic

transition is found to depend upon the Debye-Huckel screening length and tempera-

ture.26. Although, this result has been contested in the recent work by Hajibabaei et.

al.27 that showed that a hexatic-liquid transition is first order for 12 < n < 64.

This gives us an excellent starting point to study melting in two-dimensional col-

loidal suspensions. We started our study by investigating the colloidal system with r−12

repulsive interaction. While it helped us in benchmarking our code for further research,

it also gave us the opportunity to resolve the two different melting scenarios proposed

in the earlier works.

The rest of the presentation is organized as follows. In Section 2.2 we present the
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model system and the details of the simulations. The discussion on the results of the

simulation, including the identification of the different phases and the melting points

are presented in Section 2.3. The nature of the solid-hexatic and the hexatic-liquid

transitions are presented in Section 2.4. Finally, a brief conclusion is presented in Sec-

tion 3.6.

2.2 Model and Simulation Details

We started with a mono-dispersed suspension of 5122 colloidal particles in two-dimension,

initially arranged in a perfect triangular lattice. The inter-particle distance is set by den-

sity of the system according to a2 =
√

3ρ/2. Each particle interact with other particles

within a cut-off radius rc through a shifted repulsive potential of the form βU(r) =

(σ/r)12− 2−12 for r ≤ rc and 0 otherwise. Here, r is the particle’s separation distance.

The cut-off radius value rc is taken to be 2.0σ . The parameter σ sets the length scale of

the system. Molecular dynamics simulations of the system are performed in the pres-

ence of Langevin heat bath with an isotropic friction γτ = 1 and a bath temperature of

kBT/ε = 1, where τ = σ
√

m/ε sets the time-scale of the system. The presence of heat

bath maintains the temperature of the system at this fixed value and the corresponding

Langevin equation is

ṗi(t) =−γ
pi(t)
mi

+ηi(t)+ fint = Fi(t) (2.1)

Here −γi(t)/mi is the frictional force exerted by the solvent particles, ηi(t) is random

force whose mean value 〈ηi(t)〉= 0 and is delta correlated 〈ηi(t)η j(t ′)〉= 2γkBT δi, jδ (t−
t ′). The values of fluctuating forces are taken from a Normal distribution of width

2kBT γ/δ t. Here, δ t is the integration time step and its value is taken to be 0.001τ. To

integrate Eq. (2.1), we have used Leap-Frog algorithm. It updates particles momentum

and position values according to the following equations

pi(t +δ t/2)−pi(t−δ t/2) = δ tFi(t) (2.2)

ri(t +δ t) = ri(t)+δ t
pi(t +δ t/2)

mi
(2.3)

The system was first equilibrated for 108 time steps, after which statistics were col-

lected for a further 107 steps.
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Figure 2.1 Time-averaged pressure as a function of system density is shown for the density
range from ρσ2 = 0.978 to 1.03. There is almost a flat line of value ∼14.70 from ρσ2 =0.998
to 1.009. The zoomed picture of this region is highlighted in the inset plot. It shows that the
pressure value actually has positive increment with density though the variation is very little
ranging from the value of ∼14.65 to ∼14.73.

2.3 Solid and hexatic melting

In this section, we present a coherent discussion on the results from our simulations.

The system is known to undergo a two step melting process. Accordingly, we have

split the discussion based on the identification and melting of the solid and the hexatic

phased. At first, we present a qualitative discussion on the melting scenario from the be-

havior of the thermodynamic pressure as a function of system density in Section 2.3.1.

The solid melting is then qualitatively discussed using the static structure and the or-

der parameter in Section 2.3.2. Quantitative identification of the solid phase and the

melting point of the solid using the pair-correlation function and a finite size scaling

of the order parameter is presented in Section 2.3.3. The identification of the hexatic

phase using the orientational order parameter and its spatial correlation is presented in

Section 3.3.5.

40



2.3.1 Thermodynamic Pressure

The thermodynamic pressure is calculated using virial expression

P =
ρ

β
+

ρ

(2N)

N

∑
i

N

∑
j>i

f(ri j) · ri j, (2.4)

where ρ is the system density, β is the inverse of temperature, N is the total number of

particles, f (ri j) is the interaction force and ri j is the inter-particle separation.

The variation of pressure with the system density is shown in Fig. 2.1. The pressure-

density curve exhibits the signature of three different phases-solid, hexatic and liquid.

The initial monotonically increasing pressure for densities 0.978≤ ρσ2 ≤ 0.997 belongs

to the isotropic liquid phase. Since the hexatic phase immediately precedes the isotropic

liquid phase, the intermediate regime of densities, 0.998 ≤ ρσ2 ≤ 1.01, belongs to the

hexatic phase. The thermodynamic pressure however, in the hexatic phase is neither

monotonically increasing nor exhibits a plateau. Instead, its density dependence is

weakly non-monotonic. While there is a lack of a distinct Mayer-Wood loop in the

pressure-density curve, the weak non-monotonicity does not rule out a first-order tran-

sition from a hexatic to a liquid phase. Once the density of the system becomes larger

than ρσ2 = 1.01, the pressure again increases monotonically with the density, corre-

sponding to a solid phase of the system. This roughly gives us an idea of the transition

points of the system – solid melting occurs close to ρσ2 ≈ 1.01 and hexatic melting hap-

pens close to ρσ2 ≈ 0.998. The more refined analysis of the transition points, as well as

the different phases of the system, relies on the positional and the orientational order

parameters and their spatial correlation functions, and are discussed in the subsequent

sections.

2.3.2 Static Structure Function and Solid Order Parameter

The order parameter of the solid-hexatic melting is average of the structure factor at

the four Bragg peaks in the reciprocal lattice plane. The structure factor (SSF) is the

Fourier transform of the density correlation and can clearly distinguish between a solid,

a hexatic and a liquid phase. For a liquid phase, the ensemble averaged density 〈ρ(r)〉
neither depends on the magnitude nor on the direction of r. This projects the complete

translational and rotational symmetry of the liquid phase. In the crystalline solid phase,

〈ρ(r)〉 becomes a periodic function of r, and refers to the broken symmetries associated

with this phase.
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Figure 2.2 In Figure (a): schematic representation of two dimensional triangular lattice. The
lattice spacing and corresponding reciprocal lattice vectors are indicated on top of it. Figure
(b): SSF plane: six intensity peaks at corresponding reciprocal lattice vectors for triangular
crystalline structure. Figure (c): The calculated time-averaged solid order parameter 〈ψG2〉 as
a function of system density ρσ2. The cut at 0.376 indicates the hexatic-solid transition point.
Figure (d): Fluctuation of solid order parameter as a function of system density.

The Fourier transform of the local density translates to ρq = ∑
N
j=1 e−iq·r j with ρ∗q =

ρ−q which ensures 〈ψq〉 is real. The SSF is then constructed from ρq via the relation

〈ψq〉= (1/N) 〈ρq ρ−q〉 (2.5)

In the top figure of Fig. 2.2 (a), a perfect triangular lattice is shown with lattice spacing

a and ay in x and y direction, respectively. For such a periodic geometry we obtain

six intensity peaks in the reciprocal lattice plane (see Fig. 2.2(b)) corresponding to the

following six reciprocal lattice vectors G1 = (0,±2π/ay) and G2 = (±2π/a,±π/ay)
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Figure 2.3 The static structure factor for different densities of the system as indicated in the
legend. ψq is calculated in the Fourier plane with resolution interval of 0.01σ−1.The sequence
depicts the melting of the solid to a hexatic and the melting of the hexatic to an isotropic liquid
phase.Plot of SSF

The average value of SSF with respect to vectors G1 can only be used to identify

density modulation in the system. In the solid phase, in addition to the peaks at G1, four

additional peaks at the reciprocal vectors G2 are observed in the structure factor (see

Fig. 2.2 (b)). Consequently, the average value of these four intensity peaks, 〈ψG2〉, serve

as the solid order parameter. In Fig. 2.2 (c) and (d) time-averaged value of solid order

parameter 〈ψG2〉 and its fluctuations are shown as function of the density of the system.

The solid order parameter shows a monotonic increase in its value as the density of the

system is increased. Of more interest are the fluctuations of the solid order parameter

〈∆ψ2
G2
〉 as a function of density. The location of the maximum of 〈∆ψ2

G2
〉 gives us an

estimate of the solid melting point. From Fig. 2.2 (d) we see that this happens at the

density ρσ2 ≈ 1.011, in close agreement with the estimated value from the pressure-

density curve.

A sequence of plots of the SSF that follows the phase transition in the system are

shown in Fig. 2.3. The SSF can very clearly distinguish amongst a solid, a hexatic and

a liquid phase.32 In the solid phase the six intensity peaks are reflective of the six-fold

symmetry of the solid (see Fig. 2.3 (g)-(h). In the hexatic phase, the six intensity peaks

broadens on a circle of radius 2π/a shown in Fig. 2.3 (c)-(f). In the liquid phase, the

isotropy of the system results in a characteristic circular ring in the SSF (see 2.3 (a) and

(b)).
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2.3.3 Pair-correlation Function and Identification of Solid-Melting Point

Figure 2.4 Time-averaged pair-correlation function g(x,y) is shown for the densities indicated
on top of each plot. For clear visibility it is shown in the length scale of 20σ× 20σ . The
calculations are done by aligning ∆x in the direction of system orientation. Plot corresponding
to the density ρσ2=1.014 belongs to the solid and for ρσ2=0.996 to the isotropic liquid phase.

While both the pressure-density curve and the static structure factor bears the signa-

ture of the two-step melting process in the system, the descriptions are qualitative and a

precise identification of the melting points can not be made from these information. Fur-

ther, it also does not provide any information on the nature of the transitions. To resolve

the positional order even at the largest length scale in the system, we turn our attention

to the pair-correlation function that gives us a qualitative as well as a quantitative esti-

mate of the melting points. The pair-correlation function g(x,y) = 〈ρ(x,y)ρ(0,0)〉/〈ρ2〉
gives the information about the positional order in the system. To determine g(x,y), we

divided the system in a 4096×4096 grid and measured the pair-correlation function by

counting the number of particles at the separation r from a chosen particle, normal-

ized by the number that would be in an ideal gas system for the same density. The

subsequent histograms for a given density was averaged over 200 independent configu-

rations. Care was taken to orient each configuration of the system along the direction

of the corresponding global orientation.

In Fig. 2.4, a sequence of plots of the pair correlation function are shown that follows

the phase transition in the system. For a clear visibiility of the different structures, we

restrict the plots over an area of 20σ×20σ . At very high densities we observe a triangu-

lar structure characteristic of the solid phase (see Fig. 2.4 (f)-(h)). The lowest density at
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which such triangular structure is distinctly visible happens at the density ρσ2 = 1.012

(not shown in the figure), which gives us a qualitative estimate of the solid-hexatic

melting point. As the density of the system is decreased below this, the sharp triangular

structure is replaced by diffused intensity peaks that overlap with concentric hexagonal

rings. This is the signature of the hexatic phase. On further decreasing the density, the

diffused intensity peaks in g(x,y) starts fading and instead we observe distinct hexago-

nal rings. In the liquid phase, the hexagonal rings are replaced by concentric circular

rings, characteristic of the isotropic liquid phase.

Figure 2.5 Scan of pair-correlation g(x,y) along x-axis with the window of 40σ×40σ for densities
ρσ2 = 1.012 (upper panel) and 1.014 (lower panel). At ρσ2 = 1.014 periodic arrangement can
be seen throughout the range. whereas it disappears at large distances for ρσ2 = 1.012.

A system wide scan of the pair-correlation function shown in Fig. 2.5 (a)-(j) for two

densities ρσ2 = 1.012 (Fig. 2.5 (a)-(e)) and 1.014 (Fig. 2.5 (f)-(j)) that lies close to

the phase transition point. The scan clearly shows that at the density ρσ2 = 1.012 the

triangular structure persists only up to 60σ and at larger separations, the structures are

more diffused. In contrast, at the density ρσ2 = 1.014, the positional order is maintained

almost throughout the system size. To quantify this, we look at the cut of the pair-

correlation function g(x,0)−1, and a quantitative estimate of the solid-hexatic melting

point is obtained from this cut of the pair-correlation function.25,26 In the solid phase,

a quasi-long range positional order is predicted by the KTHNY theory. Exactly at the

transition point, the positional correlation decays algebraically with an exponent η∗ =

1/3. From the measured pair-correlation function shown in Fig. 2.6, we also observe a

similar behavior that conforms to the KTHNY scenario of melting. The cut of the pair-

correlation function g(x,0)− 1 shows a quasi-long range order, decaying algebraically

with an exponent η ≤ 1/3, that transforms into an exponential decay as the system goes
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Figure 2.6 A cut taken along r = (x,0) from the two dimensional pair-correlation function g(x,y)
is shown for various densities. The densities belonging to the different colors are indicated
inside the plot. At ρσ2 =1.014 the function g(x,0)-1 shows power law decay. The black dashed
line with the decaying slope of 1/3 inside the plot is to compare the stability criteria for solids as
predicted in KTHNY theory. For lower densities the decaying function shifts its behaviour from
algebraic to the exponential form.

into a hexatic phase. While in principle, following the cut of the pair-correlation as the

density of the system is varied, would yield the solid melting point, there are few pitfalls

associated with this. To illustrate this, we choose the densities ρσ2 = 1.014 and 1.015 in

Fig. 2.6. In the both the cases, g(x,0)− 1 exhibits a faster asymptotic decay compared

to x−1/3. One reason for this is that the lattice plane corresponding to ∆y = 0 does not

align with the one of the six lattice planes for a solid. Consequently, one observes a

faster decay of the correlation.

The correlation of the order parameter gG(r) = 〈ψG2(r
′+ r)ψG2(r

′)〉 does a better

job in identifying the melting point. The plots of gG(r) for different densities is shown

in Fig. 2.7 for different densities close to the melting of the solid. An algebraic decay

with an exponent η = 1/3 is obtained for the density ρσ2 = 1.014, and below this the

correlation transforms to a short-ranged exponential form.
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Figure 2.7 Plot of the spatial correlation of the solid order parameter for different densities
as indicated in the legend. A stable solid is determined from the decay of the correlation
function. KTHNY theory predicts an algebraic decay with an exponent η ≤ 1/3, where the
equality denotes the boundary of the stable solid phase and is indicated by the dashed line
in the figure. The lowest density at which we observe a decay of the form r−1/3 corresponds
to the density ρσ2 = 1.014. Below this density, the decay transforms from an algebraic to an
exponential form.

The final confirmation comes from the finite size scaling of the solid order parameter.

The solid order parameter, defined as the correlation of the density modes, is evaluated

in sub-boxes of size `x = Lx/N and `y = Ly/N, such that `x× `y = `2. To study the finite-

size scaling, we looked at the ratio of the solid order parameter in these sub-boxes to

the global solid order parameter: 〈ψG2(`)〉/〈ψG2(L)〉. KTHNY theory predicts that the

ratio should exhibit a power-law decay :〈ψG2(`)〉/〈ψG2(L)〉 ∼ (`/L)−ν with ν ≤ 1/3. The

equality once again determines the boundary of the solid phase. In Fig. 2.8 we show

the finite size scaling of the solid order parameter. The lowest density at which a stable

solid exists throughout the system happens at ρσ2 = 1.014. Below this density the ratio

of the local to the global solid order parameter does not show an algebraic decay, and

instead has the signature of short-range positional order. Thus, we find the solid-hexatic

melting to occur at the density of ρσ2 = 1.014 in close agreement with finding of Kapfer

et. al.26
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Figure 2.8 Finite size scaling of the solid order parameter for different densities as indicated
in the legend. To study the finite size scaling, the system was divided in sub-boxes of size
`x× `y = `2, and the solid order parameter was determined using the definition 〈ψG2〉= 〈ρqρ−q〉
but restricted to these sub-boxes. In the KTHNY theory, the ratio of the local to the global
solid order parameter decays as a power law: 〈ψG2(`)〉/〈ψG2(L)〉 ∼ (`/L)−ν , with ν ≤ 1/3. The
equality marks the boundary of the stable solid phase, indicated by the dashed line in the figure.
The solid melting occurs at the density of ρσ2 = 1.014. As the density is decreased beyond this
value, the decay is no longer algebraic and bears the signature of short range positional order
in the system.

2.3.4 Orientational Order and Hexatic Melting

In the solid phase due to the periodic arrangement particles, the bond angle between

neighboring particles shows long range correlation. A two-dimensional solid is therefore

characterized by a quasi-long range positional order and long-range orientational order.

Once the solid melts, the new phase is not isotropic and retains some orientational

ordering. This is the hexatic phase, characterized by a quasi-long range orientational

order. As the hexatic melts to an isotropic liquid, the orientational order becomes short-

ranged.

The qualitative picture of the melting of the hexatic phase comes from the pair-

correlation function shown in Fig. 2.4 (a)-(e). In the density regime 1.001 ≤ ρσ2 ≤
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1.011, g(x,y) shows the hexagonal rings that is characteristic of the hexatic phase.

Isotropic circular rings indicating a liquid phase is obtained at densities below ρσ2 ≈
0.996. In the intermediate density regime of 1.001 < ρσ2 < 0.96 the concentric rings are

not perfectly circular, suggesting that the transition happens via a weak first order.

To be more precise, we use the orientational order parameter and its correlation to

identify the hexatic and liquid phase. The global bond orientational order parameter is

defined using a measure for the local orientational order ψ i
6:

ψ
i
6 =

1
n

n

∑
k=1

ei6θik (2.6)

Here n is the number of topological neighbors of ith particle, identified using Voronoi

tessellation (see figure Fig. 2.9). The angle θik is the angle made by the separation

vector rik with x-axis. With this definition, the corresponding global orientational order

parameter for the system is defined as

〈ψ6〉=

〈∣∣∣∣∣ 1
N

N

∑
i=1

ψ
i
6

∣∣∣∣∣
2〉

(2.7)

The variation of orientational order parameter 〈ψ6〉 and its fluctuations are plotted

against the system density in Fig. 2.10. In the liquid phase its value is around zero

and it increases as the density goes higher. In the hexatic phase the non-zero value of

〈ψ6〉 indicates that the orientational order is not completely broken in this phase. Ir-

respective of the order of the transition, the fluctuations of the order parameter peaks

around the transition point. This gives us with an estimate of the hexatic-liquid tran-

sition at ρσ2 ≈ 0.998. We note that this estimate is only an approximate, since it is

derived from the fluctuations of the order parameter that in itself is averaged over the

whole system. A better quantification is achieved through the spatial correlation and

the finite size scaling of the orientational order parameter, since both of these resolves

the orientational order at different length scales of the system.

The spatial correlation of the bond orientational order parameter g6(r) is defined

using the local orientational order ψ i
6 as

g6(r) = 〈(ψ i
6)
∗(ψ j

6)δ (r− ri j)〉, (2.8)

where ri j = ri− r j is the separation vector between two particles. In Fig. 2.11 this cor-

relation function g6(r) is shown for various densities. In the solid phase the correlation
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Figure 2.9 A partcle having six topological neighbors is presented in figure (a). The neighbors
are calculated by identifying Voronoi cell for each of the particles. First for a given particle ’j’, we
select candidates within a cut-off radius. Next we find the bond length r jk between jth particle
and these candidates. Then perpendicular bisectors for each of the bond length is calculated.
The points where these bisectors meet, form the vertices of the Voronoi cell for the jth particle.
Partcles which share at at least one of edges of Voronoi cell are considered as topological
neighbors.
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Figure 2.10 Plots of the time-averaged orientational order parameter 〈ψ6〉 (figure (a)) and its
fluctuations 〈∆ψ2

6 〉 (figure (b)) as a function of system density σ2ρ. The cuts at the values
0.06 and 0.514 in figure (a) represent the liquid to hexatic and hexatic to solid transition points
respectively. The maximum of the fluctuations occur at the density ρσ2 ≈ 0.998, indicating the
hexatic-liquid transition point.
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Figure 2.11 Spatial correlation of bond angle orientations g6(r) is shown for the densities indi-
cated in the legends. The black dot-dashed line is the plot of r−1/4 that marks the upper bound
for the stable hexatic according to the prediction of KTHNY theory. The lowest density at which
a stable hexatic phase is obtained is that of ρσ2 = 1.001. A pure exponential decay of the cor-
relation function throughout the system, characteristic of the isotropic liquid phase, is obtained
at densities below ρσ2 = 0.996. In the intermediate density regime, the correlation shows an
exponential decay up to 50σ and crosses over to an algebraic decay with an exponent greater
than 1/4.

remains long ranged even at the largest distance of the system size as can be seen for

the density ρσ2 = 1.014. As the density is decreased, the long range orientational order

transforms to a quasi-long range order, in agreement with KTHNY theory. The expo-

nent of the algebraic decay η6 ≤ η∗6 , where η∗6 = 1/4 is the upper bound for a stable

hexatic phase in the KTHNY theory. Thus, at the hexatic-liquid transition point, the

orientational correlation function decays with an exponent η∗6 and this happens at the

density ρσ2 ≈ 1.001. However, as is evident from the pair correlation function g(x,y)

shown in Fig. 2.4, the system does not immediately go into an isotropic liquid phase.

This signature is also observed in g6(r). In the density regime of 0.996 < ρσ2 < 1.001,

the orientational correlation shows an exponential decay up to 50σ , beyond which it

exhibits a power law decay with an exponent which is larger than η∗6 . A perfect expo-

nential decay is only obtained for ρσ2 ≤ 0.996. Hence, we identify ρσ2 ≈ 1.001 as the
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boundary of the stable hexatic phase.

The final evidence comes from the finite size scaling of the bond-orientational order

parameter. To this end, we divide the system in M blocks along each direction so that

the size of each block is `x×`y = `2 = LxLy/M2. The orientational order parameter ψ6(`)

is calculated from Eq. (2.7), restricting the sum over the blocks. The ratio of the ψ6(`)

to ψ6(L) is then computed for different values of M. The KTHNY theory predicts an

algebraic decay of ψ6(`)/ψ6(L), that is ψ6(`)/ψ6(L)∼ (`/L)−ν with ν ≤ 1/4. The equality

once again marks the boundary of the stable hexatic phase. In Fig. 4.12 we show our

finite size scaling analysis for the orientational order parameter. From the decay of

the scaling ratio ψ6(`)/ψ6(L), a stable hexatic phase is obtained in the density regime

1.014 < ρσ2 ≤ 1.001. Below this density, decay of ψ6(`)/ψ6(L) is faster than (`/L)−1/4

indicating that the hexatic phase becomes unstable. Thus, we identify ρσ2 ≈ 1.001 as

the boundary of the stable solid. The fact that beyond this density, the transition to

the liquid phase proceeds via a first order transition is also consistent with the earlier

findings of Kapfer et. al26, albeit they find the stable hexatic boundary at the density

ρσ2 = 1.005.

2.4 Order of the transition

We now focus on the order of the transitions. The identification of the two transitions

are done using the distribution of the local translational and positional order parameter.

In the first step, we characterize the nature of the solid-hexatic transition. For this, we

divide the system in sub-boxes of size Lx/10×Ly/10 and the solid order parameter was

determined the from the density mode ρG2 , with the sum over particle index in ρG2

restricted over the sub-boxes. The distribution of the solid order parameter is presented

in Fig. 2.13. The distribution P(ψ`
G2
) of the local solid order parameter ψ`

G2
is uni-

modal in the solid and the liquid phase, as illustrated in Fig. 2.13 at the densities which

are the melting boundaries of the solid (ρσ2 = 1.014) and the liquid phase (ρσ2 =

0.996). In the solid phase, the maximum of the distribution occurs at a high value of

the local solid order parameter. With the melting of the solid, the distribution starts to

broaden, until it becomes uni-modal again in the liquid phase with a maximum at low

value of the local solid order parameter. The absence of metastable states during the

transition leads us to the conclusion that the melting of a solid to a hexatic phase is a

continuous transition, in agreement with the KTHNY theory.

In the case of the hexatic– liquid melting, a little care needs to be taken in following

a similar procedure to determine the local bond-orientational order parameter ψ`
6. If
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Figure 2.12 Finite size scaling of the orientational order parameter for different densities as
indicated in the legend. The system was divided into blocks of size `x× `y = `2 and the orienta-
tional order parameter was calculated using Eq. (2.7), restricting the sum in the block. KTHNY
theory predicts the ratio ψ6(`)/ψ6(L) to scale as (`/L)−η6(ρ), with η6(ρ) ≤ 1/4. The equality
marks the boundary of the stable hexatic phase and is indicated by the black dashed line. The
dot-dashed lines passing through the symbols are guide to the eye. A stable hexatic phase is
obtained up to the density ρσ2 ≈ 1.001. Below this density, the finite size scaling shows the
signature of short-range orientational order.

there exists a coexistence, the size of coexisting region needs to be identified first. To

achieve this, we divide the whole system in 16×16 blocks and determine the local orien-

tational order parameter is these blocks.In Fig. 2.14, we plot a heatmap of this spatially

resolved |ψ6(r)|2 and overlap it with the vector that represents the local orientation

(Re ψ6(r), Imψ6(r)).In the solid phase, represented by the melting boundary of the solid

in Fig. 2.14 (d), we observe a uniform hexatic order in the system. In contrast, in the

hexatic phase for densities below the stable hexatic boundary (ρσ2 < 1.001), we find

patches of coexisting regions of high and low hexatic order (see Fig. 2.14 (b) and (c)).

The size of the coexisting regions are dependent on the density and decreases as the

liquid melting point is approached. This gives us a fairly good idea of the size of coex-

isting regions and make a decision on the block size in which local orientational order is

determined. Additionally, to ascertain a macrophase separation over time, we followed

similar configurations over time, as shown in Fig. 3.15 for the density ρσ2 = 0.998. The
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Figure 2.13 Distribution of local solid order parameter for the densities as indicated in the leg-
end. The whole system was divided into 100× 100 boxes and the local solid order parameter
was calculated by computing the density mode ρG2 , restricted to these sub-boxes. The dis-
tribution is uni-modal both in solid (ρσ2 = 1.014) and in liquid phase (ρσ2 = 0.996). With the
melting of the solid to a hexatic phase, the distribution broadens, but there is clear absence of
bi-modality in the distribution. This indicates that the transition is continuous.

plots clearly reveal that a macrophase separation indeed exists over time.

Accordingly, we divide the system into 100×100 blocks and estimate the local orien-

tational order in these blocks. The measured distribution of P(ψ`
6) is shown Fig. 2.16.

In the solid phase, the distribution has a single maximum at a high value of ψ`
6 (not

shown in the figure). As the solid melts to a hexatic, the distribution retains the uni-

modal feature, but develops a fat tail with finite probabilities for lower values of hexatic

order. At the boundary of the stable hexatic, we see the start of a weak bi-modality in

the distribution with almost equal peak weights at the density ρσ2 = 1.000. Very close to

the liquid melting point (ρσ2 = 0.997), the signature of a intermediate metastable state

is evident. From this we conclude that the hexatic-liquid melting proceeds via weak first

order transition, in agreement with the findings of Kapfer et. al..26 We summarise the

melting points and compare it with the earlier work of Kapfer et. al. in the table below.
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Figure 2.14 Coarse-grained plots of the orientational order parameter in the system for different
densities as indicated on the top. The heatmap was obtained by dividing the whole system into
16×16 blocks.The local orientational order ψ6(r) is calculated inside each block using the par-
ticle based definition ψ i

6 and restricting the sum in Eq. (2.7) over the sub-boxes. Overlapped on
the heatmap are the local orientation vectors (Re ψ6(r), Imψ6(r)) indicated by the arrows. Be-
low the stable hexatic boundary (ρσ2 < 1.001), the system shows patches of coexisting regions
of high and low hexatic order.

Figure 2.15 Time evolution of coarse-gained orientational order at the density ρσ2 = 0.998.
The heatmap at each time snapshot was obtained by dividing the whole system into 16× 16
blocks.The local orientational order ψ6(r) is calculated inside each block using the particle
based definition ψ i

6 and restricting the sum in Eq. (2.7) over the sub-boxes. Overlapped on
the heatmap are the local orientation vectors (Re ψ6(r), Imψ6(r)) indicated by the arrows. The
time evolutions indicate a stable macrophase separation of high and low hexatic order.

2.5 Conclusion

In summary, we have studied the melting scenarios of a repulsively interacting mono-

dispersed colloidal suspension in two-dimensions. The melting points and the different

phases are identified using the translational and orientational order parameter, their

spatial correlations and finite size scaling. The solid phase is characterized by a quasi-
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Figure 2.16 Distribution of local orientational order for the densities as indicated in the legend.
The whole system was divided into 100× 100 boxes and local order is calculated for a given
configuration. A total of 200 independent configurations were used to construct the probability
distribution P(ψ`

6). As the solid melts to a hexatic, the distribution retains the uni-modal feature,
but develops a fat tail with finite probabilities for lower values of hexatic order. At the boundary
of the stable hexatic, we see the start of a weak bi-modality in the distribution with almost equal
peaks at the density ρσ2 = 1.000. Very close to the liquid melting point (ρσ2 = 0.997), the
signature of a intermediate metastable state is evident.

long range positional order and long range orientational order. On the other hand,

the hexatic phase has a short range positional order and quasi-long range orientational

order. The liquid phase, due to its isotropy, has both short range positional and orienta-

tional order. We find that the melting from a solid to a liquid is a two-step process. The

solid melts to a hexatic phase via a continuous transition, in agreement with the KTHNY

scenario. The melting of the solid occurs at the density ρσ2 ≈ 1.014, and is identified

from the nature of the decay of the positional order and the finite size scaling of the

solid order parameter. The continuous nature of the transition is determined from the

behavior of the distribution of the local solid order parameter as the density of the sys-

tem is varied. In contrast, the hexatic to liquid transition proceeds via weak first order

transition. From the decay of the spatial correlation of the orientational order param-

eter, we find that a stable hexatic phase exists up to a density of ρσ2 = 1.001. Below
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Transition Densities Kapfer et. al.26 Current Work
ρhs ρσ2 = 1.015 ρσ2 ≈ 1.014
ρhex ρσ2 = 1.005 ρσ2 ≈ 1.001
ρliq ρσ2 = 0.998 ρσ2 ≈ 0.997
Nature of Solid-Hexatic Transition Continuous Continuous
Nature of Hexatic-Liquid Transition First-Order First-Order

Table 2.1 Table comparing the solid-hexatic and the hexatic-liquid melting points and the nature
of transition with the earlier works of Kapfer et. al..26

this density, there are coexisting regions of high and low orientational order in the sys-

tem. A distribution of the local orientational order also reveals the existence metastable

states below the stable hexatic boundary. The melting scenarios are in confirmation of

the earlier work by Kapfer et. al.. A comparison of the transition points obtained in

the current study with that of the earlier results has been presented in Table 3.1. There

is very little difference in the two transition points between the earlier work and the

current study and we note that such a difference can be a result of the choice of the

cutoff of the potential. While the work of Kapfer et. al. considered a cutoff rc = 1.8σ for

the potential, we chose a cutoff rc = 2σ . The choice of a slightly larger cutoff does not

change the nature of the transition.
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3
Phase transition in a system of
two dimensional colloids
interacting via
Week-Chandler-Anderson
potential

In this chapter, we present a detailed numerical simulation study of a two dimensional system

of particles interacting via the Weeks- Chandler- Anderson potential, the repulsive part of the

Lennard- Jones potential. With reduction of density, the system shows a two- step melting: a

continuous melting from solid to hexatic phase, followed by a a first order melting of hexatic

to liquid. The solid- hexatic melting is consistent with the Kosterlitz-Thouless-Halperin-Nelson-

Young (KTHNY) scenario and shows dislocation unbinding. The first order melting of hexatic

to fluid phase, on the other hand, is dominated by formation of string of defects at the hexatic-

fluid interfaces.
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3.1 Introduction

In Chapter 2 we studied the equilibrium melting of a monodispersed repulsively in-

teracting colloidal suspension in two dimensions. In this chapter, we investigate the

melting transition in a two-dimensional colloidal suspension with a Weeks-Chandler-

Anderson1 (WCA) pair interaction. In the last 50 years, the WCA potential has served

as an alternative to the Lennard–Jones potential. It has been extensively used in liq-

uid state theories, and more significantly in molecular simulations of complex systems

owing to the inherent computational efficiency.2–4 Despite its significance in modeling

complex systems, there are relatively few studies on the phase diagram of a WCA fluid

in three dimensions5–8. In two dimensions, to the best of our knowledge, other than

the study by Toxvævrd,9 there does not exist any study on the phase diagram of a WCA

system. Such a dearth is indeed quite surprising and motivated by this we investigated

the melting of a two dimensional system with a WCA pair interaction.

In two-dimensional melting, the BKTHNY theory predicts a two step melting process

– a solid to a hexatic melting, followed by a hexatic to an isotropic liquid. Both of these

transitions are continuous although melting of the hexatic via a first order transition has

been observed. In this present work, we consider a system at a fixed temperature and

follow the different phases by varying the density. The different phases of the system

are identified using the positional and the orientational order parameter, their spatial

correlations and their finite size scaling with system sizes. The identification of the two

melting points are done using all of these. We find the solid-hexatic melting to be a

continuous transition, consistent with the predictions of the KTHNY theory. In contrast,

the hexatic-liquid transition turns out to be a first order transition.

The rest of the chapter is organized in the following way. In Section 4.2 we present

the details of our model system and the numerical simulations. The identification of the

different phases of the system and the two melting points is described Section 3.3. The

associated defect formation in the system is presented in Section 3.4 and a discussion

on the order of the transition is presented in Section 3.5

3.2 Model and Simulation Details

We consider a two-dimensional interacting colloidal suspension made of 256×256 par-

ticles. The particles interact via the WCA potential U(r) = 4ε[(r/σ)−12− (r/σ)−6] + ε

for separation r < rc, with rc = 21/6σ . Beyond this separation the pair interaction is
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U(r) = 0. The cutoff separation rc is the point at which potential attains its minimum

value. The initial configuration of the system is chosen to be that of a triangular lattice

with inter particle separation a along the x-direction determined from the density of

the suspension: a2 =
√

3ρ/2. The separation of the lattice planes along the y-direction

is given by ay =
√

3a/2. The quantities ε and σ set the energy and the length scale,

respectively.

Molecular dynamics simulations of the system are performed in the presence of

Langevin heat bath10 with an isotropic friction of γτ = 1 and a bath temperature of

kBT/ε = 1, where τ is the characteristic time scale defined as τ =σ
√

m/ε. The equations

of motion are integrated using the standard Leap-Frog algorithm3 with an integration

time step of ∆t = 0.001τ. Starting from the initial triangular lattice configuration, the

system is equilibrated for 108 steps, following which statistics is collected over a further

107 steps. All simulations were performed using massively parallel home-grown codes

implemented on Graphics Processing Units (GPU).
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Figure 3.1 Variation of the thermodynamic pressure with density for two different system sizes
as indicated inside the plot.The inset depicts a zoomed section of the main plot, for the com-
paratively larger system size 2562, to highlight the Meyer-Wood loop within the density range
ρσ2 = 0.898 to 0.922.
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3.3 Melting point of solid and the hexatic phase

In this section, we present detailed analysis of the solid and the hexatic phases. The

different phases are qualitatively identified from the pair correlation function and the

static structure factor. Quantitative estimation of the two melting points are done using

the solid and the orientational order parameter, their correlation function and finally

employing a finite size scaling of the order parameters. We find that at very high den-

sities the system exhibits a stable triangular solid phase with a long range orientational

and a quasi long ranged positional order. The solid melts to a hexatic phase at density of

ρmσ2 ≈ 0.920, as determined from the pair-correlation function. Decreasing the density

further, the hexatic phase becomes unstable at the density ρlσ
2 = 0.906 and goes to an

is tropic liquid phase at the density ρσ2 = 0.900 through a weak first order transition.

3.3.1 Thermodynamic Pressure

The first evidence of a first order transition comes from the pressure-density diagram of

the system. The thermodynamic pressure is determined from the molecular dynamics

trajectories using the virial expression

P = kBT ρ +
ρ

(2N)

N

∑
i

N

∑
j>i

f(ri j) · ri j (3.1)

where f(ri j) is the interaction force and ri j is the inter-particle separation. At the fixed

temperature of kBT = 1, the variation of the pressure with density is shown in Fig. 3.1

for two system sizes - 1282 and 2562. The Meyer-Wood loop, characteristic of a first order

transition, is very clearly visible within a density range of 0.9 ≤ ρσ2 ≤ 0.918 (see inset

of Fig. 3.1), even for the comparatively larger system size with 2562 particles. Above

ρσ2 = 0.918 and below ρσ2 = 0.900, the pressure has a monotonic variation with the

density. The onset and the termination of the Meyer-Wood loop gives us an estimate for

transition points. We expect the solid-hexatic melting to be around ρσ2 ≈ 0.920 and the

hexatic-liquid melting to be around ρσ2 ≈ 0.900.

3.3.2 Melting of the solid: Solid order parameter

The static structure factor (SSF), defined as 〈ψq〉 = N−1〈ρqρ−q〉 where ρq = ∑
N
j=1 eiq·r j

with ρ∗q = ρ−q is shown in Fig. 3.2 (a)–(f). SSF can clearly distinguish between a solid,

hexatic and a liquid phase. In a solid phase, the six-fold symmetry results in Bragg
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;

Figure 3.2 The static structure factor for different densities of the system as indicated in the
legend. 〈ψq〉 is calculated in the Fourier plane with resolution interval of 0.01σ−1.The sequence
depicts the melting of the solid to a hexatic and the melting of the hexatic to an isotropic liquid
phase.
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Figure 3.3 Plot of the solid order parameter (a) and its fluctuation (b) as a function density.
The peak of the order parameter fluctuation occurs at a density ρσ2 = 0.918. Irrespective of the
nature of the transition, the peak of the solid order parameter fluctuation indicates the melting
of the solid.
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Figure 3.4 Pair correlation correlation g(x,y) is shown for various densities as indicated inside
each plot. In the solid phase, g(x,y) shows the characteristic triangular lattice structure. As the
solid melts, the triangular lattice structure overlaps with concentric hexagonal rings character-
istic of the hexatic phase. In the liquid phase, these hexagonal rings transforms into completely
symmetric circular rings that reflects the isotropy of the system.

peaks at the reciprocal lattice vectors G1 = (0,±2π/ay) and G2 = (±2π/a,±π/ay) that

reflects the underlying triangular lattice structure. Fig. 3.2 (e)–(f) clearly illustrates this

fact where the six intensity peaks are distinctly visible. In contrast, in a hexatic phase,

the six intensity peaks broaden along a circle of radius 2π/a (see Fig. 3.2 b–d). Finally,

in the liquid phase (Fig. 3.4 a), SSF shows the characteristic uniform ring structure with

radius 2π/a that reflects the isotropy of the system. While the SSF look similar for the

densities ρσ2 = 0.918 (figure (d)) and ρσ2 = 0.920 (figure (e)), a closer inspection of

the figures reveals that at the density ρσ2 = 0.918 the intensity peaks at G2 are more

diffused and broadened in contrast to the SSF at the density ρσ2 = 0.920. This gives us

a qualitative estimate of the solid-hexatic melting point. The melting clearly happens at

a density close to ρmσ2 ≈ 0.920.

Additional support to this conclusion comes from the behavior of the solid order pa-

rameter and its fluctuations as a function of the density of the system. Since the static

structure factor can distinguish between a solid and a hexatic phase from the appear-

ance of the intensity peaks at G2, the average of these intensity peaks 〈ψG2〉 serves as

66



~x
-1�3HaL

0.0001

0.001

0.01

0.1

1.0

10.0

g
Hx

,0
L-

1

10010

x�Σ

HbL

0.01

0.1

1.0

10.0

10 20 30 40 50

x�Σ

0.880

0.890

0.918

0.936

0.922

0.920

Figure 3.5 The cut of the pair correlation g(x,0)− 1 is shown in the double-logarithmic scale
in (a) and in log scale in (b) for the densities indicated in the legend. The black dashed line
shows the plot of x−1/3 that identifies the stable solid phase. From the decay of the correlation,
the hexatic-solid transition happens at the point ρσ2 = 0.920. For the densities below this point,
there is an exponential decay observed in the pair correlation function.

the order parameter of the solid-hexatic transition. In determining the solid order pa-

rameter from the simulations, we observed that the four diagonal peaks with maximum

intensity were shifted from the expected value of G2.Accordingly, we monitored the in-

tensity values around G2 in region of 0.8× 0.8σ−2 and the maximum intensity value

was taken as the order parameter (see 3.6 (c) – (f)). In Fig. 3.3 (a) we show the solid

order parameter 〈ψG2〉 as function of the density of the system. At very high densities,

when the system remains in a triangular solid phase, the solid order parameter shows a

high value and monotonically decreases as the density of the system is decreased. For

densities below ρσ2 ≤ 0.92, 〈ψG2〉 shows vanishingly small values, in agreement with

our earlier conclusion. The fluctuations of the order parameter give a more quantitative

estimate. A plot 〈∆ψ2
G2
〉 as a function of density in Fig. 3.3 (b) shows that the fluctua-

tions are maximum around the density ρσ2 = 0.918. Since the peak of the fluctuation is

indicative of the transition point, irrespective of the nature of the transition, the melting

of the solid happens at a density ρσ2 = 0.918. It is worth noting that the solid order

parameter and its fluctuations are quantities that are averaged over the system. Even

though we get a fairly good estimate of the transition point, neither the average solid

order parameter nor the fluctuations can spatially resolve the translational order in the

system.
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the solid-hexatic melting point. At densities below ρσ2 = 0.920, the decay of the correlation is
short-ranged. (c)–(f): Sequence of plots that depicts the shift in G2 for different densities.

3.3.3 Melting of the solid:Correlation function

A further qualitative confirmation of the solid melting is obtained from the pair corre-

lation function g(x,y) and its cut along the x direction. The two dimensional pair cor-

relation function, defined as g(x,y) = 〈ρ(x,y)ρ(0,0)〉/〈ρ〉2, is shown over a length scale

of ±10σ in Fig. 3.4 for a sequence of densities that capture the solid-hexatic and the
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hexatic-liquid melting.In determining the correlation function, the system was divided

in a grid of 4096×4096. The subsequent histogram was averaged over 200 independent

configurations. Care was taken to orient the independent configurations such that the

x corresponded to the sample orientation.

At densities above the ρσ2 ≥= 0.92, the pair correlation function shows the charac-

teristic triangular lattice structure. With the melting of the solid, the correlation changes

to local diffused triangular symmetry that is characteristic of the hexatic phase. This is

evident in the plot of g(x,y) for the density ρσ2 = 0.918 (figure (d)). Upon decreasing

the density further, as the transition to the liquid phase approaches, the triangular sym-

metry in the pair correlation is completely lost and the diffused structures are replaced

by concentric hexagonal rings (see Fig. 3.4 (c)). In the liquid phase, the correlation

reflects the isotropy of the system and we observe concentric circular rings as depicted

in Fig. 3.4 (a)–(b).

The melting point of the solid is identified from the cut of the pair correlation func-

tion g(x,0)−1. The KTHNY theory predicts a quasi-long range translational order in the

solid phase. Accordingly, the pair correlation exhibits an algebraic decay with an expo-

nent η(ρ)≤ 1/3. In the KTHNY theory, η∗ = 1/3 marks the boundary of the stable solid

phase. In contrast, in the hexatic phase, the correlation is short ranged and decays ex-

ponentially. The measured data for g(x,0)−1 is shown in Fig. 3.5 for different densities

as indicated in the legend. At high densities, the correlation indeed decays with a power

law crossing over to an exponential decay, in conformation with the predictions from

KTHNY-theory. The solid-hexatic melting transition point is identified using the criteria

η(ρm) = 1/3. The lowest density at which the the correlation shows a power law decay

with exponent η∗ is identified as the solid-hexatic melting point. This happens at the

density ρσ2 = 0.920 as shown in Fig. 3.5 (a). Below this density, the correlation shows

an exponential decay (see figure Fig. 3.5 (b)).

We get an identical result on the solid-hexatic melting point from the correlation of

the solid order parameter. The solid order parameter correlation function is defined as

gG(r) = 〈ψG2(r+ r′)ψG2(r
′)〉. We show this correlation in Fig. 3.6 (a) and (b). We note

that the correlation gG(r) was evaluated at the reciprocal lattice vector which showed

the maximum intensity peak in the qx− qy plane (see Fig. 3.6 (c) – (f)). The KTHNY

theory of melting predicts a quasi long-ranged positional order at densities above the

melting point that transforms into a short ranged order below the melting. Accordingly,

gG(r) is quasi-long ranged with a power law decay and as the solid melts the correlation

becomes short ranged. In Fig. 3.6 (a), we observe an asymptotic power law decay with

an exponent η∗ at a density ρσ2 = 0.920. Above this density, the correlation always
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decays as a power law with an exponent η < η∗, indicating a stable solid phase. On the

other hand, Fig. 3.6 (b) shows that for densities below ρσ2 = 0.920, the decay of the

correlation is short ranged.
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Figure 3.7 Finite size scaling of solid order parameter ψG in double logarithmic scale. The
dashed black line is the plot of (`/L)−1/3 slope that indicates the boundary of the stable solid
phase. For densities ρσ2 ≥ 0.920 the system goes into a stable solid phase and ρσ2 = 0.920 is
the solid-hexatic melting point.

3.3.4 Melting of solid:Finite size scaling

The final corroboration for the melting transition comes from the finite size scaling

analysis of the solid order parameter. To evaluate the finite scaling, we divided the

system into sub-blocks of sizes `x× `y = `2 and determined the solid order parameter

in these sub-boxes. As defined for the global system, the same definition of the solid

order parameter was used for the particles contained in the sub-boxes. KTHNY theory

predicts that the ratio 〈ψG2(`)〉/〈ψG2(L)〉 ∼ (`/L)−ν with ν ≤ 1/3 in a stable solid phase.

In Fig. 3.7 we present the results of our finite size scaling analysis. We observe that for

densities ρσ2 ≥ 0.920, the ratio 〈ψG2(`)〉/〈ψG2(L)〉 decays as (`/L)−ν with the exponent

ν < 1/3, indicating a stable solid phase. As the density becomes lower than ρσ2 = 0.920,

the finite size scaling shows that the solid becomes unstable, and consequently the
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density ρσ2 = 0.920 marks the melting transition of the solid. The absence of power

law scaling in 〈ψG2(`)〉/〈ψG2(L)〉 for densities below the melting point is reflective of

the fact that the solid order parameter correlation decays exponentially in the hexatic

as well as in the liquid phase.

Since the pair-correlation function, the solid order parameter correlation and the

finite size scaling of ψG2 resolves the positional order even at the largest length scale

of the system, we conclude that the melting of the solid to a hexatic phase happens at

ρmσ2 = 0.920.

3.3.5 Hexatic melting: Order parameter

Once the triangular solid melts, it does not go into an isotropic liquid phase but rather

retains some orientational order. The phase is characterized by a quasi long range

orientational order and a short-ranged positional order. This is the hexatic phase. With

the melting of the solid at a density of ρσ2 = 0.92, the system goes into a hexatic

phase. Following the pair-correlation function shown in Fig. 3.4, we observe that at

a density of ρσ2 = 0.902, the correlation shows a diffused hexagonal concentric rings

that is characteristic of the hexatic phase. It is worth noting that at the lower density of

ρσ2 = 0.900, even though concentric circular rings are clearly visible in the correlation

g(x,y), the innermost ring is non-uniform and has the signature of a hexatic phase. In

contrast, the pair correlation function at a density ρσ2 = 0.890 shows rings of uniform

intensity underlying the isotropy of the system. This qualitative comparison gives us the

first estimate of the hexatic melting point as ρσ2 ≈ 0.902. We proceed to have a more

quantitative estimate. To this end we first look at the orientational order parameter ψ6.

In defining the hexatic bond orientational order parameter, we utilize a measure for

the local hexatic order, that is,

〈ψ6〉=

〈∣∣∣∣∣ 1
N

N

∑
i=1

ψ
i
6

∣∣∣∣∣
2〉

(3.2)

where ψ i
6 is the local hexatic order defined for a particle as ψ i

6 = ∑
n
j=1(`i/`)ei6θi j with n

being the number of Voronoi neighbors.The angle θi j is defined as the angle made by

the separation vector ri j with the x axis. The definition of the local hexatic order utilizes

a weighted average of the exponentials with the weight factor `i/` such that ∑
n
i=1 `i = `

with `i denoting the length of the Voronoi edge corresponding to the j-th neighbor.11

The average 〈ψ6〉 serves as the orientational order parameter for the hexatic-liquid tran-

sition. The measured values of 〈ψ6〉 as a function of density are shown in Fig. 3.8. In
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the solid phase, the orientational order parameter has a value 〈ψ6〉> 0.5 and decreases

monotonically as the system density is decreased. The average ψ6 becomes vanishingly

small at densities below ρσ2 = 0.902.

In order to fix the melting point of the hexatic, we also look at the fluctuations of

the orientational order parameter 〈∆ψ2
6 〉 as a function of density. Irrespective of the

nature of the transition, the fluctuations of the order parameter peak at the transition

point. This is illustrated in Fig. 3.8 (b) which depicts the measured values of 〈∆ψ2
6 〉

from the simulations as the density of the system is varied. The maximum of the order

parameter fluctuations is observed at a density ρσ2 ≈ 0.906, giving us the first estimate

of the melting point. To confirm the transition point, we focus our attention on the

correlation of the ψ6.
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Figure 3.8 Plot of the bond orientational order parameter (a) and its fluctuation (b) as a function
density. The peak of the order parameter fluctuation occurs at a density ρσ2 = 0.906.

3.3.6 Hexatic melting: Order parameter correlation

The orientational order parameter correlation g6(r) is defined as

g6(r) = 〈ψ i∗
6 ψ

j
6δ (r− ri j))〉 (3.3)

where ψ i∗
6 denote the complex conjugate of ψ i

6, the local bond orientational order and ri j

is the separation between a pair. The identification of the hexatic melting is done from

the nature of the decay of g6(r). In the solid phase the orientational order parameter

is long-ranged that transforms to a quasi-long ranged behavior in the hexatic phase,
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decays algebraically with an density dependent exponent η6(ρ). The upper bound of

this exponent is predicted by the KTHNY theory. A stable hexatic phase is identified with

the value of the exponent η6 ≤ 1/4 with the equality happening at the melting point of

the hexatic. Once the hexatic melts to an isotropic liquid, the correlation becomes short

ranged, decaying exponentially. Accordingly, in the solid phase we observe no decay

in g6(r) as depicted in Fig. 3.9 for the density ρσ2 = 0.920, the melting point of the

triangular solid. In contrast, once the solid melts, the correlation exhibits a power law

decay with an exponent η6 ≤ η∗6 . Looking at the decay of g6(r), we observe that the

hexatic becomes unstable for densities ρσ2 < 0.906. At the density ρ s2 = 0.906 the

exponent is exactly 1/4. Even though this estimate is slightly higher than the qualitative

prediction from the pair correlation function g(x,y), it is in excellent agreement with

the value obtained from the quantitative estimate using the fluctuations of the order

parameter. Additionally, we also observe that for densities close to ρσ2 = 0.906, but

below it, the correlation does not exhibit an exponential decay throughout. Rather, the

asymptotic decay appears to be a power law with an exponent greater than η∗6 .

3.3.7 Hexatic melting: Finite size scaling

The final piece in this puzzle is the finite size scaling of the hexatic order parameter.

In order to study the finite size scaling of ψ6, we divided the system into sub-boxes of

size `x× `y = `2.The particle based definition of the local hexatic order ρ i
6 was used in

determining the orientational order parameter ψ6(`) for a specific box and 〈ψ6(`)〉 was

obtained by averaging over the boxes of same size `. The ratio 〈ψ6(`)〉/〈ψ6(L)〉, where

Lx×Ly = L2, as a function of `/L is shown in Fig. 3.10. The KTHNY theory predicts that

〈ψ6(`)〉 ∼ `−η6 with η6 ≤ η∗6 = 1/4 . The boundary of a stable hexatic phase is marked by

〈ψ6(`)〉/〈ψ6(L)〉 ∼ (`/L)−1/4. From the measured data on finite size scaling, we see that

for densities ρσ2 ≤ 0.902, the decay of the ratio is faster than (`/L)−1/4 and therefore do

not form a stable hexatic phase. In contrast for densities ρσ2 ≥ 0.906, the ratio decays

with an exponent less than η∗6 . We conclude that the hexatic – liquid melting transition

happens at the density ρlσ
2 = 0.906.

3.4 Defect formation in the system

In this section, we discuss the defect formations in the system, as the system melts from

solid to a hexatic and then to an isotropic liquid. The KTHNY theory predicts that this

two-step melting is a defect mediated transition. A topological defect is identified by
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Figure 3.9 Spatial correlation of the orientational order parameter g6(r) is shown for different
densities. At the density ρσ2 = 0.920, the orientational order is long ranged and does not
exhibit a decay. As the solid melts to a hexatic, the long ranged order transforms into a quasi-
long ranged order and the correlation decays as a power law with an exponent η ≤ 1/4. In the
liquid phase the correlation becomes short-ranged, decaying exponentially.

the coordination number of a particle. In a perfect triangular lattice that is defect free,

the coordination number of each particle is nν = 6. The coordination number itself is a

dynamically varying quantity and changes with time as the particles rearrange. A nν -

fold defect is identified with a particle whose coordination number is nν , with nν 6= 6.

Of interest are three types: quartets which are 5− 7− 5− 7 defects, dislocation which

are 5−7 defect pairs and disclinations which are isolated 5 and 7 fold defects.

At densities above the solid melting point, the formation of the defects is suppressed.

Quartets form the majority of the defects in the solid phase and the melting of the solid

is mediated by the dissociation of these quartets into dislocations. The presence of

these dislocations marks the hexatic phase of the system. A further dissociation of the

dislocations into free disclinations takes the hexatic phase into an isotropic liquid.
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in the legend. The dashed line indicates the −1/4 slope and is the boundary of a stable hexatic.
The data shows that for densities ρσ2 > 0.906 the system is in a stable hexatic phase.

To validate this picture, we followed the different types of defects in the system.

We used Voronoi tessellations to identify the nearest topological neighbors of a given

particle. The number of topological neighbor of a given particle was denoted as the

coordination number nν of the particle. Accordingly, we estimated the number of differ-

ent types of defects by keeping track of particles with ην 6= 6. In Fig. 4.17 (a) we show

the percentage fraction of defects d f = Nd/N× 100 as a function of density. Nd is the

total number of particles with nν 6= 6, that is Nd = (N−n6), where N is the total particle

number. We clearly observe that above the melting of the solid, the percentage fraction

of defects are negligibly small and in a liquid phase, d f increases by almost an order of

magnitude. In addition to this, we also show the percentage fraction of rest of the de-

fects that are not quartets, dislocations or disclinations in the same figure. Fig. 4.17 (b)

explicitly shows the percentage fraction of quartets, dislocations and disclinations in the

system as the density is varied. In the solid phase, the dominant defect types are that of

quartets. As the density is decreased the percentage fraction of dislocations starts to in-

crease. For a closer look at these defect formations at a given density, we ask a different

question. Given Nd at a fixed density, what fraction of these defects form quartets, dis-

locations or disclinations? We estimate this using the quantity dc = nd/Nd×100, where
75



æ
æ æ æ æ

æ
æ æ æ

æ
æ

æ
æ

æ

à

à

à

à

à

à

à

à

à

à

à

à
à à

ô
ô ô ô ô ô ô ô ô ô ô ô ô ô

HbL

0

2

4

6

Xd
f

\H
%

L
0.89 0.90 0.91 0.92

ΡΣ
2

à

à

à

à

à

à

à

à

à

à

à

à
à à

æ

æ

æ

æ

æ

æ

æ

æ

æ

æ

æ
æ

æ æ

HaL

0

5

10

15

20

25
Xd

f
\H

%
L

0.89 0.90 0.91 0.92

ΡΣ
2

æ

æ
æ

æ
æ

æ
æ

æ

æ

æ

æ

æ

æ æ

à à à à à à à à
à

à

à

à
à à

ô ô ô ô ô ô ô ô ô ô ô ô ô ô

HcL

0

20

40

60

Xd
c

\H
%

L

0.89 0.90 0.91 0.92

ΡΣ
2

à TotalDefects

æ Rest

æ Quartet

à Dislocations

ô Disclinations

æ Quartet

à Dislocations

ô Disclinations

Figure 3.11 (a): Variation of percentage defect-fraction d f with system density ρσ2. (b): The
percentage fraction of quartets, dislocations and disclinations are shown as a function of the
system density. (c): Plot of the quantity dc, the percentage fraction of 5 fold and 7 fold defects
that contribute to form either a quartet, dislocation or disclination, as a function of density.

nd is the total number of defects that contribute to form either a quartet, a dislocation

or a disclination. In Fig. 4.17 (c) we show the variation of dc as a function of density.

At high densities, when the system is in a triangular solid, almost half of the defects in

the system are bound as quartets. As the density of the system is decreased, the frac-

tion of quartets also decreases and the number of defects contributing to dislocations

increases. This dissociation of quartets into dislocations mediates the melting of the

solid is consistent with the KTHNY theory. We note that the quartets do not altogether

vanish as the system melts to an isotropic liquid, but rather the percentage fraction of

quartets becomes a constant.

The melting of the hexatic into an isotropic liquid does not follow the KTHNY sce-

nario – there is no significant increase in the percentage fraction of free disclinations as

the density is varied. Instead, as the hexatic melts to a liquid, we observe connected 5−7

defects that forms strings and compact clusters appear in the system (see Fig. 3.12).

To have a clear picture, we looked at the Voronoi tessellations of a configuration of

size 20σ × 20σ and color coded the particles according to their coordination number

nν : 4 (violet), 5 (green), 6 (sky blue) 7 (red) and 8 (yellow). In the solid phase (

Fig. 3.12 (a)) defects are bound in the form of quartets. As the density is decreased, the

dislocations increase in the system Fig. 3.12 (b). But along with this, we also observe

the appearance of clusters of connected defects which dominate in the liquid phase

(see Fig. 3.12 (c)–(d)). The percentage fraction of disclinations in the system remains

significantly low. To correlate the defects with the local orientational order, we have also

shown the corresponding Voronoi tessellations colored according to the local hexatic

order in Fig. 3.12 (e)–(h).
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Figure 3.12 Defects formation and its effect on local orientation order is shown for different
phases of the system. In the top panel, particles with different number of neighbors are shown
inside their respective voronoi cells. They can be distinguished by different colors given to
them. The legend at the bottom of the extreme right plot represents this color code. In the solid
phase ρσ2 = 0.922 (a) and 0.920 (b), defects mostly appear in the form of dislocation-pairs.
Figure (c) shows that the number of defects is increased at the density ρσ2 = 0.914 and the
major contribution is coming from free dislocations. In the liquid ρσ2 = 0.890 (d) the defect-
density becomes very high. The bottom panel replicates the same system area as above. The
corresponding voronoi cells are color-coded with the local orientational order values. These
figures clearly indicate that the deformation caused by defects formation lowers the orientational
order in the system. The results shown here are obtained from a single snap shot.
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Figure 3.13 Sequence of plots that shows the spatially resolved and time-average density
profiles for the whole system. The system was divided in a grid of 10× 10 with each sub-
box dimension Lx/10× Ly/10. The average system densities are indicated on the top of the
figures. Overlapped on this are plots of the average local orientational order in the sub-box (for
a single configuration) as indicated by the arrows. In the solid phase, the density is uniform and
there is a long range orientational order. As the solid melts (ρσ2 < 0.920) to a hexatic phase,
coexistence of phases with different densities is observed in the system. The high and the low
density phases are associated with long and short ranged orientational order, respectively.

Figure 3.14 Sequence of plots that shows the spatially resolved orientational order for the
whole system for a single configuration. The system was divided in a grid of 10× 10 with
each sub-box dimension Lx/10×Ly/10. The different densities are indicated on the top of the
figures. Overlapped on this and indicated by the arrows, are plots of the local orientational order
averaged in the sub-box. In the solid phase, there is a long range orientational order. As the
solid melts to a hexatic phase, in the density range of 0.910< ρσ2≤ 0.920, there isolated regions
of low orientational order in the system. In contrast, in the density regime 0.900≥ ρσ2 ≤ 0.910,
coexisting phases with high and low orientational order is observed in the system.
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Figure 3.15 Time evolution of coarse-gained orientational order at the density ρσ2 = 0.906.
The heatmap at each time snapshot was obtained by dividing the whole system into 10× 10
blocks.The local orientational order ψ6(r) is calculated inside each block using the particle
based definition ψ i

6 and restricting the sum in Eq. (3.2) over the sub-boxes. Overlapped on
the heatmap are the local orientation vectors (Re ψ6(r), Imψ6(r)) indicated by the arrows. The
time evolutions indicate a stable macrophase separation of high and low hexatic order.

3.5 Order of the transitions

The final piece in this melting scenario comes from the study of the order of the transi-

tion. Our earlier discussions have given us a clue to the nature of the transitions in the

system. All of these – thermodynamic pressure, pair-correlation, solid order parameter

correlation, finite size scaling and defect formations in the system hint towards a con-

tinuous melting of the solid to a hexatic phase. In contrast, the hexatic-liquid melting

exhibits signatures of the KTHNY theory in the correlation function of the orientational

order parameter and its finite size scaling, but the thermodynamic pressure and the

defect formation indicate otherwise.

To ascertain whether the solid hexatic melting is continuous, we measured the solid

order parameter in a sub-box of size Lx/10× Ly/10 and looked at the distribution of

these order parameters as depicted in Fig. 3.16. At the solid-hexatic melting point of

ρmσ2 = 0.920, the distribution is uni-modal with a peak at ψ`
G ≈ 0.6. As the density

is decreased, the peak shifts to lower values indicating the melting of the solid. The

uni-modal nature of the distribution, as the peak shifts to lower values, indicates the

absence of any metastable states, a feature of a continuous phase transition.

The first attempt to study the melting of the hexatic is to look at the transition

qualitatively. For this, we divide the whole system in a grid of 10×10 and measure the
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Figure 3.16 Distribution of the solid order parameter ψ`
G in a sub-system of size Lx/50×Ly/50

for different densities as indicated in the legend. At the solid-hexatic melting point of ρmσ2 =

0.920, the distribution is uni-modal and peak at ψ`
G ≈ 0.6. With the melting of the solid, the

peak shifts to lower values but the uni-modal nature of the distribution does not change. This
indicates that the transition is continuous.
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time averaged density profiles in these blocks. Simultaneously, we overlapped the block-

averaged local orientational order vector (Re(ψ`
6), Im(ψ`

6)) for a single configuration, on

the spatially resolved density profile. A sequence of these plots is shown in Fig. 3.13. In

the solid phase, the density is uniform throughout the system. The local orientational

order vectors are perfectly aligned with each other, indicating a long-range orientational

order. As the solids melts to a hexatic, we observe coexisting regions of high and low

density along with high and low orientational bond order, respectively. Finally, once the

hexatic melts to a liquid, the density is uniform throughout and the bond orientational

order vectors are randomly oriented.

In addition to this, we also carried out the same procedure for the orientational

order for a single configuration. The whole system was divided into a grid of size

10× 10, with each sub-box dimension Lx/10×Ly/10. The local orientational order ψ`
6

was computed from the local bond order ρ i
6 restricting the average over these sub-

boxes. A heat-map of the spatially resolved orientational order was overlapped with

its vector. A sequence of such plots are shown in Fig. 3.14. Once the solid melts, in

the density range 0.910 < ρσ2 ≤ 0.920, there are isolated regions of low orientational

order in the system. In contrast, between 0.904≤ ρσ2≤ 0.910, we see coexisting regions

with high and low values of hexatic order. These plots also gave us the typical size of

these coexisting regions. Additionally, to ascertain a macrophase separation over time,

we followed similar configurations over time, as shown in Fig. 3.15 for the density

ρσ2 = 0.998. The plots clearly reveal that a macrophase separation indeed exists over

time.

To get a more quantitative picture, we looked at the distribution of the block-

averaged orientational order parameter, with block sizes smaller than the size of the

coexisting phases. In the solid (liquid), we observe uni-modal distribution peaked at

high (low) values of densities and orientational order, signifying that the system re-

mains in a single phase. In contrast, in the hexatic phase, away from the solid-hexatic

melting point, we see evidence of coexisting phases high and low orientational order,

respectively. The probability distribution P(ψ`
6) is shown in Fig. 3.17, along with the

free-energy ∆F =− lnP(ψ`
6). We observe a weak double minima in the free-energy and

corresponding peaks in the distribution function. This coexistence is a characteristic of

a first-order transition.

After a careful look at the orientational order parameter correlation and the spatially

resolved density and orientational order, we come to the following conclusion. Once

the solid melts to a hexatic phase at the density ρmσ2 = 0.920, a significant amount of

orientational order exists in the system up to a density of ρσ2 ≈ 0.906. As the density is
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decreased further, the system does not immediately go to a liquid phase. Rather, some

amount of orientational order is retained in the system. Only for densities ρσ2 ≤ 0.900,

the system goes into an isotropic liquid phase. Hence, although we identify ρσ2 = 0.906

as the melting of hexatic phase, in reality, this is merely the density up to which the

hexatic phase is stable.
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Figure 3.17 Distribution of the orientational order parameter ψ`
6 in a sub-system of size Lx/10×

Ly/10 for the system densities as indicated in the legend. The distribution shows weak double
maxima at the boundary of the stable hexatic point ρσ2 = 0.906. The corresponding free-
energy, defined as the negative logarithm of the probability distribution, is shown in the inset for
the same three densities as in the main plot. A clear double minima, albeit very weak, appears
in the free-energy.

3.6 Conclusion

In conclusion, we have presented a detailed analysis of the melting transition in a two

dimensional colloidal suspension interacting via Weeks-Chandler-Anderson potential.

We find that the melting is a two step process. At high densities, the system is in

a triangular solid phase characterized by quasi-long ranged positional order and long

ranged orientational order. As the density is decreased, the solid melts to a hexatic

phase with a short ranged positional order and a quasi-long ranged orientational order.

Upon further decreasing the density the hexatic melts to an isotropic liquid phase. The
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Transition Densities Kapfer et. al.12 Current Work
ρhs ρσ2 = 1.015 ρσ2 ≈ 0.920
ρhex ρσ2 = 1.005 ρσ2 ≈ 0.906
ρliq ρσ2 = 0.998 ρσ2 ≈ 0.900
Nature of Solid-Hexatic Transition Continuous Continuous
Nature of Hexatic-Liquid Transition First-Order First-Order

Table 3.1 Table comparing the solid-hexatic and the hexatic-liquid melting points and the nature
of transition with the earlier works of Kapfer et. al..12

two melting points are identified using the solid and orientational order parameter,

their fluctuations and their correlations. The analysis of defect formation in the system

shows that the solid-hexatic melting is a continuous transition that is mediated by the

dissociation of quartets into dislocations, in agreement with KTHNY theory. Further, we

also find that there is strong evidence of the hexatic-liquid transition being a first order

transition. We summarise the melting points and compare it with the earlier work of

Kapfer et. al. in the table below. The noticable difference in the transition points are

due to the nature of the pair interaction potential, the WCA potential being much softer

compared to the repulsive r−12 pair interaction.
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4
Phase transition in a driven
system

We consider a two dimensional colloidal dispersion of soft-core particles driven by a one dimen-

sional stochastic flashing ratchet that induces a time averaged directed particle current through

the system. It undergoes a non-equilibrium melting transition as the directed current approaches

a maximum associated with a resonance of the ratcheting frequency with the relaxation fre-

quency of the system. We use extensive molecular dynamics simulations to present a detailed

phase diagram in the ratcheting rate- mean density plane. With the help of numerically cal-

culated structure factor, solid and hexatic order parameters, and pair correlation functions, we

show that the non-equilibrium melting is a continuous transition from a quasi-long ranged or-

dered solid to a hexatic phase. The transition is mediated by the unbinding of dislocations, and

formation of compact and string-like defect clusters.
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4.1 Introduction

A class of non-equilibrium driven systems called pump models are particularly intrigu-

ing due to their following property. They involve periodic forces, in time and space,

that vanish under spatio-temporal averaging but still drives an overall directed cur-

rent1–10. This is achieved via the breaking of time-reversal symmetry through, e.g., a

phase lag between spatially non-local drives5,7,8, or breaking of space inversion sym-

metry of the external potential profile1–4. Most of the biological processes generating

directed motion involve reaction cycles and utilize some variant of this principle. Nat-

ural examples involve ion-pumps, e.g., the Na+, K+-ATPase pumps, and molecular mo-

tors11, e.g., Kinesin or myosin moving on polymeric tracks of microtubules or F-actins,

respectively4. The flashing ratchet model has been used to describe molecular motor lo-

comotion1. In experiments on colloids, ratcheting could be generated using optical12,13,

magnetic14,15 or electrical fields16–18. Most of the studies on pump models focused on

systems of non-interacting particles, restricted to one dimension, with a few exceptions

that analyzed the impact of interaction on molecular motors19,20, collective properties

of particle pumps7–10,21, and in ratchet models3,22–24.

In a recent study, we used an asymmetric periodic potential that switches between

an on and off state in a stochastic manner to drive a directed current of particles in

a two dimensional (2d) dispersion of sterically stabilized colloids25, focusing on the

frequency and density dependence of the ratcheted current. With the change in the

rate of ratcheting, the time- averaged directed current carried by the colloids show a

resonance with the system’s relaxation frequency. The current shows a non-monotonic

dependence on density as well. This change in the dynamical properties, as we show in

this chapter, is closely related to the associated structural changes, e.g., the solid melts

near the resonance frequency.

In the limit of extremely high switching frequency, higher than the inherent relax-

ation time of the colloids, the system can only respond to essentially a time- averaged

potential profile. In addition, if one considers the limit of vanishing asymmetry in the

potential profile, the scenario becomes equivalent to that of the re-entrant laser induced

melting transition (RLIM)26–29, in which a high- density colloidal liquid undergoes so-

lidification followed by melting, as the strength of a commensurate external periodic

potential is increased. This is an equilibrium phase transition of the Kosterlitz-Thouless

type28,29, and is described in terms of unbinding of a specific type of dislocations, al-

lowed by the potential profile.

In this chapter, we consider an asymmetric ratcheting of soft-core particles, and in-
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vestigate structural transitions associated with the change in dynamical behavior of the

system, observed in terms of its current carrying capacity. Using a large scale molecular

dynamics simulation, we obtain the phase diagram in the density- ratcheting rate plane,

showing melting from a solid to hexatic phase. We find a re-entrant solid- hexatic- solid

transition with changing ratcheting frequency. The transitions are associated with a

non-monotonic variation of the mean directed current. The increase in current is

related to solid melting. We discuss a connection between this melting and a plastic

depinning phenomenon30. As we demonstrate in detail, the non-equilibrium melting

is a continuous transition from a quasi- long ranged ordered (QLRO) solid to a hexatic

phase, and is mediated by the formation of topological defects. The dominant defect

types generated at the solid melting are dislocations, and compact or string-like defect

clusters.

The rest of the chapter is organized in the following way. In Section 4.2 we present

the model and details of the numerical simulations. The main results of the study

describing the particle current, the different phases of the system, the nature of the

transition between these phases, and associated defect formation are presented in Sec-

tion 4.3. We finally conclude presenting a discussion and outlook in Section 4.4.

4.2 Model and Simulation Details

We consider a two dimensional system of a repulsively interacting colloidal suspen-

sion of N particles in a volume A = LxLy. The mean inter-particle separation in this

system a2 =
√

3ρ/2 is set by the particle density ρ = N/A. We assume that the col-

loids repel each other via a shifted soft-core potential U(r) = ε [(σ/r)12− 2−12] when

the inter-particle separation r < rc with rc = 2σ , and U(r) = 0 otherwise. The units

of energy and length scales are set by ε, σ respectively. The system evolves under an

asymmetric ratchet potential Uext(x,y, t) = V (t) [sin(2πy/λ )+α sin(4πy/λ )], where the

time-dependent strength V (t) switches between ε and 0 stochastically with a rate f .

The two sinusoidal terms in the above expression of Uext with α = 0.2 maintains the

asymmetric shape of the potential profile. When it assumes a triangular lattice struc-

ture, the separation between consecutive lattice planes in the system is ay =
√

3a/2.

We have chosen the periodicity of the external potential λ = ay, commensurate with

the mean lattice spacing. In the absence of the external potential, the soft core solid

is expected to undergo a two stage solid- hexatic- liquid transition31–34, with the solid

melting point at ρσ2 ≈ 1.01. In the presence of a time- independent potential profile

with V (t) = U0 and α = 0, the system undergoes RLIM with increase in U0
27–29. At
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Figure 4.1 (a) Phase diagram in the density- frequency plane. The color code indicates the
values of the solid order parameter 〈ψG2〉 of the stochastically ratcheted 2d colloidal suspension
at different density and ratcheting frequency. Sky-blue denotes high solid order. The dashed
lines through open symbols (O, ◦) show the boundaries of instability of the solid phase. The
dash-dotted line through � indicates the low driving frequency fs below which the system can
relax to instantaneous external potential profile. In the opposite limit of high frequencies, the
system feels a time- integrated constant confinement analogous to a laser induced freezing
and consequently exhibits a high value of the order parameter. In the regime of intermediate
frequencies, the long range order is broken due to the particle current. (b)-(h) Plots of time-
averaged local density profiles ρ(x,y) over a section of 10σ × 10σ area, at different densities
and frequencies as indicated in the figures. Their cuts ρy measured along the vertical white
dashed lines, and ρx measured along the horizontal dashed lines are shown in the out-ward
projected ordinate and abscissa, respectively.

U0 = ε, the laser induced melting point of the soft-core solid is ρσ2 = 0.9529.

We perform molecular dynamics simulations of the system, with periodic boundary

conditions, in the presence of an external ratcheting potential using the standard leap-

frog algorithm35 with a time-step δ t = 0.001τ where τ = σ
√

m/ε is the characteristic

time scale. We use m = 1. The temperature of the system is kept constant at T = 1.0ε/kB

using a Langevin thermostat characterized by an isotropic friction γ = 1/τ. At each step a

trial move is performed to switch V (t) between 0 and ε, and accepted with a probability

f δ t. In this current work, we present the results for a large system of N = 262144

particles. We discard simulations over initial 107 steps to ensure achievement of steady

state, and the analyses are performed collecting data over further 107 steps.
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4.3 Results and Discussion

In this section we present the main results of our study. We begin our discussion with a

presentation of the non-equilibrium phase diagram in the ratcheting frequency- system

density plane, along with a description of the local structures at various phases (Sec-

tion 4.3.1). We find a re-entrant melting as a function of the ratcheting frequency. The

structural transition is concomitant of enhancement of the driven particle flux. We show

in Section 4.3.2, the re-entrant melting is associated with a non-monotonic variation of

the ratcheting current with respect to the driving frequency. More detailed character-

ization of the melting transition is outlined in the rest of the section. In Section 4.3.3

we demonstrate the melting transition showing the variation of the solid and hexatic

order parameters. Using their distribution functions in Section 4.3.4 we establish the

continuous nature of the melting. In Section 4.3.5 we show that the pair correlation

function changes from a power-law nature characterising the quasi- long range ordered

solid phase to exponential decay at melting. Finally, the formation of different types of

topological defects in the system are analyzed in Section 4.3.6.

4.3.1 Phase diagram

In Fig. 4.1 we present the detailed phase diagram along with local density profiles of

the 2D system of mono-dispersed ratcheted colloids. The system displays a solid and

a density modulated hexatic phase, controlled by the dimensionless density ρσ2 and

ratcheting rate f τ. The color codes in Fig. 4.1(a) denote the values of mean solid

order parameter 〈ψG2〉= (1/N)〈∑N
i=1 ∑

N
j=1 e−iG2·(ri−rj)〉 where G2 = (±2π/a,±π/ay) that

captures the translational order in the system. The two dashed lines with open symbols

signify the two solid melting boundaries at small and high frequencies. The dash-dotted

line with filled squares denotes the inverse of relaxation time-scales fs of the system at

a given density. For ratcheting rates slower than this time-scale, the solid and hexatic

order can equilibrate to the instantaneous external potential and follow its change. The

details of the calculation of such relaxation times are discussed later.

As is shown in Fig. 4.1(a), the system remains in a QLRO triangular lattice solid

phase at the highest frequencies, if the ambient density permits. As the frequency de-

creases, the solid melts into a hexatic phase, below the dashed line through open cir-

cles (Fig. 4.1). As the frequency of the drive is decreased further, below the equilibrium

relaxation time, the system starts to follow the time variation of the external potential.

As a result, the time-averaged properties turn out to be approximately a superposition of
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Figure 4.2 Relaxation dynamics of the solid and hexatic order parameters at ρσ2 = 1.04 (a) and
ρσ2 = 0.98 (b), respectively. The time scales for relaxation are f−1

s ≈ 6τ (a) and f−1
s ≈ 70τ (b).

the properties of the equilibrium states in the presence (V (t) = ε) and absence (V (t) = 0)

of external potential profile. At high densities (ρσ2 & 1.026) the solid phase is stabilized

even at low ratcheting frequencies like f τ = 0.01.

Here we momentarily digress to provide the details of the equilibrium relaxation

times of the order parameters. This time-scale at different densities are determined from

separate simulations. The initial equilibration is performed under a time-independent

external potential of the form given in Section 4.2 with V (t) = ε over 107 simulation

steps. Thereafter, the external potential is removed and the evolution of the solid and

the hexatic order parameters are measured over time. In Fig. 4.2 we show the results

for the relaxation time-scales of the solid and the hexatic order parameters at densi-

ties ρσ2 = 1.04 (figure a) and 0.98 (figure b), after withdrawing an external potential

commensurate with the system density under which the system is initially equilibrated

At densities higher than the equilibrium melting point ρmσ2 ≈ 1.01, the solid and the

hexatic order parameters, ψG2 and ψ6, decay to finite values, indicating order even in

the absence of external potential (Fig. 4.2(a) ). In contrast, at densities ρ < ρm, the

solid and the hexatic order parameters vanish with time (Fig. 4.2(b) ). The time-scale

of such decay, indicated in Fig. 4.2, gives the estimate of the relevant relaxation time. If

a time-independent external potential switches with a rate slower than this time-scale,

the system will have enough time to equilibrate to instantaneous potential profiles. The

relaxation frequency fs is inverse of this time-scale, and has been indicated by the dash-

dotted line through � symbols in the phase diagram Fig. 4.1.
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In Fig. 4.1(b)-(h) we present the time-averaged local density profiles ρ(x,y), at two

mean densities ρσ2 = 1.04, 0.98. We show the results over local cross- sections of

area 10σ × 10σ , for better visibility. Corresponding to ρσ2 = 1.04, the density pro-

file shows triangular lattice structure at f τ = 0.01 (Fig. 4.1(b) ). At f τ = 1 the solid

melts into a phase with density modulation along y-axis, the direction of ratcheting

drive (Fig. 4.1(c) ). As the frequency is further increased to f τ = 10, a local triangular

lattice- like pattern starts to reappear (Fig. 4.1(d) ), and the system shows a more com-

pact triangular lattice structure at f τ = 30 (Fig. 4.1(e) ). Thus with increasing f τ the

system shows a re-entrant transition from solid to density modulated to solid phase.

Similar characterization at a lower density ρσ2 = 0.98 is presented in Fig. 4.1( f )-

(h). In this case, a triangular lattice order is only observed at the highest ratcheting fre-

quency f τ = 30 (Fig. 4.1(h) ). At lower frequencies, this pattern gets smeared (Fig. 4.1(g)

and ( f ) ). Note that the densities considered here are relatively large with respect to

the equilibrium laser induced melting point ρσ2 ≈ 0.95, for a constant V (t) = ε.

The local structure is further quantified in terms of the cuts of density profile ρx(x)≡
ρ(x,y0) and ρy(y) ≡ ρ(x0,y), at fixed y0 = 5ay and x0 = 6a as indicated by the two per-

pendicular white dashed lines in each ρ(x,y) plot in Fig. 4.1(b)-(h). These profiles ρx(x)

and ρy(y) are shown along the top and left axes around the ρ(x,y) plots. The clean

density modulations in ρx(x) along the y0 = 5ay line captures the spontaneous solid- like

order in that direction. Note that the position of the peaks would shift by a/2 keeping

the periodicity same, if one considers ρx(x) along a neighboring lattice plane at y0±ay

instead. Due to the shape of the triangular lattice solid, the density cut ρy(y) along the

vertical line at x0 = 6a shows density modulations with larger peaks appearing at every

alternate lattice lines with a periodicity 2ay (see Fig. 4.1(b) and (e) ). After the solid

melts, the system gets into a density modulated phase characterized by equal heights of

ρy(y) peaks with a reduced periodicity ay ( e.g., see Fig. 4.1(c) and ( f ) ).

4.3.2 Directed particle current and order

The inherent asymmetry of the ratchet potential, added with the stochastic switching

drives a time- and space- averaged directed particle current in the system,

〈
jy
〉
=

1
τm

1
A

∫
τm

dt
∫ Lx

dx
∫ Ly

dy jy(x,y, t), (4.1)

where, τm is an integral multiple of 1/ f , the mean switching time of the flashing ratchet

potential. The flashing ratchet leads to an effective potential which is periodic and spa-
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Figure 4.3 (color online ) (a) Variation of the scaled particle current (κρu0)
−1〈 jy〉 along the

direction of the drive as a function f/ν for different densities as indicated in the legend. The
solid line is plot of the function ( f/ν)/

(
1+( f/ν)2

)
as given by Eq. (4.2). (b) Plot of the current

amplitude ρκu0 as a function of density. The solid line is a fit to the data using the functional
form κD0ρ3/2(1−ρ/ρc) with κD0 and ρc as fitting parameters with values κD0 ≈ 0.22 and ρcσ2 ≈
1.004.

tially tilted, with the tilt changing with the ratcheting frequency non-monotonically36.

At low frequencies the particle current increases linearly with the driving frequency

f , achieves a maximum around f = ν with ν being the intrinsic relaxation frequency,

and beyond this decays as f−1. The behaviour of the current in the whole frequency

range can be captured by the simple ansatz25

〈
jy
〉
= κ

ν f
ν2 + f 2 ρu0, (4.2)

where, u0 = νλ intrinsic velocity, and κ is a proportionality constant.

In the high density regime, where, the mean-free path of the particles is small, the

diffusive time scale τD to travel the length scale of the potential periodicity λ is set by

τD = λ 2/D(ρ). Here D(ρ) denotes the density- dependent tagged particle diffusivity,

which decreases linearly with density, D(ρ) = D0(1−ρ/ρc)
25, with D0 = kBT/γ is the

bare diffusivity. The commensurate external potential ensures that λ 2 ∼ 1/ρ, and con-

sequently the intrinsic relaxation frequency takes the form ν = ρD(ρ). The maximum

of the current appears when ratcheting frequency f becomes equal to ν . The intrinsic

velocity scale is set by u0 = λ/τD = ρ1/2D(ρ). Substituting for u0 and ν in Eq. (4.2), the
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Figure 4.4 Parametric plot of the scaled particle current (κρu0)
−1〈 jy〉 and the solid order param-

eter 〈ψG2 with changing frequency f τ is shown for three densities as indicated in the legend.
The open (filled) symbols represent the increase (decrease) of current with frequency. For
better visibility, plots at ρσ2 = 1.00 and 1.04 are shifted along the 〈ψG2〉 axis by 0.1 and 0.2,
respectively.

density and frequency dependent current takes the form

〈 jy〉=
f D2

0

D2
0ρ2(1−ρ/ρc)2 + f 2 ρ

5/2(1−ρ/ρc)
2. (4.3)

The resonance in the particle current appears at the ratcheting rate f = ν = D0ρ(1−
ρ/ρc) and the density dependent amplitude take the form κρu0 = κD0ρ3/2(1−ρ/ρc).

Fig. 4.3(a) shows data collapse of particle currents when plotted as (κρu0)
−1〈 jy〉

against the dimensionless variable f/ν . The current maximizes at the resonance fre-

quency of f = ν . Fig. 4.3(b) shows the limit of validity of the approximate form

u0 = D0ρ1/2(1−ρ/ρc). A comparison of Fig. 4.1 and Fig. 4.3a shows the relationship be-

tween the structure and dynamics. For example, at the resonance frequency, the system

melts in order to carry the largest directed current.
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Clearly the amount of translational order of the system is directly related to the

amount of driven current. Fig. 4.4 shows explicitly the variation of the solid order 〈ψG2〉
with the driven current 〈 jy〉, at three system densities ρσ2 = 0.98, 1.00, 1.04. In each

case, the translational order drops with the increase in driven current. The reentrance as

a function of frequency, shows a monotonic behavior when the transition is viewed with

respect to the driven current. The low current supports a translationally ordered state

(at both low and high frequencies), whereas a high drift current produces a disordering

transition (intermediate frequencies).

In this context, let us reconsider the picture of effective tilted potential generated

due to the flashing ratchet36. While the spatial periodicity of the effective potential, de-

pending on the potential- depth with respect to the thermal noise, may produce particle

pinning, the tilt in this potential tries to drive a directed particle current. The onset of

this current with increasing tilt can then be viewed as a depinning phenomenon (e.g.,

see Ref. [ 30] and citations therein). The depinning current and associated structural

transitions of a pinned solid under directed external force have been studied in various

contexts30,37–39.

In Fig. 4.5 we follow the trajectories of neighboring particles in the initial config-

urations. As can be clearly seen from Fig. 4.5(a) and (c), the trajectories of nearest

neighbors remain localized at both high and low ratcheting frequencies, corresponding

to small current. These trajectories in Fig. 4.5(a) and (c) correspond to the solid phase,

and can be interpreted as a pinned state. On the other hand, in the current carrying

state at the intermediate frequency f τ = 1.0, the neighbouring trajectories get extended,

mostly along the y- direction, the direction of driven current 〈 jy〉. These extended tra-

jectories correspond to a depinning phenomenon. A question remains whether after

depinning the trajectories move together as in an elastic depinning, or separate out as

in a plastic depinning. To demonstrate that, in Fig. 4.5(d) we show the mean squared

fluctuations of the relative displacements 〈(ui−u j)
2〉 of nearest neighbor pairs i, j corre-

sponding to the initial configuration. In the low and high frequency limits of small 〈 jy〉,
the relative displacement stays unchanged over appreciable intervals before jumping in

steps, suggesting particle hopping between neighboring lattice sites, maintaining the

solid order. On the other hand, in the current carrying phase at f τ = 1.0, the relative

displacement fluctuations grow diffusively with time, suggesting a plastic depinning

that eventually melts the solid. At low densities, e.g., ρσ2 = 0.98, the trajectories get

localized (pinned) only at the highest ratcheting frequencies (see Fig. 4.6).

In Fig. 4.7, we further analyze the local dynamics in terms of the mean squared

displacements observed for individual particles. Let us consider the system at ρσ2 =
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Figure 4.5 (color online) Typical trajectories of neighboring particles are shown for three fre-
quencies f τ = 0.01 (a), 1.0 (b) and 30.0 (c) for a system at a density of ρσ2 = 1.04. At low driving
frequencies, even though the trajectories are localized, we observe hopping between neighbor-
ing lattice points along the x-direction (a). In contrast, at high driving frequencies the trajectories
are more strongly localized (c). At intermediate frequencies that drives higher directed current
through the system, the trajectories are extended along the direction of the drive (b). In (d) we
plot the relative mean-square displacement 〈(ui−u j)

2〉 of nearest- neighbour pairs correspond-
ing to initial configuration. We plot the results for the three ratcheting frequencies. The results
are averaged over 10 pairs of trajectories. We observe that in the current carrying regime,
f τ = 1.0, the relative displacement fluctuations diverge in a diffusive manner.

1.04. Both the components of the displacement fluctuations in Fig. 4.7 show an initial

ballistic part ∼ t2 due to the inertial nature of the dynamics. In the low 〈 jy〉 limits

of low and high frequencies, this crosses over to a sub-diffusive behavior (∼ tν with

ν < 1). The test particles show localized motion within cages formed by neighbours
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Figure 4.6 (color online) Typical trajectories of particles at densities ρσ2 = 0.98 are shown for
three different frequencies f τ = 0.01, 1 and 30. At high frequencies the particles get local-
ized, whereas at very low frequencies localization happens only at densities above ρc. In the
intermediate frequencies, at both densities the trajectories span a length scale of ≈ 20σ−30σ .

(see Fig. 4.5(a) and (c) ). At f τ = 1 corresponding to high 〈 jy〉, we find a long time

diffusive behavior in x- direction, 〈∆x2〉 ∼ t, and almost ballistic motion in y, 〈∆y2〉 ∼ tν

with 1< ν . 2 (Fig. 4.7 ). The corresponding particle trajectories display long excursions

in the y-direction, as is shown in Fig. 4.5(b).

4.3.3 Non-equilibrium melting

For a more quantitative analysis, we turn our attention to the phase diagram Fig. 4.1(a)

and consider the phase behavior along constant frequency, and constant density lines.

The structure factor, 〈ψq〉= (1/N)〈ρq ρ−q〉 (see Fig. 4.8) with ρq = ∑
N
j=1 e−iq·rj and ρ∗q =

ρ−q, can clearly distinguish between a solid, hexatic, liquid and a modulated liquid

phase40. In the solid phase 〈ψq〉 shows a characteristic six fold symmetry with peaks at

G1 = (0,±2π/ay) and G2 = (±2π/a,±π/ay) reflecting the underlying triangular lattice

structure (see Fig. 4.8(a),(c),( f ) ). The six intensity maxima broaden along the constant
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Figure 4.7 (color online) Plot of the mean-square displacement at density ρσ2 = 1.04 for fre-
quencies f τ = 0.01 (green), 1.0 (red) and 30.0 (blue). The displacements in 〈∆x2〉 are shown
with open symbols and that in 〈∆y2〉 are represented with filled symbols.

radius q = 2π/a circle in a hexatic (Fig. 4.8(b),(e) ). In a simple liquid with spherical

symmetry, the broadening extends to overlap forming a characteristic ring structure. On

the other hand, in a modulated liquid phase, 〈ψq〉 is expected to show two bright spots at

G1, in addition to the ring structure characterizing a simple liquid (see Fig. 4.8(b),(e) ).

Note that the presence of the external periodic potential in the present context induces

an explicit symmetry breaking by imposing density modulations in y-direction, ensuring

〈ψG1〉 > 〈ψG2〉. The other four quasi Bragg peaks at G2, e.g., at the highest ratcheting

frequencies, identify the appearance of the quasi long ranged positional order (QLRO).

We used their arithmetic mean as the measure of solid order parameter 〈ψG2〉.

The QLRO in the solid phase is explicitly demonstrated using the system size depen-

dence of 〈ψG2〉 shown in Fig. 4.9. The calculations are performed over sub-blocks of

sizes `x× `y = `2. Within both the high and low frequency solid regions, 〈ψG2(`)〉 ∼
`−ν where ν < 1/3, the value of the exponent expected at the equilibrium KTHNY

(Kosterlitz- Thouless- Halperin- Nelson- Young) melting31–33. In this case, the value

of the exponent ν depends on the mean density and ratcheting frequency.
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Figure 4.8 Plots of the static structure factor 〈ψq〉 for the densities ρσ2 = 1.04 (a-c) and 0.98
(figures d- f ). The three columns correspond to three different frequencies f τ = 0.01 (a and d),
1.00 (b and e) and 30 (c and f ).

The phase behaviors can be further characterized by following the change in the

hexatic bond orientational order 〈ψ6〉 = (1/N)〈|∑N
i=1 ψ i

6|2〉, where we define the local

hexatic order ψ i
6 = ∑

nv
k=1(`k/`)exp(i6φik) utilizing the nv Voronoi neighbors of the i-th

test particle. Here φik is the angle subtended by the bond between the i-th particle and

its k-th Voronoi neighbor. In this definition we used the weighted average over the

weight factor `k/` such that ` = ∑
nv
k=1 `k and `k denotes the length of the Voronoi edge

corresponding to the k-th topological neighbor41.

In Fig. 4.10(a) and (b) we show the variations of the solid and hexatic orders, 〈ψG2〉
and 〈ψ6〉, as a function of the ratcheting frequency keeping the density of the system

fixed. Both the order parameters show non-monotonic variation with frequency. The

large variation of the solid order parameter 〈ψG2〉 with f τ signifies melting, followed

by a re-entrant solidification. Here we use the value of the solid order parameter at

the equilibrium melting point, 〈ψm
G2
〉 ≈ 0.376 (Fig. 4.11), to identify the boundary of

solid phase, 〈ψG2〉 ≥ 〈ψm
G2
〉. The small variation of 〈ψ6〉 in Fig. 4.10(b) demonstrate

maintenance of the hexatic order at different frequencies.

Fig. 4.10(c) and (d) show variation of the two order parameters as a function of

the density, keeping the driving frequency fixed. Fig. 4.10(c) shows that the solid order

parameter 〈ψG2〉 does not depend appreciably on the mean density ρσ2, unless at the
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Figure 4.9 System size dependence of the solid order parameter. The ratio of mean order
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for different densities as indicated in the legend. The solid and open symbols denote results at
frequency f τ = 30 and f τ = 0.01, respectively. The solid black line is a plot of the power-law
(`/L)−1/3 expected at the equilibrium KTHNY melting point.

smallest driving frequencies. At such low frequencies, the system has enough time to

equilibrate to the instantaneous potential profile, and the solid order shows appreciable

increase with density as in equilibrium. Similar non-linear variations are observed for

〈ψ6〉, although, with smaller amplitude (Fig. 4.10(d) ). At driving frequencies much

larger than the inverse relaxation times, the system responds to only a time-averaged

potential profile. The corresponding behavior as a function of density is similar to that

in the presence of a time-independent commensurate potential ( see Fig. 4.11).

Within a QLRO solid, the hexatic order is expected to remain long ranged. As the

solid melts to a hexatic phase one expects a QLRO in the hexatic order parameter. In

Fig. 4.12 we show the system- size dependence of 〈ψ6(`)〉 at ρσ2 = 1.04. In the solid

phase, corresponding to both the small and high frequencies, the hexatic order remains

relatively high (see the inset in Fig. 4.12) and shows extremely weak decay over a

length scale of 0.2L, followed by saturation. The value of 〈ψ6(`)〉 is appreciably smaller

(< 0.4) at the intermediate frequency f τ = 1.0, but shows a weak power-law like decay

〈ψ6(`)〉 ∼ `−µ , with an extremely small value of the exponent µ. This hexatic order is
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Figure 4.10 Dependence of the (a) solid order parameter 〈ψG2〉 and (b) hexatic order parameter
〈ψ6〉 as a function of frequency is plotted for different densities as indicated in the legend on
the top. The equilibrium melting point 〈ψm

G2
〉= 0.376 is denoted by the dashed lines in (a). The

variations of (c) 〈ψG2〉 and (d) 〈ψ6〉 are shown as a function of the mean density for three driving
frequencies f τ = 0.01, 1 and 30 as indicated in the legends.

maintained, even after the melting of the solid at intermediate frequencies. This is due

to the external periodic potential.

4.3.4 Continuous transition: Distribution of order parameters

We probe the order of the phase transitions using the distribution of the local solid and

hexatic order parameters. In determining the local solid order, we divided the simula-
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Figure 4.11 Plot of the solid order parameter 〈ψG2〉 and the hexatic order parameter 〈ψ6〉 for the
equilibrium phase transition (for more details see Chapter 2). The green dashed line denotes
solid melting point 〈ψm

G2
〉 = 0.376, and the black dash-dotted line denotes the hexatic melting

point 〈ψ6〉 = 0.06. In figure (b) we show a similar plot for the two order parameters but in the
presence of a time- independent potential of the form Uext(x,y) given in Section 4.2 with V (t) = ε.
In the presence of this potential, the hexatic does not melt in the regime of ρσ2 ≥ 0.94. The
external potential maintains a significant hexatic order, with a value greater than 〈ψ6〉 = 0.51,
although the solid order does drop below 0.376 at ρσ2 ≈ 0.96.

tion box into sub-boxes of size `= (`x× `y)
1/2 with `x/Lx = `y/Ly = 1/14. The local solid

order ψ l
G2
≡ ψG2(`) is then calculated using the definition of ψq restricted within these

sub-boxes. For the local hexatic order parameter, we calculate |ψ i
6|2 for all the parti-

cles. The distribution functions of these quantities, P(ψ l
G2
) and P(|ψ i

6|2) are plotted in

Fig. 4.13. They remain unimodal at all points of the phase diagram. At low densities,

ρσ2 = 0.98 in Fig. 4.13(a), the maximum of P(ψ l
G2
) appears at an order parameter

corresponding to the solid phase only at the highest frequencies. With decreasing fre-

quency the peak shifts towards lower values, signifying melting below f τ = 10 and

remain low at the lowest frequencies. The unimodal nature of the distribution func-

tion, as the peak shifts to lower values, signifies the absence of any metastable state

across the transition, a characteristic of continuous transitions. At high densities, e.g.,

ρσ2 = 1.04 in Fig. 4.13(b), corresponding to the re-entrant transition, the peak of the

distribution P(ψ l
G2
) shifts from a high to low and back to high values as the ratchet-

ing rate decreases from the highest frequencies. As before, the unimodal nature of the

distribution corresponds to a continuous melting transition.

The solid melts to a hexatic phase, characterized by the finite hexatic order. How-
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of 〈ψ6(`)〉 as a function of `/L for the three driving frequencies corresponding to main plot.

ever, a further melting of the hexatic is not observed as the frequency is varied. In the

density-frequency range bounded between the two dashed lines with open inverted tri-

angles and open circles denoted in Fig. 4.1 (a), the system remains in a hexatic phase.

This is corroborated by the distribution of the local hexatic order P(|ψ i
6|2) shown in

Fig. 4.13(c) and (d) corresponding to densities ρσ2 = 0.98 and 1.04, respectively. The

uni-modal nature of the distribution with a roughly unchanged peak position and a fat

tail persists throughout the frequency range. The peak of the distribution does not shift.

However, it is important to note that deep inside the hexatic phase, near f τ = 1, a sig-

nificant fraction of the system displays vanishing hexatic order. This is more prominent

at lower densities (see Fig. 4.13(c) ).

4.3.5 Pair correlation: quasi- long ranged order to disorder

The pair correlation functions g(x,y) = 〈ρ(x,y)ρ(0,0)〉/〈ρ〉2 capture the solid melting.

In Fig. 4.15 we show the two dimensional pair correlation functions at ρσ2 = 0.98 and

ρσ2 = 1.04 for three representative frequencies: low ( f τ = 0.01), intermediate ( f τ = 1)

and high frequency ( f τ = 30). The figures show the correlations over a length scale of
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Figure 4.13 Probability distributions of the local solid and hexatic order parameters ψ l
G2

and
|ψ i

6|2. The distribution functions P(ψ l
G2
) at densities ρσ2 = 0.98 (a) and ρσ2 = 1.04 (b). The

local solid order parameter is determined over subsystems of length ` = (`x × `y)
1/2, where

`x/Lx = `y/Ly = 1/14. The distribution functions of local hexatic order P(|ψ i
6|2) at ρσ2 = 0.98 (c)

and 1.04 (d), corresponding to four representative ratcheting frequencies as indicated in the
legends.

±9σ . While the clear contrast in Fig. 4.15(a), (c) and ( f ) demonstrate the triangular

lattice symmetry, the local diffused approximately triangular structures in the other
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densities ρσ2 = 0.98 (a) and 1.04 (b) for the frequencies indicated in the legends.

g(x,y) figures are characteristic of the hexatic phase.

A density modulation is externally induced in the system along the y-direction by the

ratcheting potential, breaking the translational symmetry in that direction, explicitly. To

study the spontaneous symmetry breaking, here we focus on the x-component of the two

point correlation functions g(x,y). The component of the correlation g(x,0)− g(∞,0)

along the axis perpendicular to the direction of the ratcheting drive are shown in

Fig. 4.14. This provides a more conclusive evidence to the nature of the phases in

different density and frequency regimes. At low densities, as we have shown before,
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Figure 4.15 Pair correlation functions in the driven 2D colloidal suspension at densities ρσ2 =

1.04 in the top panels (a-c) and ρσ2=0.98 in the bottom panels (d- f ) corresponding to three
different frequencies f τ = 0.01 (left column), f τ = 1 (middle column) and f τ = 30 (right column).

the solid order exists only at the highest frequencies. At such frequencies we find

an algebraic decay of the correlation along the x direction, signifying the QLRO (see

Fig. 4.14(a) ). At intermediate and low frequencies the system melts. This is cap-

tured by the exponential decay of the correlation with a correlation length ∼ 10σ (see

Fig. 4.14(a) ). The scenario changes at higher densities. At high frequency, as before, we

again find a solid phase, with the correlation exhibiting an algebraic decay correspond-

ing to the QLRO (Fig. 4.14(b) ). At high densities, one obtains another solid phase at the

low ratcheting frequencies. This also shows algebraic decay of correlations signifying

QLRO (see f τ = 0.01 graph in Fig. 4.14(b) ). The power law x−1/3 shown by the black

solid lines in the figures denote the expected correlation at the onset of the equilibrium

KTHNY melting. At the intermediate driving frequencies, f τ = 1 in ρσ2 = 1.04 system,

the correlation shows exponential decay with a correlation length ∼ 10σ , similar to the

behavior observed in the low density regime (Fig. 4.14(b) ). The change from algebraic

to exponential decay identifies the solid melting points (open O and ◦) in the phase

diagram.

A complete scan of g(x,0)−g(∞,0) near the phase boundary is depicted in Fig. 4.16.

Figures (a)–(h) show the high-frequency melting, while (i)–(p) show possible melting

at low frequencies. At ρσ2 . 1.03 and low frequencies, the decay of the pair correlation

107



ΡΣ2 = 0.98

H aL
0.01

0.1

1.0

10

10
2

10
3

g
Hx

,0
L-

g
H¥

,0
L ΡΣ2 = 0.99

H bL

ΡΣ2 = 1.00

H cL

ΡΣ2 = 1.01

H d L

ΡΣ2 = 1.02

H eL
0.01

0.1

1.0

10

10
2

10
3

g
Hx

,0
L-

g
H¥

,0
L ΡΣ2 = 1.03

H f L

ΡΣ2 = 1.04

H gL

ΡΣ2 = 1.05

H hL

ΡΣ2 = 0.98

H i L
0.01

0.1

1.0

10

10
2

10
3

g
Hx

,0
L-

g
H¥

,0
L ΡΣ2 = 0.99

H j L

ΡΣ2 = 1.00

H kL

ΡΣ2 = 1.01

H l L

ΡΣ2 = 1.02

H mL
0.01

0.1

1.0

10

10
2

10
3

g
Hx

,0
L-

g
H¥

,0
L

1.00 10010

x� Σ

ΡΣ2 = 1.03

H nL
1.00 10010

x� Σ

ΡΣ2 = 1.04

H oL
1.00 10010

x� Σ

ΡΣ2 = 1.05

H pL
1.00 10010

x� Σ

0.01

0.05

0.10

0.01

0.05

0.10

0.01

0.05

0.10

0.01

0.05

0.10

0.01

0.05

0.10

0.01

0.03

0.05

0.03

0.05

0.07

0.05

0.07

0.09

30

20

9

13

10

5

13

12

11

12

11

10

12

10

9

11

10

9

11

10

9

11

10

9

Figure 4.16 Plots of g(x,0)−g(∞,0) at different densities ρσ2 of the system for frequencies f τ

indicated in the legends. In (a)–(h) we show the data near the high-frequency phase bound-
ary, and in (i)–(p) near the low-frequency phase boundary. The solid black lines denote the
power law x−1/3 that indicates the expected correlation at the solid melting point within KTHNY
thoery31–33.

function remains always exponential, identifying an absence of transition. A crossover

to an algebraic decay in g(x,0)−g(x,∞) appears at ρσ2& 1.03, resulting in solid- hexatic

transition points. The phase boundaries displayed in Fig. 4.1 (a) are consistent with the

transition points obtained from this analysis.
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Figure 4.17 (a)-(d): Configurations of the system in 100σ × 100σ sub-volumes at a density
of ρσ2 = 1.04 for frequencies f τ = 0.01 (a), 1 (b), 10 (c) and 30 (d). The particles are color
coded according to the number of their topological neighbors nv, with gray (nv = 6), blue (nv = 7),
red (nv = 5), purple (nv = 4), and yellow (nv = 8), as shown in the legend on top of (d). (e) The
figure highlights the hexatic order in a region containing a connected string of defects marked
by a dashed-box of size 20σ ×20σ in (b). The Voronoi tesselations are shown for each particle
within the box and are color coded according to the local value of the hexatic order. The arrows
denote the orientation of the local hexatic order ψ i

6. ( f ) Indicate typical examples of defect
quartets, dislocations and defect clusters that appear in the system.

4.3.6 Defect formation

The equilibrium KTHNY melting of the two- dimensional solid is known to proceed

by the unbinding of dislocation pairs into free dislocations. To identify such topolog-

ical defects, we first obtain the coordination number nv of each particle in the system

counting the number of its Voronoi neighbours. In a perfect triangular lattice nv = 6

for all particles. We follow nv 6= 6 particles to identify the nv-fold defects. Even within

the solid phase, fluctuations of bound quartets of 5− 7− 5− 7 defects (bound disloca-

tion pairs) keep appearing. They form dislocations by dissociating into separate 5− 7

and 7− 5 non-neighboring pairs. Presence of a finite fraction of particles associated

with dislocations characterize the hexatic phase. The system shows dislocation forma-

tion as the solid melts. Moreover, we find defect clusters larger than quartets that are
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Figure 4.18 (a) Plot of the total defect percentage Nd as a function of time for three different
driving frequencies as indicated in the legend. The density of the system is ρσ2 = 1.04. At
high frequency the system remains in a solid phase, and the defect formation is significantly
low (Nd < 1%). On the other hand, in the opposite limit of low frequency, f τ = 0.01, the defect
formation follows the swicthing of the driving potential, Nd switches between two values. In the
intermediate current carrying regime, the formation of the defects is maximized. The defects
are further classified by types, e.g., quartets, dislocations, clusters, and disclinations. (b) The
average defect percentage 〈Nd〉 shows a non-monotonic variation with the ratcheting frequency.
We show results at three densities denoted in the legend. (c) Variation of the time averaged
percentage fraction of the individual defect types, the quartets, dislocations, defect clusters,
and disclinations with ratcheting frequency.

either compact or string-like (grain boundary).42,43 All the dominant defect types ob-

served in our simulations are indicated in Fig. 4.17( f ). Their typical configurations in

a sub-volume of size 100σ × 100σ at ρσ2 = 1.04 and different ratcheting frequencies

are shown in Fig. 4.17(a)-(d). In these figures, the colors associated to particles indi-

cate the number of topological neighbors they have, nv = 4(purple), 5(red), 6(green),

7(blue), 8(yellow). Clearly, defect formation is suppressed at both the extremities of

the ratcheting frequency. It increases significantly in the intermediate frequency regime

associated with solid melting (Fig. 4.17 (b)). The relative fraction of different defect

types also vary with the driving frequency. In the highest frequency solids, only bound

quartets (bound dislocation pairs) are observed in Fig. 4.17 (d). As the solid melts

with decreasing frequency, dislocations and defect clusters start to appear and eventu-

ally dominate over the quartets in the system (Fig. 4.17 (b) and (c) ). The string-like

defects remain extended along the y-direction, the direction of particle current under

ratcheting. Such a connected string of defects is shown in Fig. 4.17 (b) and has been

highlighted in Fig. 4.17 (e), which shows Voronoi diagram of a region containing the

connected string of defects. The color code in each Voronoi cell denotes the amount

of hexatic order, and the arrows denote the corresponding hexatic orientations. At the

location of the connected clusters of defects, the local hexatic order is low, and shows

a hexatic orientation approximately orthogonal to the neighboring defect-free regions.

With further lowering of the ratcheting frequency below fs, the defect fraction decreases
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strongly.

This description is quantified by focusing on the time evolution of defect fractions.

We first consider the evolution of the total fraction of all the topological defects, the

percentage of particles having non-six Voronoi neighbors Nd = (1−n6/N)×100, where

n6 denotes the total number of particles with nv = 6 (Fig. 4.18 (a) ). Clearly, the largest

value of Nd with the strongest fluctuations appear at the intermediate frequencies. The

defect formation gets dramatically suppressed in the solid phase corresponding to the

high ratcheting frequencies. At the lowest frequencies ( f τ = 0.01 in Fig. 4.18 (a) ), Nd

remains relatively low and follows the switching of external potential.

The mean value of 〈Nd〉 remanis less than 4% and varies non-monotonically with

f τ (Fig. 4.18 (b)). It shows a maximum at the resonance frequency corresponding

to the largest directed current, relating formation of topological defects with carrying

capacity of particle current in the system.

Further insight into the structure- dynamics relations can be obtained by following

the behavior of different defect fractions separately. For this purpose, the percentage

fraction d f of a defect type is defined as d f = (nd/N)×100, where nd is the total number

of nv 6= 6 particles that may contribute to either a quartet, a dislocation, a cluster, or a

disclination as described above. The time averaged percentage fractions of these topo-

logical defects as a function of the driving frequency is shown in Fig. 4.18 (c). They ex-

hibit a similar non-monotonic behavior as Nd and the mean particle current. In the high

frequency solid, the dominant defects are the quartets. As the frequency is decreased,

the melting of the solid is mediated by the unbinding of these quartets into dislocations.

The dislocation fraction becomes larger than that of quartets. More importantly, at the

resonance melting, the formation of defect clusters dominate (Fig. 4.18(c) ). The frac-

tion of disclinations remain relatively insignificant (less than 0.03%), about two orders

of magnitude smaller than that of the defect clusters. This is consistent with the fact

that the hexatic does not melt within these parameter regimes.

4.4 Discussion

In conclusion, using a large scale simulation involving 262144 particles, we have pre-

sented a detailed study of a ratcheted two-dimensional colloidal suspension, focusing on

the structure- dynamics relationship. The mean directed particle current driven by the

ratchet exhibits a resonance behavior. Associated with this, the solid melts to hexatic

providing a mechanism allowing directed transport. The system exhibits a rich non-
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equilibrium phase diagram as a function of the driving frequency and mean density. At

high densities, we found a re-entrant melting transition as a function of ratcheting fre-

quency. The system melts as it starts to carry more and more directed particle current.

This can be viewed as a depinning with increasing tilt of the effective tilted periodic

potential due to flashing ratchet. The relative displacements of neighboring particles

are shown to stretch out in a diffusive manner after solid melting. The different phases

are characterized by the spatially resolved density profile, the pair correlation function,

the structure factor, the solid and hexatic order parameters, and their distribution func-

tions. The role of the defects in the phase transition has been investigated in detail. The

solid- melting is associated with formation of dislocations, but unlike the equilibrium

two- dimensional melting, this non-equilibrium melting is dominated by the formation

of defect clusters, connected strings of defects that remain oriented largely along the di-

rection of the ratcheting drive. Remarkably, the driven hexatic does not melt to a fluid

within the studied range of density and ratcheting drive. Our detailed predictions re-

garding the variation of particle current and associated phase transitions can be verified

using colloidal particles and optical12 or magnetic ratcheting15 in a suitable laser trap-

ping setup27. The impact of changing degree of potential asymmetry on the dynamics

and phase behavior remains an interesting future direction of study.
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In this thesis, the melting of a two dimensional colloidal suspension is studied for

a free and a driven system. We used large scale molecular dynamics simulations, im-

plemented on Graphics Processing Units, to investigate the corresponding melting sce-

narios. Despite the fact that the melting of a two-dimensional solid is almost a 40

years old problem, and a significant amount of effort dedicated to the problem,1–20

there seems to be little consensus on the melting scenarios of system. The celebrated

KTHNY theory21–24is not universally applicable to all systems, but rather the melting

scenarios are sensitive to atomistic parameters such as shape, interaction and pin-

ning.6,7,14,16,18,20 Even for the simplest system of hard-disks, a conclusive evidence was

obtained only a decade ago. In contrast, for a repulsively interacting colloidal suspen-

sion with U(r)∼ r−12, the melting scenarios were debated as recently as 2019.17,20

The first part of the thesis concentrates on the equilibrium phase transition in two-

dimensional colloidal systems. Our study on equilibrium phase transition was motivated

from this fact, with a view to settle this issue. Additionally, we also observed that there is

dearth of results on the melting scenarios of two-dimensional colloidal suspension with

Weeks-Chandler-Anderson (WCA) interaction. The results of our studies on the melting

scenarios of a two-dimensional colloidal suspension with a repulsive pair-interaction is

presented in Chapter 2, and with a WCA interaction is presented in Chapter 3. The dif-

ferent phases in the system are identified by the pair-correlation function, the solid and

the orientational order parameter correlation functions and their finite size scaling. In

both the cases, we find that the melting proceeds via a two-step process. The solid phase

melts to a hexatic phase via a continuous transition, in conformation with the KTHNY

theory. The nature of the transition is identified from the behavior of the distribution of

the local solid-order parameter. For a repulsively interacting colloidal suspension, the

melting of the solid happens at the density ρσ2 = 1.014, whereas the WCA solid melts

at the density ρσ2 ≈ 0.920.

In contrast, the hexatic-liquid transition proceeds via a weak first order transition. A

stable hexatic phase is found up to the density ρσ2 = 1.006 for a repulsively interacting

colloidal dispersion, and ρσ2 = 0.906 for a colloidal system interacting with WCA sys-

tem. The isotropic liquid is found at the densities ρσ2 = 0.996 and ρσ2 = 0.898 for the

repulsive and WCA interaction, respectively.

The melting of a repulsively interacting colloidal suspension driven by a one dimen-

sional stochastic flashing ratchet is the focus of the second part of the thesis. Such an

out-of equilibrium condition was specifically chosen since the drive is known to gen-

erate a time-averaged particle current through the system. A non-equilibrium melting

was associated with the particle current. The system exhibits a rich phase diagram as
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a function of the driving frequency and the density. We observed a re-entrant melting

transition as a function of the driving frequency. The role of defect formations in the

non-equilibrium melting has also been studied in detail. The melting of the solid pro-

ceeds via the unbinding of the quartets into dislocations. Remarkably, the hexatic phase

of the driven system does not melt further into a liquid. The role of potential asymmetry

on particle current and thermodynamic phases remains an open question and definite

future direction of study.
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the system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

Figure 2.9 A partcle having six topological neighbors is presented in figure (a).

The neighbors are calculated by identifying Voronoi cell for each of

the particles. First for a given particle ’j’, we select candidates within

a cut-off radius. Next we find the bond length r jk between jth particle

and these candidates. Then perpendicular bisectors for each of the

bond length is calculated. The points where these bisectors meet,

form the vertices of the Voronoi cell for the jth particle. Partcles

which share at at least one of edges of Voronoi cell are considered

as topological neighbors. . . . . . . . . . . . . . . . . . . . . . . . . 50

Figure 2.10 Plots of the time-averaged orientational order parameter 〈ψ6〉 (fig-

ure (a)) and its fluctuations 〈∆ψ2
6 〉 (figure (b)) as a function of sys-

tem density σ2ρ. The cuts at the values 0.06 and 0.514 in figure (a)

represent the liquid to hexatic and hexatic to solid transition points

respectively. The maximum of the fluctuations occur at the density

ρσ2 ≈ 0.998, indicating the hexatic-liquid transition point. . . . . . . 50
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Figure 2.11 Spatial correlation of bond angle orientations g6(r) is shown for the

densities indicated in the legends. The black dot-dashed line is the

plot of r−1/4 that marks the upper bound for the stable hexatic accord-

ing to the prediction of KTHNY theory. The lowest density at which

a stable hexatic phase is obtained is that of ρσ2 = 1.001. A pure ex-

ponential decay of the correlation function throughout the system,

characteristic of the isotropic liquid phase, is obtained at densities

below ρσ2 = 0.996. In the intermediate density regime, the correla-

tion shows an exponential decay up to 50σ and crosses over to an

algebraic decay with an exponent greater than 1/4. . . . . . . . . . . 51

Figure 2.12 Finite size scaling of the orientational order parameter for different

densities as indicated in the legend. The system was divided into

blocks of size `x× `y = `2 and the orientational order parameter was

calculated using Eq. (2.7), restricting the sum in the block. KTHNY

theory predicts the ratio ψ6(`)/ψ6(L) to scale as (`/L)−η6(ρ), with

η6(ρ) ≤ 1/4. The equality marks the boundary of the stable hexatic

phase and is indicated by the black dashed line. The dot-dashed lines

passing through the symbols are guide to the eye. A stable hexatic

phase is obtained up to the density ρσ2 ≈ 1.001. Below this density,

the finite size scaling shows the signature of short-range orientational

order. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

Figure 2.13 Distribution of local solid order parameter for the densities as indi-

cated in the legend. The whole system was divided into 100× 100

boxes and the local solid order parameter was calculated by comput-

ing the density mode ρG2, restricted to these sub-boxes. The distri-

bution is uni-modal both in solid (ρσ2 = 1.014) and in liquid phase

(ρσ2 = 0.996). With the melting of the solid to a hexatic phase, the

distribution broadens, but there is clear absence of bi-modality in the

distribution. This indicates that the transition is continuous. . . . . 54

Figure 2.14 Coarse-grained plots of the orientational order parameter in the sys-

tem for different densities as indicated on the top. The heatmap

was obtained by dividing the whole system into 16× 16 blocks.The

local orientational order ψ6(r) is calculated inside each block using

the particle based definition ψ i
6 and restricting the sum in Eq. (2.7)

over the sub-boxes. Overlapped on the heatmap are the local orien-

tation vectors (Re ψ6(r), Imψ6(r)) indicated by the arrows. Below the

stable hexatic boundary (ρσ2 < 1.001), the system shows patches of

coexisting regions of high and low hexatic order. . . . . . . . . . . . 55
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Figure 2.15 Time evolution of coarse-gained orientational order at the density

ρσ2 = 0.998. The heatmap at each time snapshot was obtained by

dividing the whole system into 16×16 blocks.The local orientational

order ψ6(r) is calculated inside each block using the particle based

definition ψ i
6 and restricting the sum in Eq. (2.7) over the sub-boxes.

Overlapped on the heatmap are the local orientation vectors (Re ψ6(r), Imψ6(r))
indicated by the arrows. The time evolutions indicate a stable macrophase

separation of high and low hexatic order. . . . . . . . . . . . . . . . 55

Figure 2.16 Distribution of local orientational order for the densities as indicated

in the legend. The whole system was divided into 100× 100 boxes

and local order is calculated for a given configuration. A total of 200

independent configurations were used to construct the probability

distribution P(ψ`
6). As the solid melts to a hexatic, the distribution

retains the uni-modal feature, but develops a fat tail with finite prob-

abilities for lower values of hexatic order. At the boundary of the

stable hexatic, we see the start of a weak bi-modality in the distribu-

tion with almost equal peaks at the density ρσ2 = 1.000. Very close

to the liquid melting point (ρσ2 = 0.997), the signature of a interme-

diate metastable state is evident. . . . . . . . . . . . . . . . . . . . . 56

Figure 3.1 Variation of the thermodynamic pressure with density for two dif-

ferent system sizes as indicated inside the plot.The inset depicts a

zoomed section of the main plot, for the comparatively larger system

size 2562, to highlight the Meyer-Wood loop within the density range

ρσ2 = 0.898 to 0.922. . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Figure 3.2 The static structure factor for different densities of the system as in-

dicated in the legend. 〈ψq〉 is calculated in the Fourier plane with

resolution interval of 0.01σ−1.The sequence depicts the melting of

the solid to a hexatic and the melting of the hexatic to an isotropic

liquid phase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

Figure 3.3 Plot of the solid order parameter (a) and its fluctuation (b) as a func-

tion density. The peak of the order parameter fluctuation occurs at a

density ρσ2 = 0.918. Irrespective of the nature of the transition, the

peak of the solid order parameter fluctuation indicates the melting of

the solid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
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Figure 3.4 Pair correlation correlation g(x,y) is shown for various densities as in-

dicated inside each plot. In the solid phase, g(x,y) shows the charac-

teristic triangular lattice structure. As the solid melts, the triangular

lattice structure overlaps with concentric hexagonal rings character-

istic of the hexatic phase. In the liquid phase, these hexagonal rings

transforms into completely symmetric circular rings that reflects the

isotropy of the system. . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Figure 3.5 The cut of the pair correlation g(x,0)− 1 is shown in the double-

logarithmic scale in (a) and in log scale in (b) for the densities indi-

cated in the legend. The black dashed line shows the plot of x−1/3 that

identifies the stable solid phase. From the decay of the correlation,

the hexatic-solid transition happens at the point ρσ2 = 0.920. For the

densities below this point, there is an exponential decay observed in

the pair correlation function. . . . . . . . . . . . . . . . . . . . . . . 67

Figure 3.6 (a)–(b):The spatial correlation of solid order parameter gG(r) is shown

in the double logarithmic scale for the densities indicated in the leg-

end. Here G = 2π/a is one of the reciprocal lattice vector out of six

vectors, at which Bragg peaks are obtained in the static structure fac-

tor plane for the stable solid phase. The black dashed line shows

the plot of r−1/3 to clearly identify the solid-hexatic melting point.

At densities below ρσ2 = 0.920, the decay of the correlation is short-

ranged. (c)–(f): Sequence of plots that depicts the shift in G2 for

different densities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

Figure 3.7 Finite size scaling of solid order parameter ψG in double logarithmic

scale. The dashed black line is the plot of (`/L)−1/3 slope that in-

dicates the boundary of the stable solid phase. For densities ρσ2 ≥
0.920 the system goes into a stable solid phase and ρσ2 = 0.920 is the

solid-hexatic melting point. . . . . . . . . . . . . . . . . . . . . . . . 70

Figure 3.8 Plot of the bond orientational order parameter (a) and its fluctuation

(b) as a function density. The peak of the order parameter fluctuation

occurs at a density ρσ2 = 0.906. . . . . . . . . . . . . . . . . . . . . . 72

Figure 3.9 Spatial correlation of the orientational order parameter g6(r) is shown

for different densities. At the density ρσ2 = 0.920, the orientational

order is long ranged and does not exhibit a decay. As the solid

melts to a hexatic, the long ranged order transforms into a quasi-

long ranged order and the correlation decays as a power law with

an exponent η ≤ 1/4. In the liquid phase the correlation becomes

short-ranged, decaying exponentially. . . . . . . . . . . . . . . . . . 74
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Figure 3.10 System size scaling of orientational order parameter ψ6 for the den-

sities indicated in the legend. The dashed line indicates the −1/4

slope and is the boundary of a stable hexatic. The data shows that

for densities ρσ2 > 0.906 the system is in a stable hexatic phase. . . 75

Figure 3.11 (a): Variation of percentage defect-fraction d f with system density

ρσ2. (b): The percentage fraction of quartets, dislocations and discli-

nations are shown as a function of the system density. (c): Plot of the

quantity dc, the percentage fraction of 5 fold and 7 fold defects that

contribute to form either a quartet, dislocation or disclination, as a

function of density. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

Figure 3.12 Defects formation and its effect on local orientation order is shown

for different phases of the system. In the top panel, particles with dif-

ferent number of neighbors are shown inside their respective voronoi

cells. They can be distinguished by different colors given to them.

The legend at the bottom of the extreme right plot represents this

color code. In the solid phase ρσ2 = 0.922 (a) and 0.920 (b), defects

mostly appear in the form of dislocation-pairs. Figure (c) shows that

the number of defects is increased at the density ρσ2 = 0.914 and

the major contribution is coming from free dislocations. In the liquid

ρσ2 = 0.890 (d) the defect-density becomes very high. The bottom

panel replicates the same system area as above. The corresponding

voronoi cells are color-coded with the local orientational order val-

ues. These figures clearly indicate that the deformation caused by

defects formation lowers the orientational order in the system. The

results shown here are obtained from a single snap shot. . . . . . . . 77

Figure 3.13 Sequence of plots that shows the spatially resolved and time-average

density profiles for the whole system. The system was divided in a

grid of 10× 10 with each sub-box dimension Lx/10×Ly/10. The av-

erage system densities are indicated on the top of the figures. Over-

lapped on this are plots of the average local orientational order in

the sub-box (for a single configuration) as indicated by the arrows.

In the solid phase, the density is uniform and there is a long range

orientational order. As the solid melts (ρσ2 < 0.920) to a hexatic

phase, coexistence of phases with different densities is observed in

the system. The high and the low density phases are associated with

long and short ranged orientational order, respectively. . . . . . . . . 78
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Figure 3.14 Sequence of plots that shows the spatially resolved orientational or-

der for the whole system for a single configuration. The system was

divided in a grid of 10× 10 with each sub-box dimension Lx/10×
Ly/10. The different densities are indicated on the top of the figures.

Overlapped on this and indicated by the arrows, are plots of the lo-

cal orientational order averaged in the sub-box. In the solid phase,

there is a long range orientational order. As the solid melts to a hex-

atic phase, in the density range of 0.910 < ρσ2 ≤ 0.920, there isolated

regions of low orientational order in the system. In contrast, in the

density regime 0.900≥ ρσ2 ≤ 0.910, coexisting phases with high and

low orientational order is observed in the system. . . . . . . . . . . 78

Figure 3.15 Time evolution of coarse-gained orientational order at the density

ρσ2 = 0.906. The heatmap at each time snapshot was obtained by

dividing the whole system into 10×10 blocks.The local orientational

order ψ6(r) is calculated inside each block using the particle based

definition ψ i
6 and restricting the sum in Eq. (3.2) over the sub-boxes.

Overlapped on the heatmap are the local orientation vectors (Re ψ6(r), Imψ6(r))
indicated by the arrows. The time evolutions indicate a stable macrophase

separation of high and low hexatic order. . . . . . . . . . . . . . . . 79

Figure 3.16 Distribution of the solid order parameter ψ`
G in a sub-system of size

Lx/50×Ly/50 for different densities as indicated in the legend. At the

solid-hexatic melting point of ρmσ2 = 0.920, the distribution is uni-

modal and peak at ψ`
G ≈ 0.6. With the melting of the solid, the peak

shifts to lower values but the uni-modal nature of the distribution

does not change. This indicates that the transition is continuous. . . 80

Figure 3.17 Distribution of the orientational order parameter ψ`
6 in a sub-system

of size Lx/10×Ly/10 for the system densities as indicated in the leg-

end. The distribution shows weak double maxima at the boundary of

the stable hexatic point ρσ2 = 0.906. The corresponding free-energy,

defined as the negative logarithm of the probability distribution, is

shown in the inset for the same three densities as in the main plot. A

clear double minima, albeit very weak, appears in the free-energy. . 82
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Figure 4.1 (a) Phase diagram in the density- frequency plane. The color code in-

dicates the values of the solid order parameter 〈ψG2〉 of the stochasti-

cally ratcheted 2d colloidal suspension at different density and ratch-

eting frequency. Sky-blue denotes high solid order. The dashed lines

through open symbols (O, ◦) show the boundaries of instability of

the solid phase. The dash-dotted line through � indicates the low

driving frequency fs below which the system can relax to instanta-

neous external potential profile. In the opposite limit of high fre-

quencies, the system feels a time- integrated constant confinement

analogous to a laser induced freezing and consequently exhibits a

high value of the order parameter. In the regime of intermediate fre-

quencies, the long range order is broken due to the particle current.

(b)-(h) Plots of time-averaged local density profiles ρ(x,y) over a sec-

tion of 10σ ×10σ area, at different densities and frequencies as indi-

cated in the figures. Their cuts ρy measured along the vertical white

dashed lines, and ρx measured along the horizontal dashed lines are

shown in the out-ward projected ordinate and abscissa, respectively. 90

Figure 4.2 Relaxation dynamics of the solid and hexatic order parameters at

ρσ2 = 1.04 (a) and ρσ2 = 0.98 (b), respectively. The time scales for

relaxation are f−1
s ≈ 6τ (a) and f−1

s ≈ 70τ (b). . . . . . . . . . . . . . 92

Figure 4.3 (color online ) (a) Variation of the scaled particle current (κρu0)
−1〈 jy〉

along the direction of the drive as a function f/ν for different densi-

ties as indicated in the legend. The solid line is plot of the function

( f/ν)/
(
1+( f/ν)2) as given by Eq. (4.2). (b) Plot of the current am-

plitude ρκu0 as a function of density. The solid line is a fit to the

data using the functional form κD0ρ3/2(1−ρ/ρc) with κD0 and ρc as

fitting parameters with values κD0 ≈ 0.22 and ρcσ2 ≈ 1.004. . . . . 94

Figure 4.4 Parametric plot of the scaled particle current (κρu0)
−1〈 jy〉 and the

solid order parameter 〈ψG2 with changing frequency f τ is shown for

three densities as indicated in the legend. The open (filled) symbols

represent the increase (decrease) of current with frequency. For bet-

ter visibility, plots at ρσ2 = 1.00 and 1.04 are shifted along the 〈ψG2〉
axis by 0.1 and 0.2, respectively. . . . . . . . . . . . . . . . . . . . . . 95
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Figure 4.5 (color online) Typical trajectories of neighboring particles are shown

for three frequencies f τ = 0.01 (a), 1.0 (b) and 30.0 (c) for a system at

a density of ρσ2 = 1.04. At low driving frequencies, even though the

trajectories are localized, we observe hopping between neighboring

lattice points along the x-direction (a). In contrast, at high driving

frequencies the trajectories are more strongly localized (c). At in-

termediate frequencies that drives higher directed current through

the system, the trajectories are extended along the direction of the

drive (b). In (d) we plot the relative mean-square displacement

〈(ui−u j)
2〉 of nearest- neighbour pairs corresponding to initial con-

figuration. We plot the results for the three ratcheting frequencies.

The results are averaged over 10 pairs of trajectories. We observe

that in the current carrying regime, f τ = 1.0, the relative displace-

ment fluctuations diverge in a diffusive manner. . . . . . . . . . . . . 97

Figure 4.6 (color online) Typical trajectories of particles at densities ρσ2 = 0.98

are shown for three different frequencies f τ = 0.01, 1 and 30. At high

frequencies the particles get localized, whereas at very low frequen-

cies localization happens only at densities above ρc. In the intermedi-

ate frequencies, at both densities the trajectories span a length scale

of ≈ 20σ −30σ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

Figure 4.7 (color online) Plot of the mean-square displacement at density ρσ2 =

1.04 for frequencies f τ = 0.01 (green), 1.0 (red) and 30.0 (blue). The

displacements in 〈∆x2〉 are shown with open symbols and that in 〈∆y2〉
are represented with filled symbols. . . . . . . . . . . . . . . . . . . 99

Figure 4.8 Plots of the static structure factor 〈ψq〉 for the densities ρσ2 = 1.04

(a-c) and 0.98 (figures d- f ). The three columns correspond to three

different frequencies f τ = 0.01 (a and d), 1.00 (b and e) and 30 (c

and f ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

Figure 4.9 System size dependence of the solid order parameter. The ratio of

mean order parameter measured over blocks of size ` = (`x× `y)
1/2

with respect to that measured over the whole system, 〈ψG2(`)〉/〈ψG2(L)〉
decays with `/L with power law (`/L)−ν . The data is shown for differ-

ent densities as indicated in the legend. The solid and open symbols

denote results at frequency f τ = 30 and f τ = 0.01, respectively. The

solid black line is a plot of the power-law (`/L)−1/3 expected at the

equilibrium KTHNY melting point. . . . . . . . . . . . . . . . . . . . 101
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Figure 4.10 Dependence of the (a) solid order parameter 〈ψG2〉 and (b) hexatic

order parameter 〈ψ6〉 as a function of frequency is plotted for differ-

ent densities as indicated in the legend on the top. The equilibrium

melting point 〈ψm
G2
〉 = 0.376 is denoted by the dashed lines in (a).

The variations of (c) 〈ψG2〉 and (d) 〈ψ6〉 are shown as a function of

the mean density for three driving frequencies f τ = 0.01, 1 and 30 as

indicated in the legends. . . . . . . . . . . . . . . . . . . . . . . . . 102

Figure 4.11 Plot of the solid order parameter 〈ψG2〉 and the hexatic order pa-

rameter 〈ψ6〉 for the equilibrium phase transition (for more details

see Chapter 2). The green dashed line denotes solid melting point

〈ψm
G2
〉 = 0.376, and the black dash-dotted line denotes the hexatic

melting point 〈ψ6〉 = 0.06. In figure (b) we show a similar plot for

the two order parameters but in the presence of a time- independent

potential of the form Uext(x,y) given in Section 4.2 with V (t) = ε. In

the presence of this potential, the hexatic does not melt in the regime

of ρσ2 ≥ 0.94. The external potential maintains a significant hexatic

order, with a value greater than 〈ψ6〉= 0.51, although the solid order

does drop below 0.376 at ρσ2 ≈ 0.96. . . . . . . . . . . . . . . . . . . 103

Figure 4.12 (color online) Plot of the finite size scaling ratio 〈ψ6(`)〉/〈ψ6(L)〉 for

three different frequencies as indicated in the legend at a density of

ρσ2 = 1.04. The inset depicts the values of 〈ψ6(`)〉 as a function of

`/L for the three driving frequencies corresponding to main plot. . . 104

Figure 4.13 Probability distributions of the local solid and hexatic order param-

eters ψ l
G2

and |ψ i
6|2. The distribution functions P(ψ l

G2
) at densities

ρσ2 = 0.98 (a) and ρσ2 = 1.04 (b). The local solid order parame-

ter is determined over subsystems of length ` = (`x× `y)
1/2, where

`x/Lx = `y/Ly = 1/14. The distribution functions of local hexatic or-

der P(|ψ i
6|2) at ρσ2 = 0.98 (c) and 1.04 (d), corresponding to four

representative ratcheting frequencies as indicated in the legends. . . 105

Figure 4.14 (Color Online) The pair correlation functions g(x,0)− g(∞,0) calcu-

lated at the mean densities ρσ2 = 0.98 (a) and 1.04 (b) for the fre-

quencies indicated in the legends. . . . . . . . . . . . . . . . . . . . 106

Figure 4.15 Pair correlation functions in the driven 2D colloidal suspension at

densities ρσ2 = 1.04 in the top panels (a-c) and ρσ2=0.98 in the bot-

tom panels (d- f ) corresponding to three different frequencies f τ =

0.01 (left column), f τ = 1 (middle column) and f τ = 30 (right col-

umn). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
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Figure 4.16 Plots of g(x,0)− g(∞,0) at different densities ρσ2 of the system for

frequencies f τ indicated in the legends. In (a)–(h) we show the data

near the high-frequency phase boundary, and in (i)–(p) near the low-

frequency phase boundary. The solid black lines denote the power

law x−1/3 that indicates the expected correlation at the solid melting

point within KTHNY thoery31–33. . . . . . . . . . . . . . . . . . . . . 108

Figure 4.17 (a)-(d): Configurations of the system in 100σ ×100σ sub-volumes at

a density of ρσ2 = 1.04 for frequencies f τ = 0.01 (a), 1 (b), 10 (c)

and 30 (d). The particles are color coded according to the number

of their topological neighbors nv, with gray (nv = 6), blue (nv = 7),

red (nv = 5), purple (nv = 4), and yellow (nv = 8), as shown in the

legend on top of (d). (e) The figure highlights the hexatic order in a

region containing a connected string of defects marked by a dashed-

box of size 20σ ×20σ in (b). The Voronoi tesselations are shown for

each particle within the box and are color coded according to the

local value of the hexatic order. The arrows denote the orientation

of the local hexatic order ψ i
6. ( f ) Indicate typical examples of defect

quartets, dislocations and defect clusters that appear in the system. . 109

Figure 4.18 (a) Plot of the total defect percentage Nd as a function of time for

three different driving frequencies as indicated in the legend. The

density of the system is ρσ2 = 1.04. At high frequency the system

remains in a solid phase, and the defect formation is significantly

low (Nd < 1%). On the other hand, in the opposite limit of low fre-

quency, f τ = 0.01, the defect formation follows the swicthing of the

driving potential, Nd switches between two values. In the interme-

diate current carrying regime, the formation of the defects is max-

imized. The defects are further classified by types, e.g., quartets,

dislocations, clusters, and disclinations. (b) The average defect per-

centage 〈Nd〉 shows a non-monotonic variation with the ratcheting

frequency. We show results at three densities denoted in the legend.

(c) Variation of the time averaged percentage fraction of the indi-

vidual defect types, the quartets, dislocations, defect clusters, and

disclinations with ratcheting frequency. . . . . . . . . . . . . . . . . 110
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