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Abstract
There is presently an increased research activity in understanding the nature of

optical force when ultrashort pulsed excitation is used to trap and manipulate

objects with sizes ranging from micrometers down to nanometers. Such a "fem-

tosecond laser tweezer" is peculiarly promising because the nature of the force

can be dramatically tuned owing to optical nonlinearity. In this thesis, we have

studied the role of optical Kerr effect in laser trapping theoretically as well as

experimentally.

In the first part of this thesis, we have shown numerical simulations using different

theories such as dipole approximation formulation, geometric optics formulation,

generalized Lorenz Mie theory (using localized approximation), and exact Mie

theory under both continuous-wave (CW) and pulsed excitation for dielectric as

well as metallic particles. It has been shown that owing to optical nonlinearity,

the escape potential (the height of the axial trapping potential barrier along the

beam propagation direction), not absolute potential (the absolute depth of the

axial trapping potential), is the relevant parameter for stability of an optical trap

created by a train of femtosecond laser pulses. We have optimized the average

power and particle size by fixing the other parameters in numerical simulations

for micron to nanometer-sized particles. Also, we have demonstrated that the

optical trapping force/potential can be reversed (from repulsive to attractive),

upon switching from CW to pulsed excitation. The results open up the possi-

bility of utilizing optical nonlinearity for facile optical manipulation/sorting by

controlled reversal of optical force. Later, we have extended our study from

dielectric to metal nanoparticles and observed that the initial disappearance of

trapping potential well along the axial direction with an increase in laser power

but subsequent reappearance at higher laser power. These studies show how one

can harness optical Kerr effect to fine-tune the stability of an optical trap and

thereby have controlled optical manipulation.

In the second part of this thesis, we have performed experiments to test the theo-

retical results. We have designed and built a complete table-top optical tweezer

set-up with versatile detection modalities: wide-field detection mode using camera
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required for spatial resolution and point detection mode using photomultiplier

tubes for temporal resolution. To quantify the pulse-width at the sample posi-

tion of optical tweezer set-up, we have used collinear two-photon fluorescence

(TPF) autocorrelation. Firstly, we have explored the physics of the nonlinear

nature of optical trapping force/potential under ultra-short pulsed excitation

for micron-sized particles. Thus, we have presented the very first attempt in

building a bridge between nonlinear optical phenomena and optical trapping

by a combination of theory and experiment. Here, we have provided a model

to elucidate sequential events (drag, adjustment, equilibration, fluctuation and

ejection) in optical trapping dynamics and showed how we can map the highly

asymmetric axial potential created by a femtosecond pulse-train. Later, we have

extended our study from micron to nanometer-sized dielectric particles. We have

shown that while TPF signal decays over time due to photobleaching but this

signal is useful to know whether a particle is dragged towards the trap, in contrast,

backscattered signal provides detailed information about the particle’s dynamics

inside the optical trap. Therefore, a simultaneous detection set-up is essential to

capture the trapping events of fluorescent particles.

Considering fine-tuning of trap-stiffness through optical nonlinearity, we envision

far-reaching applications of using ultra-short pulsed excitation in laser trapping

and manipulation.
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1General introduction

The interaction of light with matter gives rise to the exciting effects that have

captured the imagination of man over centuries. Research in optics encompasses

a very diverse field ranging from something as trivial as refraction through a

lens to as intricate ideas as using light to trap atoms and small particles. Optical

trapping is one of the fascinating techniques that is used to trap and manipulate

objects with sizes ranging from micrometers down to nanometers. It works on the

principle that light carries momentum and can, therefore, exert force on objects.

There is presently an increased research activity in understanding the nature of

optical force when ultrashort pulsed excitation is used. This thesis endeavors to

construct a bridge between relevant concepts of optical trapping and nonlinear

optical phenomena. So first, I will discuss the basics of optical tweezer in detail

and then its history followed by mathematical formulation.

1.1 Introduction of optical tweezer
Optical tweezer is a versatile technique that finds numerous applications in the

field of chemistry, biology, plasmonics, colloidal science, and nanophotonics for

solving various problems. Optical tweezer is typically a modified version of optical

microscopes. The progress of optical tweezer from an elementry microscope to a

state of the art instrument which can control the dynamics of single particle. It

can measure the force that is of the order of pN and displacement of the order of

nm. The basic principle of this technique is based on radiation pressure. Trillions

of photons every second bombard us, but we are too massive to be pushed

or pulled by the tiny momenta of the photons. However, when it is all about

atoms, molecules, and particles of colloidal dimension, the force is significant.

In recent years many researchers are investigating different techniques such as

single and dual-beam optical trap [1], magnetic tweezer [2], acoustic tweezer [3],

dielectrophoretic trapping [4], hydrodynamic trapping with microfluidic valving

[5] to capture the dynamics of micron and nano-sized particles in the various

field of sciences. All these techniques have their advantages and disadvantages

according to the requirements. Over the decades, single-beam optical tweezer has

become a known technique for manipulating viruses and bacteria [6], yeast cell,

blood cell, protozoa [7, 8], chromosomes [9], bacterial flagella [10], internal cell

surgery [11], sperm cells [12, 13], motor molecules driving mitochondrion and

latex spheres along microtubules [14, 15], vesicle [16–18], DNA [19], dielectric
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[1, 20, 21], metallic particles [22–26], etc. Optical tweezer can also be used

for [21] cooling down atoms and molecules from temperatures ranging several

hundreds of degrees kelvin to nanokelvin.

1.2 The journey of implementing the
radiation pressure concept in optical tweezer
Although Optical tweezer was invented in the 20th century, the origin of this

concept can be traced back to the observation of Halley’s comet as early as the

15th century where for the first time, 21 comets were seen together [27, 28]. This

marked the beginning of comet tail science, and researchers started exploring

the science behind the comet tail. In 1531, Peter Apian a German astronomer,

observed that independent of the direction of motion of planets or weather, the

comet tails always point away from the Sun. In 1577, Tycho Brahe observed this

phenomenon night after night but was not able to comment on the motion of the

comet tail because the trajectory of the moon and Sun around the earth was not

very clear at that point in time [29]. In 1609, Johannes Kepler, a great mathemati-

cian took this challenging problem and elucidated Tycho Brahe’s observations

[30]. Although Johannes Kepler lived in an era where there was no distinction be-

tween astrology and astronomy, there was a clear difference between astronomy

and physics. To determine the trajectory of the comet tail, he faced many hurdles.

Therefore, Johannes Kepler presumed that earth follows an elliptical path and the

comet motion follows a straight line in the solar system. Alongside, he referred

the 1607 the comet database and solved the problem qualitatively. In 1623,

Galileo argued that the comets were optical phenomena and Descartes thought

that the comets were bodies that travels from one galaxy system to another. Both

theories were not accepted because no appropriate explanation was found. Later

in the century, the path of the comet’s tails was agreed to be elliptical or parabolic

instead of a straight line. Still, no conclusive evidence was found. In 1687,

Newton introduced the comet as a member of the solar system and proposed that

the comet’s trajectory is the same as other planets in solar system. He investigated

the occurrence of the comet tail based on four fundamental assumptions [29,

31]: (1) thick atmosphere exists around the comets, (2) comet tail rises from the

comet’s atmosphere, (3) comet tail is pointing away from the Sun due to solar

heat, and (4) comets are moving in ambient ether medium. In 1705, Edmond

Halley took this challenging problem as a mission and incorporated Newton’s
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idea along with all the existing database from previous centuries and observed

that comet was appearing in 1533, 1607, and 1682 was following the same path.

Subsequently, he concluded that comets are moving along the parabolic path and

along with this he also predicted that the next comet tail will appear in 1758. The

comet came to be known as Halley’s comet because according to his prediction,

comet appeared in 1758 (on a Christmas Day), but unfortunately, he died in 1742.

Then researchers focused on the other parameters of Halley’s comet-like mass,

and frequency of appearance, etc. Later in 1811, Heinrich Olbers proposed that

pressure of light could be responsible for pointing the comet tail away from the

Sun. Following this proposal in 1836, a German astronomer and mathematician

Friedrich Bessel started working on this. They determined that a repulsive force

opposite to the direction of Sun’s radiation is experienced by the particles. In

1876, Italian physicist Adolfo Bartoli also explained radiation pressure in terms of

the second law of thermodynamics [32]. Feodor Bredikhin further revised the

theory in 1877 and introduced a new concept depending on the repulsive force.

In 1900, Svante Arrhenius identified the repulsive force acting on the dust particle

as radiation pressure by sunlight. In 1901, the same concept of radiation pressure

was modified by Karl Schwarzschild. In 1873, James Clerk Maxwell Scottish

physicist gave a fantastic theory which is known as Theory of Electromagnetism

"In a medium in which the waves are propagated, there is a pressure in the direction

normal to the wave, and numerically equal to the energy contained in unit volume".

This theory contributed significantly to solve the problem [33, 34]. Till that

time no experimental evidence was observed for radiation pressure. Later in

the beginning of 19th century in 1901 an experimental evidence of radiation

pressure was found by Pyotr Nikolaevich Lebedev using a torsional pendulum

at the University of Moscow [35]. Later in the same year, Ernest Fox Nichols

and Gordon Ferrie Hull also demonstrated radiation pressure and the transfer of

momentum between light and matter at Dartmouth University, where they used

high gas pressure and silver glass vanes. In contrast, P. N. Lebedev used low gas

pressure, and they concluded that both experiments could verify the existence

of radiation pressure qualitatively [36, 37]. In 1903 the same group published

quantitative evidence of radiation pressure [38]. The LASER was invented in

1960s, and Arthur Ashkin was the first in that century to give a qualitative and

quantitative existence of radiation pressure concept by accelerating and trapping

of microsphere using argon laser having wavelength 514.5 nm along with TEM00

mode (Gaussian) beam profile [1] in 1970. Sixteen years later, in 1986, he
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successfully invented the technique called Optical Tweezer by trapping a single

particle using a highly focused Gaussian beam [39]. Very recently in 2018, Arthur

Ashkin has been awarded Nobel prize in Physics for his pioneering research.

1.3 Early development in optical tweezer
Arthur Ashkin is known as the father of optical tweezer [1, 21, 39]. His work

started around the era of the Second World War when he was pursuing his

graduation from Columbia University. He joined the Columbia radiation lab

because he was fascinated by the field of radiation pressure. During this time, he

learned about MASER. Later the concept of MASER was implemented to LASER

[40]. This work played a crucial role in developing the field of optical trapping.

In 1947, he received his Bachelor’s degree in Physics from Columbia University.

Then he moved to Cornell University for pursuing a Ph.D. in nuclear physics, and

in 1952 he received his doctorate. Afterward, Sidney Millman recommended

him to join the Bell Laboratories because of his remarkable work. To explore the

Johannes Kepler and James Clerk Maxwell radiation pressure concept [41], he

designed a simple experiment using MASER having a wavelength around 3 cm

along with megawatt magnetrons. His idea worked extremely well, and it became

experimental evidence of radiation pressure in magnetrons. Later on, in 1960,

Theodore H. Maiman invented LASER at Hughes Research Laboratories [42].

During the next decade, A. Ashkin observed an unfamiliar motion of dust particles

within the resonant cavity of the visible laser. He hypothesized that particles are

drawn towards the beam center and move along the direction of propagation due

to the radiation pressure of the light. To quantify this phenomenon, he came up

with a straightforward experiment with a micron-sized transparent sphere using

a focused laser beam. In this experiment, he had used a glass coverslip for the

sample. After that, he thought about a way to replace this glass coverslip with

any other counter-propagating wall (which need not necessarily be a physical

wall). Consequently, he came up with an idea of using another laser beam, which

propagates opposite to the direction of propagation of the first laser. In 1970,

his idea worked successfully, and trapping of the particle was detected using

a dual-beam optical trap which paved the way to levitation traps. The basic

idea behind this experiment was that if light exerts a force on the particle, it

results in canceling the scattering force acting on the particle. The particle can be

confined in the vicinity of focal volume forever due to the counter-propagation
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of the second laser beam. Now, the question is whether it is possible to trap a

single particle using a single beam instead of dual-beam [21] because the main

challenge in the dual-beam optical trap is coinciding the focal plane of both the

counter-propagating laser beams to trap the object within the focal plane. In

a single beam optical tweezer, the scattering force (acting along the direction

of propagation of laser beam) pushes the particle away from the trap while the

gradient force (acting along all the three direction) pulls the particle towards the

trap.

A stimulating personal experience may be found in references [6, 8, 43, 44]. His

first groundbreaking work was published in "Physical Review Letter (PRL)" [1].

He tried to apply this concept in biophysics like bacteria, live cell [6, 8, 44], etc.

For later research, he approached Jim Gordon who developed MASER and Jim

Gordon found his work interesting and agreed with the results [45–47]. They

collaborated and explicated the "Optical Earnshaw Theorem" which explained the

optical gradient and scattering force [48].

In 1984 Steven Chu arrived at Holmdel from the Bell Labs in Murray Hill and

collaborated with John Bjorkholm, Leo Holberg and Arthur Ashkin on the project.

Afterward, the breakthrough discovery of the century in this field came up, which

is atom cooling and trapping. This discovery was awarded Nobel prize in 1997

to Steven Chu of Stanford University, Claude Cohen-Tannoudji of the Collège de

France and Ecole Normale Supérieure, Paris, and William Phillips of the National

Institute of Standards and Technology (NIST) in Maryland [49]. The importance

of atom cooling and trapping technique is that we can cool down the atom to

few microkelvins while a single beam trap can cool down the atom to a few

Kelvin. This breakthrough changed the perspective of the scientific community,

and the discovery of LASER-cooled Bose-Einstein Condensation (BEC) came up

[50–53]. In 1986, Arthur Ashkin could witness the big moment of his experiment,

and an optical tweezer was discovered (single-beam gradient force trap). The

particles were indeed getting dragged towards the focal volume because of the

huge gradient force that acts on the particle with a single, tightly focused laser

beam. Subsequently, he gave a theoretical model for his experimental evidence.

He elucidated that two kinds of forces are acting on the particle: one is scattering

force along the direction of propagation, and the other is the gradient force acting

along all the three directions [39]. Eventually, optical tweezer opened up many

different applications in different fields of science.
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1.4 Work done so far in optical tweezer
Optical tweezer is a powerful technique to study light-matter interaction, and due

to its remarkable property of manipulating the micron to nanometer-sized object,

this technique is unique as compared to others. It has potential applications

in the field of research as well as real-life applications in measuring the force,

elasticity, torsion, and position of a trapped object. Arthur Ashkin showed, for

the first time, a single-beam optical trap in 1986 using polystyrene particles [39].

Later on, he showed the application of optical tweezer in the manipulation of

complex biological compounds [6, 8, 13, 14]. In 1993, Steven Block and his

collaborators performed the first direct measurement of the movement of individ-

ual kinesin [54]. The basic optical tweezer technique was eventually integrated

with a quadrant photodiode (QPD) to measure sub-nanometer displacement and

to enhance the spatial-temporal resolution of trapped objects [55]. In 1994, an

advanced technique of optical tweezer known as “Optical spanner” was proposed,

which can be used to manipulate the rotational degrees of freedom. Miles Pad-

gett implemented this idea and Les Allen from the University of St. Andrews

in Scotland [56] in optical tweezer in 1996, which leads to the discovery of

optical spanner. However, an optical spanner works only with a special type

of laser beam called a Laguerre-Gaussian beam or higher-order Gaussian beam

because they have a helical wave-front and their Poynting vector spirals about

the axis of the beam which helps to rotate the particle [57]. Optical tweezer

was integrated with Raman spectroscopy to measure the chemical composition

and physical properties of a single trapped particle via molecular vibrational

spectroscopy known as Raman tweezers [58–60]. Raman spectra, along with the

optical trapping, were first time measured from the levitation glass sphere and

quartz microcrystals in the air in 1984 [61]. Later on, this technique was applied

for biological compounds [62–64] due to its unique property of collecting Raman

spectrum during the experiment because, during the experiment, cells or spores

can grow, change and reproduce in buffer liquid or air. Laser Trapping Raman

Spectroscopy (LTRS) helps to understand the dynamics of these cells. Afterward,

enhancement in the Raman scattering was observed for bacterial spores using op-

tical trapping [65]. In 2002, Holographic Optical Tweezer (HOT) was developed

by David G. Grier. Interaction dynamics of the trapped particle can be studied

using HOT in which HOT uses computer-generated hologram (experimentally

can be implemented by spatial light modulator or diffractive optical element)

to split a single collimated laser beam into several beams [66]. In 2004 Kishan
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Dholakia used pulsed excitation instead of continuous-wave excitation and found

the experimental evidence of optical trapping using femtosecond laser pulses,

which are known as femtosecond optical tweezers for the first time [67, 68].

To study the plasmonic effect in metallic particle/rod through optical tweezer

was modified to surface plasmon optical tweezers [69–71]. Thermal [72] and

magnetic [55] tweezer were also developed to study the heating and magnetic

effect of trapped particles, respectively. Continuous advancements in this field

have been useful to study micro to nano-size particles both theoretically and

experimentally. As a result, in 2011 single protein molecule of Bovine Serum

Albumin (BSA) having a hydrodynamic radius of 3.4 nm was trapped [73]. Very

recently, a hypothetical model was proposed by our group, which suggested that

in the case of femtosecond optical tweezers, peak power is very high as compared

to the average power of CW laser; consequently, the potential created in the focal

plane has a steep well depth. The generation of the potential well depends upon

the repetition rate of pulses, and steepness depends on the pulse width [74].

These advancements in the field of optical tweezer are used by few researchers to

detect the early stages of certain diseases like malarial/cancer infection with a

minimal amount of blood sample. Red Blood Cells (RBCs) are trapped in optical

tweezer, which show the Brownian motion. The two samples were taken: infected

RBCs and normal RBCs. The Brownian motion of the infected RBCs was different

from that of normal RBCs. It was observed that the Brownian fluctuations were

expressed as the corner frequency. The corner frequency of the infected RBCs

was more than that of the normal RBCs [75, 76].

Recently, the role of low-power high-repetition-rate ultrafast pulsed excitation

on trapping efficiency has been investigated for larger dielectric particles having

diameter greater than 0.5 µm [13, 68, 77–81]. Such excitation results in stable

trapping of individual dielectric nanoparticles with diameter ≤ 0.1 µm for ex-

ample, trapping of 100 nm diameter latex nanosphere [82, 83] and 10-20 nm

diameter Cd-Se quantum dots [74, 83]. Stable trapping is confirmed by sensitive

measurement of precise step-wise rise in two-photon fluorescence and/or scatter-

ing signal. The small dimension of nanoparticles leads to faster diffusion; however,

the high pulse peak power results in a steep trapping potential to overcome these

challenges associated. Also, the high pulse repetition-rate restricts diffusion of the

trapped particle out of focus during the dead-time between consecutive pulses

[74, 82, 83]. A phenomenological description has been put forward to capture the

underlying physics behind the enhanced trapping efficiency with such excitation
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[74]. The repetitive instantaneous momentum transfer by a train of pulses with

typically 100 fs pulse-width at 100 MHz repetition rate (i.e., with the 10 ns time

lag between consecutive pulses) ensures that the trap is stable. But the response

of the particle to an instantaneous momentum transfer is dictated by the trapped

particle’s inertial time (which is inversely related to the particle size). Thus, a

smaller particle having a diameter of ≤ 0.1 µm can respond to this impulsive

force. However, for a larger particle with diameter ≥ 0.5 µm, the typical inertial

time is several tens of nanoseconds; As a result, the particle always respond to

cumulative momentum transfer by several pulses in the pulse train such that the

trapping efficiencies turn out to be the same under pulsed and continuous-wave

(CW) excitation [13, 68, 77–80]. In addition to that, even after chirping the

pulse-width remains too small to have any effect such that the trapping efficiency

turns out to be independent of femto- to pico-second pulse-chirping [77].

In the case of such high peak-power pulsed excitation combined with the tight-

focusing condition, the nonlinear optical effects become non-negligible, and the

role of these nonlinear effects in determining the trapping efficiency has not yet

been explored well. We have theoretically shown that for a dielectric particle,

the OKE always has a stabilizing effect on the radial component of trapping

potential, but it significantly modulates the axial component. At lower power

level, the fine balance between the gradient force and the scattering force along

axial direction renders the trap progressively more stable upon increasing the

power; however, above a critical power level, the trend is reversed leading to an

unstable trap along the axial direction. With an increase in power, the trapping

potential along axial direction becomes more asymmetric, and to quantify the

trapping efficiency, the appropriate quantity is the height of the potential barrier

along beam propagation direction and not the absolute depth of the trapping

potential which is contrary to the common understanding in existing literature

regarding the stability of an optical trap. We have also discussed under what

optimal excitation parameters the dipole trap is most stable.

In the recent years, trapping of nanoparticles (≤ 100 nm; latex bead, CdS, ZnS,

core-shell, hollow sphere, and metallic particles) have gained attention due to its

numerous applications in nanophotonics [6, 83, 84]. As particle size decreases,

diffusivity increases and Brownian fluctuations become larger in amplitude, which

makes trapping more challenging. These Brownian fluctuations can be controlled

by using high repetition rate ultrafast pulsed excitation instead of continuous

wave (CW) excitation for stable trapping of nanoparticles. The nature of the
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potential well must be much steeper than that of conventional trapping potential

needed to trap micron-sized particles. A shallower potential leads to a large am-

plitude motion of the trapped nanoparticle inside the potential well. On the other

hand, a steeper potential leads to stable spatial confinement of the nanoparticle

[74]. In a recent study of high repetition rate ultrafast pulsed excitation (chapter

1 to 6), it was shown that nonlinearity exhibits a significant effect that is not ob-

served in the continuous wave (CW) excitation. Including the nonlinearity shows

that for stable trapping, there should be a balance between the scattering and

gradient forces, and any further increase in the scattering force will destabilize the

trap. Nonlinear effects bring a significant change at a similar power level under

CW and pulsed excitation. However, still, it is not clear why femtosecond should

be advantageous over CW excitation because trapping can be done even by a

simple laser. One possible explanation could be that high repetition rate ultrafast

pulsed excitation offers a very steep potential, which helps in the trapping of very

small size particle because of its high peak power. However, there is no concrete

evidence behind this hypothesis. Many researchers have modulated the potential

well using higher-order Gaussian beam, Bessel beam, etc. This technique opened

a new world of single-molecule spectroscopy that resulted in some landmark

research work.

1.5 Importance of optical tweezer over other
techniques
Number of techniques such as Optical tweezer (OT), magnetic tweezer (MT) [2,

55], electromagnetic tweezer (ET) [85], atomic force microscopy (AFM) [55],

micro-needle manipulation [86], bio-membrane force probe [87], flow-induced

stretching, [88, 89] electrophoresis, and micropipette [90] has been developed

simultaneously or over time to understand the dynamics of a single particle or

molecule. Each one of them has its own advantages and disadvantages (as listed

in Table 5.1) [55, 90, 91] depending upon certain condition. Based on what

we want to study, the researchers have to compromise one aspect of the chosen

technique over the other. Among these techniques, Optical tweezers provide

higher resolution spatially and temporally as compared to other techniques. The

optical tweezer technique is limited by thermal heating. When the trapping beam

is focused, the typical intensity is 109-1012 W/cm2 at the focal plane, which results

in a significant chnage in temprature [92, 93]. The optical tweezer technique
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Techniques OT MT AFM ET

Type Non-
Contact

Non-
Contact

Contact Non-
contact

Spatial Reso-
lution (nm)

0.1-2 5-10 0.5-1 2-10

Temporal Res-
olution (s)

10−4 10−1-10−2 10−3 10−4

Stiffness
(pN/nm)

0.005-1 10−3-10−6 10-105 10−4

Force (pN) 0.1-1000 0.001-100 10-10000 0.01-
10000

Displacement
Range (nm)

0.1-
100000

5-10000 0.5-10000 5-100000

Probe size
(µm)

0.25-15 0.5-5 100-250 0.5-5

Energy Dissi-
pation

Yes No No No

Surface Con-
siderations

No No Yes No

Low Cost Yes Yes No Yes

Features Low noise
and low
drift

Force-
clamp,
Bead rota-
tion, and
specific
interaction

High-
resolution
imaging

Force-
clamp,
Bead
rotation

Limitations Photo-
damage,
Sample
heating,
and Non-
specific

No con-
trolled
manipu-
lation of
dielectric
particles

High stiff-
ness probe
and mini-
mal force
nonspe-
cific

Force hys-
teresis

Tab. 1.1.: Comparison of force spectroscopy technique.

allows heat dissipation, but laser heating can be minimized by using a modified

profile of trapping beam both spatially and temporally. It can also be minimized

if we use a pulsed laser rather than a CW laser. In the case of pulse excitation,

there is a time interval between two consecutive pulses, depending upon the
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repetition rate. Therefore, laser heating can be dissipated to the surrounding

medium, which prevents the sample from radiation damage and minimizes the

accumulation of heating effects. From the above discussion, we can say that

optical tweezer is one of the best techniques to study the dynamics of a single

particle or a single molecule. It opens up a whole new world for biological

complex compounds; few are listed here: force estimation for Kinesin motors,

microtubules, cytoplasm of cells, other molecular motors, mechanical studies

of bacterial flagella, chromosome manipulation during mitosis, chromosome

dissection, microsurgery and manipulation of cells in vivo, controlled cell fusion,

kinetic studies of DNA and RNA, etc.

1.6 Thesis at a glance
In this thesis, we have studied the role of optical Kerr effect (OKE) in laser

trapping theoretically as well as experimentally under both CW, and pulsed ex-

citations for dielectric and metallic particles and optical trapping dynamics of

micron to nano-sized particles is studied while the particle is confined within

the optical trap. The experimental results are compared with our theoretical

model. The specific question which we have asked is: Does femtosecond pulse

excitation provides a better or worse or similar trapping efficiency (stability) than

CW excitation at similar average power level?

My thesis is divided into two part: part A: Theory (chapter 2 to 7) and part

B: Experiment (chapter 8 to 10).

Part A: Theory: In chapter 2, detailed mathematical formulations are given

for dipole approximation, geometric optics (GO) approximation, Generalized

Lorenz Mie Theory (GLMT), and exact Mie theory (EMT) for trapping including

optical nonlinearity.

In chapter 3, we have studied the effect of OKE in laser trapping using dipole

approximation under both CW and pulsed excitation. A tight focusing condition

under pulsed excitation results in a significant contribution of the nonlinear effect,

which cannot be ignored. However, under CW excitation, these effects can be

ignored. Under pulsed excitation, with an increase in laser power, the radial

component of the trapping potential becomes progressively more stable, but the

axial component is dramatically modulated due to the significant contribution

of OKE. We have justified that the relevant parameter to quantify the trapping
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efficiency is escape potential (the height of the potential barrier along the beam

propagation direction), not the absolute potential (absolute depth of the global

potential minimum). We have also discussed the optimal excitation parameters

leading to the most stable dipole trap. In addition, we have demonstrated that the

nature of the force/potential curves is highly dependent on the relative refractive

index of the particles. At similar conditions, CW excitation shows repulsive force

while pulsed excitation shows attractive force because under pulse excitation

overall relative refractive index is modulated by the notable contribution of the

nonlinear refractive index. Thus, the relative refractive index value for any mate-

rial with significant optical nonlinearity can be controlled by changing the average

power (hence, the peak power) of the laser beam. Therefore, both CW and pulsed

excitations have their pros and cons depending upon the linear and nonlinear

refractive indexes of the dielectric nanoparticles and surrounding medium. Sim-

ilar results are obtained for metamaterials as well. Our results show excellent

agreement with previous experiments. With these results, we have contradicted

the notion earlier believed: The optical potential created by the tightly focused laser

is quite skewed along axial direction. As scattering force is a dominant factor for

the occurrence of asymmetry in the potential well, hence, the optical potential is

anharmonic under both CW and pulsed excitation. Therefore, the ejection of the

particle is always along the axial direction.Later, using dipole approximation, we

have theoretically demonstrated that for hollow-core polystyrene nanoparticles,

the optical trapping force/potential can be reversed from repulsive to attractive,

upon switching from CW to pulsed excitation. The results open up the possibility

of utilizing optical nonlinearity for facile optical manipulation/sorting by con-

trolled reversal of optical force. Considering wide-ranging applications of hybrid

and hollow-core nanoparticles, we envision the far-reaching application of facile

optical sorting/manipulation in a user-defined way.

A theoretical underpinning is yet to be established whether the effect of optical

nonlinearity is omnipresent across different particle sizes or not. This issue has

been investigated in chapter 4. Here we have demonstrated the role of OKE for

arbitrary sized conventional, hybrid, and hollow-core nanoparticles under both

CW and pulsed excitation using GLMT with localized approximation. First, we

have analyzed the nature of force/potential for spherical particles and provided a

detailed comparative discussion between this generalized scattering formulations

with dipole scattering formulation for dielectric nanoparticles. Later, we have

extended the study to find the role of OKE in hybrid nanoparticles using GLMT
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with localized approximation which is compared with dipole approximation and

obtained similar results as discussed in chapter 3.

In chapter 5, we have studied the effect of OKE on a micron-sized spherical

dielectric particles. The optical force on a micrometer-sized dielectric sphere in a

single-beam gradient laser trap was formulated by considering the 2D distribution

of rays for a plane-wave excitation using GO approximation. We have shown how

the inclusion of OKE results in the significant change of the force curves along

axial direction under femtosecond pulsed excitation compared with CW excitation.

Most importantly, similar to the optical trapping of nanoparticles under ultrafast

pulsed excitation, we have shown that the escape potential also governs the

efficiency of trapping of micron-sized particles (and not by the absolute potential)

of the axial trapping potential. Firstly, we explained formulation for flat-top

beam profile, but laser beams usually have a Gaussian transverse intensity profile,

which, upon tight focusing, leads to a 3D optical trap. Later, we have systemati-

cally formulated a generalized ray/GO formalism for estimating force/potential

for both flat-top and Gaussian laser beams using the 2D distribution of light rays

as well as the 3D distribution of light cones. We have also compared our method

with the EMT. Also, we have presented a detailed discussion on the nature of

force/potential considering the OKE under pulsed excitation and showed that GO

approximation is dependent on the particle size, which was earlier believed to be

independent of particle size.

Ashkin compared different theories and concluded that EMT holds the overall

regime and yields better results than others. But this presents some problems

when confronted with the phenomenon of bending of light in a medium. In

chapter 6, the definition of bending of light inside the medium is reformulated,

and then using this new definition, we compared EMT with GO approximation

and dipole approximation. It is found that dipole approximation and GLMT

using localized approximation do not match with EMT, while GO does stand in

agreement with EMT under CW excitation. When nonlinearity is incorporated,

GO results deviate from those of EMT. So, in these two particular limits, EMT

cannot be used for an accurate qualitative or quantitative prediction of force

under pulse excitation, but it holds for Mie regime.

In addition to this, metallic nanoparticles have gained a lot of attention in the

field of optical trapping because of their intrinsic behavior of surface plasmon

resonance effects, which arise upon interaction with electromagnetic radiation

that enables a large number of nano-optical applications of high current interest.
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In chapter 7, we have extended our study from dielectric to metal nanoparticles

and found quite interesting results. We have observed that the initial disappear-

ance of trapping potential well along the axial direction with an increase in laser

power but subsequent reappearance at higher laser power. This shows how one

can harness OKE to fine-tune the stability of an optical trap and thereby have

controlled optical manipulation.

Part B: Experiment: To perform experiments to test the theoretical results,

we have designed and built a complete table-top optical tweezer set-up with ver-

satile detection modalities: wide-field detection mode using camera (with CMOS

detector) required for spatial resolution and point detection mode using photo-

multiplier tubes (PMTs) for temporal resolution. In wide-field detection, we

can capture dark-field images to record either two-photon fluorescence (TPF)

image (for fluorophore coated particles) or back-scatter images (for both coated

and uncoated particles); alternatively, we can use white-light illumination to

capture transmitted bright-field images. In point detection mode, we can simulta-

neously detect both TPF and back-scatter. In chapter 8, we have discussed the

experimental set-up, which is used while performing the experiment followed

by the characterization of laser pulses, preparation of the sample, data analysis,

etc. The quantification of pulse width at the sample position of optical tweezer

set-up using second harmonic generation (SHG), autocorrelation is challenging.

Thus, we have performed free-space measurement of pulse width using both SHG

and TPF autocorrelation, and obtained similar pulse width. Therefore, we have

measured pulsed use TPF signal from Rhodamin6G to measure pulse width at the

sample position of the optical tweezer set-up.

In chapter 9, we have explored the physics of the nonlinear nature of optical

trapping force/potential under ultra-short pulsed excitation for micron-sized

particles. Here, we have also developed a generalized theory to numerically

estimate trapping force/potential including optical nonlinearity, and implement a

variety of detection modalities to capture particle’s real-time trajectories under

ultra-short pulsed excitation. By a combination of theory and experiment, we

provide a model to elucidate sequential events (drag, adjustment, equilibration,

fluctuation, and ejection) in optical trapping dynamics and showed how we could

map the highly asymmetric axial potential created by a femtosecond pulse-train.

Considering fine-tuning of trap-stiffness through optical nonlinearity, we envision

far-reaching applications of using ultra-short pulsed excitation in laser trapping
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and manipulation.

In chapter 10, high-repetition-rate ultrafast pulse excitation has been identified

to play a vital role in stable trapping of dielectric nanoparticles assisted by optical

nonlinearity due to its high peak power. We have demonstrated the trapping

of 100-nm fluorescent polystyrene particles by simultaneous detection of both

TPF and back-scattered signals. Here, we have shown that TPF signal decays

over time due to photo-bleaching, but this signal is useful to know whether a

particle is dragged towards the trap. In contrast, the back-scatter signal provides

detailed information about the particle’s trapping dynamics inside the optical

trap. We have also discussed pros and cons of the moving-averaging method

and concluded that the number of points for moving point averaging should be

chosen judiciously in such a way that our signal should be smoothened enough

to extract the information about the particles’ trapping dynamics but not at the

expense of losing it.

In chapter 11, we have discussed the overall conclusion and future aspects of

this work.
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PART A: THEORY





2A detailed mathematical

description of different

theories

2.1 Introduction
Here, we have considered that the particle to be isotropic, homogeneous, non-

magnetic, and spherical.

Optical tweezer is characterized into three different regimes based on the scaling

between the wavelength of the trapping beam (λ) and particle size (d is the

diameter of the particle): Dipole/Rayleigh where the particle size is approximately

ten times smaller than the wavelength of the trapping beam (λ � d ) [94],

geometric optics (GO)/ray optics [95, 96] where the particle size is approximately

ten times greater than the wavelength of the trapping beam (λ � d) and Mie

regime where the particle size is approximately equal to the wavelength of the

trapping beam (λ ≈ d) [94].

The confinement of the particle within the optical trap depends on the RI of the

particle and the surrounding medium. Figure 2.1 shows the schematic diagram

for the forces acting on a particle where RI plays an important role. A classical

model can explain it following Snell’s law. When a light ray falls at point A,

some part of it gets reflected, and the rest gets refracted based on the material

properties of the particle. If n1 (RI of the particle) is greater than n2 (RI of the

surrounding medium), the ray bends toward the normal (figures 2.1a and 2.1b)

and if n1 is less than n2, the ray bends away from the normal (figures 2.1c and

2.1d). Similarly, refracted light falls at point B, and the ray bend towards or

away from the normal depending upon the RI of the particle and surrounding

medium. Thus there is a change in the direction of propagation of light and

hence a change in its momentum. According to Newton’s second law, the change

in momentum is equal to the force. However, Newton’s third law says there is

an equal and opposite reaction resulting in a force (known as gradient force)

that acts on the particle. The trapping beam contains billions of rays following

distribution according to its respective beam profile. For instance, in the case of

the Gaussian beam, central rays are more intense as compared to the terminal

rays, whereas for a flat-top beam profile, all rays are equally intense. As shown

in figure 2.1a, for a Gaussian beam profile, the magnitude of the force F1 is less

19



than that of F2. Consequently, there is a net force dragging the particle towards

the focal volume.

Fig. 2.1.: Ray diagram for large size particles. When particle is lying (a and c) before
the focus and off from the beam axis, (b and d) before the focus and on the
beam axis. The RI of the particle is (a and b) greater than the surrounding
medium, (c and d) less than the surrounding medium. The dashed line passes
through the center of the particle, parallel to the beam axis (solid line).

On the other hand, in figure 2.1b, the RI of the particle is less than that of the

medium; therefore, the rays diverge, and a net repulsive force acts on the particle

which tries to pull the particle away from the optical trap. Figures 2.1a and 2.1c

show when particle is off-axis whereas figures 2.1b and 2.1d show when particle

is on-axis of the trapping beam. Thus it can be inferred that if the RI of the

particle is more as compared to the medium, then the particle will always get

dragged towards the focal volume due to the gradient force acting on it. However,

if the RI of the particle is less than the medium, the trapping is difficult. Apart

from this, there is another kind of force acting on the particle due to the radiation

pressure, which is known as scattering force. Earlier studies established that for

getting a stable trap, gradient force should dominate over the scattering force.

But this observation has left many questions unanswered such as:

Is it always necessary that for getting stable trapping, gradient force should

be dominant over scattering force?

Can’t we get stable trapping for the particle having RI less than the RI of the

medium?

To answer these questions, we will first discuss the fundamental processes in-
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volved in optical trapping and then analyze analytical forces (scattering and

gradient) acting on the particle separately for all three regimes.

2.2 Dipole approximation
When the particle size is of the order of few nanometers, it behaves as a point

dipole, and the shape of the particle does not matter since the dimension is

much smaller than the wavelength. However, trapping depends strongly on the

particle type, which could be a dielectric, magnetic, or metallic. For instance, in

the case of metallic particles, plasmonic effects become dominant, which causes

enhancement of the optical forces [97]. Here, we will focus on the effect of

light electric field on dielectric particles (since the particle is assumed to be

non-magnetic).

2.2.1 Gradient Force
This force is due to the Lorentz force acting on the dipole, induced by the

electromagnetic field. The direction of the electric field is from positive to

negative charge. Due to this applied electric field, the nucleus experiences a force

in the direction of the electric field, and the electron cloud experiences it in the

opposite direction (if the field is too high, it can ionize the atom and substance

will then become a conductor). So, it also depends upon the strength of the

electric field. However, an equilibrium is established soon between positive and

negative charge clouds. The mutual attraction between the two clouds holds

the atom together with the positive cloud shifted slightly in the direction of the

electric field, and the negative cloud shifted in the opposite direction. The atom

now has a tiny dipole moment in the direction of the electric field known as the

induced dipole moment, which is proportional to the applied field ~p = α~E; here

~p is the induced dipole moment, and α is atomic polarizability (dipole moment

per unit volume). In the uniform electric field, the force acting on both positive

and negative ends are exactly equal. Nevertheless, if the applied field is non-

uniform, the force experienced by the two ends is slightly different, and there

is an infinitesimally small distance δr = r+ − r− between both the ends. The

force applied on a single charge in an inhomogeneous electromagnetic field is

given by the Lorentz force, i.e., ~F = q( ~E + ~v × ~B) where, q is induced charge,
~B is the magnetic field and ~v is the velocity of the charged particle. The above

equation can be rewritten as ~F = q

(
~E + d~x

dt
× ~B

)
. Here, the net electric field

is ~E = ~E(r+) − ~E(r−); distance can be considered as r± = r ± 1
2δr, so we may
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expand the difference between the electric fields into a power series in δr by

using Taylor expansion [98]:

f(x+ a) = f(x) + a.f ′(x) + 1
2!a

2f ′′(x) + ....

= f(x) + a.(∇f(x)) + 1
2!a

2∇2f(x) + ....
(2.1)

Neglecting higher order terms

f(x± a) = f(x)± (a.∇)f(x) + 1
2(a.∇)2f(x) + ..... (2.2)

~E = ~E

(
r + 1

2δr
)
− ~E

(
r − 1

2δr
)

= (δr.∇) ~E(r)
(2.3)

Using this, force can be written as:

~F = q

(
(δr.∇) ~E + dδ~r

dt
× ~B

)
=
(

(p.∇) ~E + q
dδ~r

dt
× ~B

)
(2.4)

By using a vector inequality:

∇( ~A. ~B) = ~A× (~∇× ~B) + ~B × (~∇× ~A) + ( ~A.~∇) ~B + ( ~B.~∇) ~A (2.5)

It can be expressed as:

∇( ~E. ~E) = ~E × (~∇× ~E) + ~E × (~∇× ~E) + ( ~E~∇) ~E + ( ~E.~∇) ~E (2.6)

( ~E.~∇) ~E = 1
2
~∇( ~E. ~E)− ~E × (~∇× ~E) (2.7)

~F =
(
α( ~E.∇) ~E + q

dδ~r

dt
× ~B

)

=
(
α

1
2
~∇( ~E2)− α~E × (~∇× ~E) + α

d~E

dt
× ~B

) (2.8)
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using Maxwell equation

~F =
(
α

1
2
~∇( ~E2)− α~E × (−d

~B

dt
) + α

d~E

dt
× ~B

)
(2.9)

The last two terms in the above expression are the time derivative of the Poynting

vector (power per unit area passing through the surface). Since the power of laser

beam is constant over time, this term goes to zero and force expression reduces

to ~F =
(
α

1
2
~∇( ~E2)

)
which is the gradient force.

The electric field for the Gaussian beam can be written as (detail discussion given

in appendix A)

E(x, y, z) = E0
ω0

ω(z)e
−
x2 + y2

ω(z)2
e
−ι
k(x2 + y2)

2ω(z)2
e−ιkzeιφ(z) (2.10)

here, ω(z) = ω0

√
1 + (2z̃)2. Using this intensity can be written as:

I(r) = 〈S(r, t)〉T
= 〈E(r, t)×H(r, t)〉T

=
(

2Ppeak/average
πω2

0

)(
1

1 + (2z̃)2

)
e
− 2r̃2

1+(2z̃)2

(2.11)

where P = πω2
0nwε0cE

2
0

4 is the average power, nw is the RI of medium (water), ω0 is

the spot-size i.e. Gaussian beam radius at focus, and NA is the numerical aperture

of the objective and the reduced coordinates are given by: r̃ = r
w0

, z̃ = z
k×w2

0
.

Force can be written as:

F = α
(1

2O
( 2
nmε0c

I (r)
))

(2.12)

here, α = V αe is polarizability and αe is polarizability per unit volume which can

be expressed as (detail discussion given in appendix B):

αe = 3ε0

N

(
m2 − 1
m2 + 2

)
(2.13)
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here, m is relative RI of the particle. This is known as the Clausius-Mossotti

relation. In the field of the laser, the gradient force on an induced dipole is:

Fgradient = 4πε0a
3n2

m

(
m2 − 1
m2 + 2

)(1
2O

( 2
nmε0c

I (r)
))

= 2πnwa3

c

(
m2 − 1
m2 + 2

)
OI (r)

(2.14)

2.2.2 Scattering Force
In general, when unpolarized light interacts with an object, scattering can have

two components one is due to reflection (which is polarized), and refraction

(which is partially polarized) from the surface of the object and the other is

due to diffraction from the rearrangement of the wave-front. The reflection and

refraction of direct light are equal in all directions, whereas the diffraction pattern

is predominately in the forward direction depending on the particle geometry

[99].

The scattering force acting on the particle is due to the radiation pressure, and

Fig. 2.2.: The plot of trapping force along radial direction at 100 mW average power
under CW excitation for 40 nm polystyrene nanoparticle

depending upon the material properties, it can be absorbed and isotropically

re-emitted by the particle. Consequently, two impulsive forces act on the particle

one in the direction of propagation of the beam, and the other is in the opposite

direction of the emitted photon. Since photon emission has a random direction
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which results in a net force acting in the direction of propagation. Radiation

pressure in terms of the electromagnetic wave can be written as:

P =

〈
S
〉
c

= I(r)
c

= F

σ
=⇒ F = I(r)

c
σ (2.15)

here, σ is cross sectional area of particle which is [39, 94]:

σ = 8
3π (ka)4 a2

(
m2 − 1
m2 + 2

)2

(2.16)

In the field of the laser, the scattering force on an induced dipole is along direction

of propagation, which can be written as:

Fscattering = 8π (ka)4 a2

3c

(
m2 − 1
m2 + 2

)2

I (r) (2.17)

Hence, we have computed the magnitude of the total force around the geometri-

cal focus for nanoparticles.

Figure 2.2 shows the plot for the trapping force along the radial direction at 100

Fig. 2.3.: The plots of trapping force along the axial direction at 100 mW average
power under CW excitation for 40 nm polystyrene nanoparticle. Color:
green/blue/red curve corresponds to gradient/scattering/total force.

mW average power under CW excitation for 40 nm (radius) particle size. This

force acting on the particle is enough to trap it for a considerable amount of time.

In Figure 2.3 we describe the axial force, where the blue/green/red curves cor-

respond to the scattering/gradient/total force acting on the particle along the

axial direction at 100 mW average power under CW excitation for 40 nm (radius)
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particle size. It can be seen that there is an asymmetry in peak to valley height

about the axis for the total force acting on the particle. In contrast, the gradient

force is symmetric about the axis. Consequently, this asymmetry in total force is

owing to the scattering force acting on the particle.

The essential condition for trapping is the dominance of gradient force over

scattering force, but not sufficient condition for stable trapping. The additional

condition required for stable trapping is that the potential well due to gradient

force should be much larger than kinetic energy [39] of the particles i.e., Boltz-

mann factor exp
(
− U
kBT

)
� 1 , where U is energy, kB is the Boltzmann constant

and T is temperature.

2.3 GO approximation
When λ� d, the trapping phenomenon can be explained by using the ray optics

approximation. In this approximation, the trapping depends upon the shape of

the particle, as the focal spot dimensions are smaller than the dimensions of the

particle; we will limit our discussion only to spherical particles. The core concept

is that light carries momentum, and due to this change in momentum, a force

experienced by the particle i.e. F = Q (nmP/c). Here, Q is defined as the trapping

efficiency, and it is a dimensionless quantity [95]. The ray optics approximation

is valid, where it is assumed that the beam is divided into many different rays.

When a ray is incident on the particle, it shows the reflection and refraction

phenomenon due to change in the medium, as shown in figure 2.4. To conserve

momentum, an equal and opposite force acts on the particle, which is respon-

sible for dragging the particle inside the optical trap. The total force has two

components [95, 96]:

Fgradient = nwPray
c
×
(
R
′
sin2θi −

T
′2 (sin (2θi − 2θr) +R′sin2θi)

1 +R′2 + 2R′cos (2θr)

)
(2.18)

Fscattering = nwPray
c
×

1 +R
′
cos2θi −

T
′2
(
cos (2θi − 2θr) +R

′
cos2θi

)
1 +R′2 + 2R′cos (2θr)

 (2.19)

where nw is the RI of the medium, Pray is the average power of a single ray, c is

speed of light, R′ and T ′ are the Fresnel reflection and transmission coefficients

for p- and s-polarized light (or, equivalently, the absolute coefficients for a circu-
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larly polarized light) [100, 101]:

Rp = Abs

(
nwcos (θr)− npcos (θi)
nwcos (θr) + npcos (θi)

)2

Rs = Abs

(
nwcos (θi)− npcos (θr)
nwcos (θi) + npcos (θr)

)2

R′ = Rp +Rs

2 (2.20)

T
′ = 1−R′ (2.21)

The scattering and gradient components of the total force acting on the particle

along axial ( Z ) direction is given by:

Fgradient,ray (z) = −Fgradientsinϕ (2.22)

Fscattering,ray (z) = Fscatteringcosϕ (2.23)

Total gradient and scattering force is summed over all the rays, can be expressed

as:

Fgradient/scattering =
∑
ray

Fgradient/scattering,ray (z) (2.24)

In figure 2.4 the radius of particle chosen is 4 µm (for validity of GO approxima-

Fig. 2.4.: Plots of trapping force along the axial direction at 100 mW average power
under CW excitation in GO regime for 4 µm polystyrene microsphere. Color:
green/blue/red curve corresponds to gradient/scattering/total force.
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tion), and we have shown axial force for the plane wave where the blue/green/red

curves correspond to the scattering/gradient/total force acting on the particle at

100 mW average power under CW excitation. It can be seen that gradient force is

dominating over the scattering force causing the particle to be dragged inside the

potential well.

2.4 Generalized Lorenz Mie Theory
The Generalized Lorentz Mie Theory (GLMT) is a general theory applicable to

all particle size limits. However, the particle should not be too small that it owns

a bulk microscopic character or not so large because an infinite dimension does

not exist. So the nature of particle should be chosen in a careful manner such

that the method of separation variable can be used, as this method is a key factor

to solve GLMT. G. Gouebest et. al. and a few other researchers are working

on this since the last few decades and have made a significant contribution

to this field. GLMT was formulated in 1978 [102]. Later in 1982, GLMT on-

axis partial wave expansion for the spherical particle was studied by Bromwich

formalism using the Gaussian beam [103], here particle considered was spherical,

isotropic, homogenous and non-magnetic. To define the profile of the trapping

beam, beam shape coefficients (BSCs) were defined, and these expressions were

approximately similar to Lorentz Mie Theory (LMT), which was earlier reported

by Kerker [104]. It has been proved that the LMT is a special case of GLMT.

In 1985 existing Gaussian beam formulation was modified for low order Davis

beam coefficient known as order L beam; here, L stands for the lower order of

approximation [105]. Later L- approximation was developed, which is solved for

lower than the lowest order and compared with earlier developed models [106,

107]. The numerical evaluation by quadrature method to calculate the BSC was

very time consuming, which takes more than 2-3 hours for one BSC. However,

we have to calculate hundreds or thousands depending upon the particle size and

other parameters. To reduce the computational time, the same formulation was

done by the finite series method instead of the quadrature method (Appendix C

shows the BSCs for Quadrature and finite series for the reference), and not much

success was found concerning the time taken for evaluation [107]. Eventually,

another method was discovered, which was valid for the Gaussian beam, and the

advantage of this method was that it reduces the computational time to 30 sec

for one BSC, and this approximation was termed as localized approximation or
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interpretation. This method was developed based on the inspiration of the famous

principle of localization of Van de Hulst [99, 107, 108]. Afterward, L, L-, and

localized approximations were compared, and it was concluded that “localized

approximation can be used in the vast domain for the Gaussian beam without

any error” [109]. All these formulations are well explained in GLMT book by G.

Gouesbet [107]. The expression for on-axis force along the axial direction is [39,

94]:

FGLMT
axial (z) =

(
nw

c

)
×
(

2P
πw2

0

)
× Cpr

n (z) (2.25)

On-axis is a special case for GLMT where x=y=0 for which gTMn,m = gTEn,m = gn

(BSC) and Cpr
n (z) is the pressure cross section given by [109]:

Cpr
n (z) =

(
λ2

2π

)∑
n

[(
2n+ 1
n (n+ 1)

)
|gn|2S(1)

n,GLMT +
(
n (n+ 2)
n+ 1

)
Re

[
gng

∗
n+1S

(2)
n,GLMT

]]
(2.26)

where, S(1)
n,GLMT and S(2)

n,GLMT corresponds to scattering and gradient force respec-

tively.

S
(1)
n,GLMT = Re (an + bn − 2anb∗n) (2.27)

S
(2)
n,GLMT =

(
an + bn + an+1 + bn+1 − 2ana∗n+1 − 2bnb∗n+1

)
(2.28)

here, an and bn are scattering coefficients which can be written as:

an =
(
ψn (α)ψ′n (β)−mψ′n (α)ψn (β)
%n (α)ψ′n (β)−m%′n (α)ψn (β)

)

bn =
(
mψn (α)ψ′n (β)− ψ′n (α)ψn (β)
m%n (α)ψ′n (β)− %′n (α)ψn (β)

) (2.29)

Scattering coefficients depends on the spherical Bessel function of positive and

negative half-integer order and Ricatti-Bessel functions [107, 110]:

ψ1
n (x) =

(
π

2x

) 1
2
Jn+ 1

2
(x)

ψn (x) = x× ψ1
n (x)

%n (x) = ψn (x) + i (−1)n ×
(
πx

2

) 1
2
J−n− 1

2
(x)

(2.30)
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where the variable x is either α = k × a or β = m× α .

So the force expression for GLMT becomes:

FGLMT
axial (z) =

(
nw

c

)
×
(

2P
πw2

0

)
×
(
λ2

2π

)
∑
n

[(
2n+ 1
n (n+ 1)

)
|gn|2S(1)

n +
(
n (n+ 2)
n+ 1

)
Re

[
gng

∗
n+1S

(2)
n

]] (2.31)

For calculating the BSC ( gn ), we have chosen localized approximation (L-

approximation) because this theory reduces computation time as mentioned in

the above discussion and corresponding expression for the on-axis calculation is

[110]:

gn = iQexp

[
−iQ

(
ρn
ω0

)2
]
× exp [ikz0] (2.32)

where Q = 1
i+2 z−z0

l

, l = k×ω2
0 is the spreading length, and we have taken z0 = 0

and ρn =
(
n+1/2

2π

)
λ.

2.5 Exact Mie Theory
Exact Mie Theory (EMT) is applicable for all size limits. Since the particle size

is approximately equal to the wavelength ( d ≈ λ ), we have employed EMT to

calculate force and potential along axial direction only where the force expression

is [111]:

F = nw
c
Ppeak/avgQ (2.33)

where Q is the trapping efficiency which can be written as a combination of Qe

(which includes the product of incident field to the scattered field) and Qs (which

includes all rest of the terms in Maxwell Stress Tensor (MST)):

Q = Qe +Qs (2.34)

Qe = 4γ2

A
Re

[∑
n

(2n+ 1)S(1)
n,EMTGnG

′∗
n

]
(2.35)

Qs = −8γ2

A
Re

[∑
n

(
n (n+ 2)
n+ 1 S

(2)
n,EMTGnG

∗
n+1 + 2n+ 1

n (n+ 1)S
(3)
n,EMTGnG

∗
n

)]
(2.36)

where A is the fraction of the power which enters through the objective (at 800

nm, A=0.85), γ is the ratio of the objective focal length to the beam waist which
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can be calculated as γ =
√
− Log(1−A)

2∗sin2(φmax) ; where φmax is focusing angle with the

beam axis. an and bn are the Mie scattering coefficients (MSCs) [107]. S(1)
n,EMT ,

S
(2)
n,EMT , and S(3)

n,EMT can be expressed as:

S
(1)
n,EMT = (an + bn) (2.37)

S
(2)
n,EMT =

(
ana

∗
n+1 + bnb

∗
n+1

)
(2.38)

S
(3)
n,EMT = anb

∗
n (2.39)

Gn is the beam shape coefficient (BSC) which can be expressed as:

Gn =
∫ φmax

0
dφsinφ

√
cosφe−γ

2sin2φ+iδcosφdn1,1 (φ) (2.40)

G
′

n = −i∂Gn

∂δ
(2.41)

with δ = k × z and dn1,1 (φ) are the matrix elements of the finite rotations can be

written as [112]:

dn1,1 (φ) = 1
(2n+ 1)

(
Pn−1 (cosφ)− Pn+1 (cosφ)

1− cos2φ
(1− cosφ) + (2n+ 1)Pn (cosφ)

)
(2.42)

where, Pj (cosφ) is Legendre function of first kind. The MSCs represent the

functions of the negative and the positive half integer spherical Bessel and Ricatti-

Bessel functions:

ψn (x) =
(
πx

2

) 1
2
Jn+ 1

2
(x) (2.43)

%n (x) =
(
πx

2

) 1
2
Jn+ 1

2
(x) + i (−1)n ×

(
πx

2

) 1
2
J−n− 1

2
(x) (2.44)

here, ψ′n (β) and %
′
n (α) can be calculated as d

dx
ψn (x) |x=β and d

dx
%n (x) |x=α , re-

spectively.
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2.6 Time averaging of force and potential

The expressions for potential are obtained by numerical integration of the analyti-

cal expressions for force:

Uradial (r; z = 0) = −
∫
Fradial (r; z = 0) dr (2.45)

Uaxial,gradient/scatter (z; r = 0) = −
∫
Faxial,gradient/scatter (z; r = 0) dz (2.46)

The average force acting on the particle over one duty cycle of the pulse is

obtained by time-averaging the instantaneous force (or potential) acting on the

particle:

〈Fpulsed〉 = 1
T

∫ τ
2

− τ2
Fpulseddt = Fpulsed

1
T

∫ τ
2

− τ2
dt

= Fpulsed ×
( 1
T
× τ

)
= Fpulsed × (f × τ)

(2.47)

Here, the instantaneous force is independent of time since the peak intensity

is assumed to be constant throughout the pulse. If we ignore Kerr effect the

instantaneous force is only linearly proportional to the peak intensity (as the

terms involving m = np

nw
= np0

nw0
do not depend on peak intensity) for which we

have:

〈Fpulsed〉 = constant× Ipeak × (f × τ)

= constant× Iaverage ≡ FCW
(2.48)

Thus, trapping efficiency would be identical under pulsed and CW excitation, as

observed under low power excitation for which the Kerr effect is negligible. On

the other hand, if we take the Kerr effect into account, the term involved

m = np

nw
= (np0 + np2 × Ipeak)

(nw0 + nw2 × Ipeak)
(2.49)

depends on the peak intensity, introducing a nonlinear dependence on the peak

power for the instantaneous force:

〈Fpulsed〉 6= FCW (2.50)
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and the obtained results are very different.

2.6.1 Excitation parameters
The peak-power/-intensity to average-power/-intensity ratio values for a commer-

cial Titanium:sapphire oscillator is given by:

Ppeak
Paverage

≡ Ipeak
Iaverage

= 1
f × τ

≈ 105 (2.51)

Here, τ and f are the pulse-width and repetition-rate ( f , i.e. the inverse of the

time lag between consecutive pulses, T ) respectively. Such a definition assumes

the peak-power/-intensity to be constant throughout the pulse, or in other words,

the pulse has a rectangular temporal envelope. The explicit time dependence of

the envelope of the pulse has been safely neglected here.

2.7 Optical Kerr effect
The Kerr effect is a phenomenon that is observed in optical materials, and it is an

instantaneous process that occurs when a strong electric field (intense light) is

applied to the optical materials. An applied electric field leads to a change in the

refractive index of the material. Kerr effect is of two types, namely, electro-optic

(DC Kerr effect) and OKE (AC Kerr effect). In 1875, Scottish physicist John Kerr

first obtained the electro-optic Kerr effect also known as quadratic electro-optic

(QEO) effect, in which a varying DC electric field is applied to the optical medium,

and a change is perceived in the refractive index of the material [113, 114]. Thus,

the material acts as a wave-plate that polarizes light in the desired direction. On

the other hand, in 1961, Peter Franken et al. discovered OKE, which refers to

nonlinear effects which arise when intense light propagates through a medium

[115]. All materials that tend to modify the properties of the light beam, as

it propagates through the medium, show OKE (nonlinear effects). Inside the

propagating medium, these nonlinear effects are manifested as self-focusing,

self-phase modulation and modulation instability, etc. The physical origin of

this instantaneously occurring nonlinear response is due to the generation of a

nonlinear polarization. The total polarizability can be written as a sum of linear

and nonlinear terms: P T = PL + PNL .

PL = ε0Eχ
(1) (2.52)
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PNL = ε0
(
χ(2)|E|2 + χ(3)|E|3 + . . .

)
(2.53)

Considering the system to be isotropic and homogenous in nature, the second-

order nonlinear processes do not contribute to the polarization because of the

inherent symmetry within the system [116]. To make it simple, the higher-

order terms can be neglected and the above expressions can be rewritten as

follows P T = ε0Eχ
T = ε0E

(
χ(1) + 3χ(3)|E|2

)
where χ(1) = ε(1) − 1 which implies

ε = ε(1) + 3χ(3)|E|2 . Using n =
√
ε , refractive index term can be written as

n =
√
ε(1) + 3χ(3)|E|2 . According to the standard definition of intensity ( I =

2n0ε0c|E|2 ), the refractive index can be expressed as follows:

n = n0

√
1 + 2n2I

n0
≈ n0

(
1 + 1

2 ×
2n2I

n0
+ . . .

)
≈ n0 + n2I (2.54)

where, n2 is the nonlinear RI
(
n2 = 3χ(3)

4n0ε0c

)
[116].

Parameters used in calculations

Table 2.1 lists the values of all the parameters which have been used in numerical

simulations.
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Parameters used Values
Central wavelength 800 nm

Speed of light 3× 108m/s

Repetition rate (RR) 76MHz

Pulse width 120fs
RI of medium [117] 1.329

RI of polystyrene [117] 1.578
RI of CdS [117] 2.386
RI of ZnS [117] 2.313
RI of air [117] 1.00

2nd order NRI of polystyrene [118] 5.9× 10−17m2/W

2nd order NRI of water [119] 2.7× 10−20m2/W

2nd order NRI of silica [120] 2.48× 10−20m2/W

2nd order NRI of CdS [121] 1.68× 10−18m2/W

2nd order NRI of ZnS [121] 3.80× 10−19m2/W

2nd order NRI of air [122] 3.01× 10−23m2/W

Background permittivity [123] 2.5
Plasma frequency [123] 1.37× 1016 Hz

Collision damping frequency [123] 3.226× 1013 Hz
2nd order NRI of silver NP [124] 7.5× 10−20m2/W

4th order NRI of silver NP [124] 5× 10−35m4/W 2

6th order NRI of silver NP [124] 7.5× 10−51m6/W 3

2nd order NAC of silver NP [124] 13.2× 10−14m/W

4th order NAC of silver NP [124] 9× 10−29m3/W 2

6th order NAC of silver NP [124] 7× 10−44m5/W 3

Tab. 2.1.: List of the parameters.
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3Force and potential on

dielectric, hybrid, and

hollow-core polystyrene

nanoparticles using dipole

approximation

3.1 Introduction
In this chapter, we address the issue considering nonlinear trapping force/poten-

tial on a variety of nanoparticles core type (CdS, ZnS, and polystyrene), core-shell

type (CdS-ZnS, polystyrene-CdS) and hollow-core type (polystyrene and CdS)

because they are dielectric and exhibit good nonlinear optical properties. We

begin by first studying the effect of nonlinearity in CdS, ZnS, and polystyrene

nanoparticle, followed by the study of nonlinear effects in core-shell (CdS-ZnS

and polystyrene-CdS) nanoparticles. Further, we have explored the same in the

hollow nanosphere of CdS and polystyrene, and here we observed clear evidence

for the advantage of high repetition rate ultrafast pulsed excitation over CW

excitation. In our knowledge, this is one of the first evidence for the advantage of

using femtosecond laser over CW excitation in the trapping of a core-shell and

hollow sphere particles.

Although the explicit nature of the force (and potential) differs with particle

size, the essential physics remains unchanged and, our model nicely explains

few puzzling observations that were found experimentally: 1) for larger colloidal

particles (diameter ≥ 0.5 µm), if we keep on increasing the power under pulsed

excitation, trapping is destabilized around few tens of milli-Watt power level (the

particle first moves laterally toward trap center and then is ejected out of the

trap axially, as observed by video microscopy) but this is not observed under

CW excitation at similar power level [77, 80, 81] and 2) 100 nm (diameter)

polystyrene beads were reported to be optically trapped for few seconds under

pulsed excitation at power levels slightly over 30 mW but no stable trapping was

observed at higher power level [82, 83].

The rigorous mathematical formulation of dipole approximation discussed in

chapter 1. In 2015, Harada and Asakura [94] discussed the conditions for the
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validity of the dipole approximation and then compared it with GLMT. They

found tremendous agreement for both the theories within dipole regime and

appropriate condition of validity is d = 2a ≤ λ
10 (here d is the diameter and a

is the radius of the particle). Therefore, depending on the choice of the wave-

length of the trapping beam, the range of particle changes for the validity of

dipole approximation. Although GLMT is a more rigorous method for estimating

trapping force (or potential), we show that the simpler theoretical treatment

under dipole approximation yields very accurate estimates of trapping force (or

potential) reported in earlier experiments. Also, in this size limit, Rayleigh scat-

tering expression is more useful as there is, in principle, no restriction on the

NA of the focusing objective, which is often a problem to deal with in GLMT.

For realistic estimation, we consider typical values for commercial oil-immersion

objectives as NA=1.4 & NA=1.3 (with typical refractive index (RI) of immersion

oil being 1.515); these values are 0.924 & 0.858 and 1.228 & 1.140 in air and

water, respectively.

3.2 Core-type nanoparticles
All the parameters used in numerical simulations are listed in table 2.1. Nonlinear

optical effects arise when electronic motion in a strong electromagnetic field

cannot be considered harmonic. Here we are incorporating nonlinear effects into

account through the OKE, which is rigorously discussed in chapter 2. Thus, the

intensity-dependent nonlinear refractive indices of both polystyrene and water

can be expressed as:

nw/p = n
w/p
0 + n

w/p
2 ∗ I (r, z) (3.1)

The values of nw2 and np2 were reported at 532 nm and we ignore the wavelength

dependence of these quantities. This is a reasonable approximation at 800 nm, as

the difference is negligible. The second order nonlinear RI for water is very small.

The magnitudes of the nonlinear terms ( nw/p2 ∗I ) with respect to the linear terms (

n
w/p
0 ) around geometric focus, I (r = z = 0) = 2P

πw2
0

under tight-focusing condition

for NA equal to 1.4 is negligible. The peak intensity at 100 mW average power

is approximately 2.27× 1012 W/cm2, which is less than the femtosecond optical

breakdown of dielectric (1014 W/cm2) [125]. Thus, no dielectric breakdown

occur at 100 mW average power.

Under CW excitation, the terms np/w2 ∗ Iaverage are much smaller than nw/p0 such

that nw/p ≈ n
w/p
0 ; for example, even at average power level as high as 100 mW the
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values for np/w2 ∗ Iaverage are only 1.3x10-5 and 6.0x10-9 for polystyrene and water

respectively. Contrary to this, under pulsed excitation, np2 ∗ Ipeak is non-negligible

compared with np0 ; for example, at 100 mW average power np2 ∗ Ipeak ≈ 1.4
which is comparable with np0 = 1.578 . However, even at this high peak intensity,

nw2 ∗Ipeak is only about 6.6×10-4. So nw ≈ nw0 for all excitation conditions and non-

linear beam propagation effects inside water can be ignored ( k = 2π∗nw
λ
≈ 2π∗nw0

λ

).

Since nonlinear optical effects are instantaneous, to include OKE under pulsed

excitation, we first calculate the instantaneous force (or potential), which readily

yields the time-averaged force (or potential) just after multiplication by (f ∗ τ) .

The NA is chosen as 1.4, average power 100 mW under both CW and pulsed

excitation, and the particle radius as 40 nm unless otherwise mentioned.

3.2.1 Along radial direction

Fig. 3.1.: Plots of trapping force along radial direction for silica nanoparticles under CW
and pulsed excitation ignoring and including OKE.

Figures 3.1 and 3.2 show the trapping force along radial direction for silica and

polystyrene nanoparticles respectively. It can be observed that including OKE

under both CW and pulsed excitations for silica nanoparticle does not show any

change in nature and magnitude of the force acting on the particle from the case

without including OKE. However, for polystyrene nanoparticles, the inclusion

of OKE increases the maximum of (radial component) the gradient force under
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Fig. 3.2.: Plots of trapping force along radial direction for polystyrene nanoparticles
under CW and pulsed excitation ignoring and including OKE.

Fig. 3.3.: Plots of trapping potential along radial direction for polystyrene nanoparticles
under CW and pulsed excitation ignoring and including OKE.

pulsed excitation by a factor of ∼ 4. In addition, the maxima shift a bit from

the classical turning points ( r = ±w0
2 ). As a result of OKE, the lateral trap

becomes more stable (∼ 3 times), which is evident from the corresponding plots
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of trapping potential along the radial direction, as shown in figure 3.3.

Also, in case of polystyrene, a significant change in order of magnitude of force

and potential under pulsed excitation with OKE, while no significant change is

observed for silica nanoparticles because the nonlinear RI for silica is 1000 times

smaller than polystyrene, therefore, nonlinear RI does not contribute significantly,

can be seen from comparison of figures 3.1, 3.4 and figures 3.2, 3.5.

3.2.2 Along axial direction

Fig. 3.4.: Plots of trapping force along axial direction for silica nanoparticles under CW
and pulsed excitation ignoring and including OKE. Color: blue/green/red
curve corresponds to scattering/gradient/total force.

Figures 3.4 and 3.5 show the trapping force along axial direction for silica

and polystyrene nanoparticles respectively; here, the blue/green/red curves

correspond to scattering/gradient/total force. Like before, silica does not show

any change in the nature of the curve or magnitude of force/potential with the

inclusion of the OKE. Whereas for polystyrene, as before, incorporation of OKE

increases the maximum of (axial component) the gradient force under pulsed

excitation by a factor of ∼ 4.2.However, the maximum of the scattering force

is increased by a factor of ∼ 23.4. Here, also the maxima shifts a bit from the

classical turning points for the gradient force ( z = ±kw2
0

2
√

3 ) and away from the

focal plane for the scattering force ( z = 0 ). The corresponding plots of trapping

potential along axial direction are shown in figure 3.6 ; here, the blue/green/red
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Fig. 3.5.: Plots of trapping force along axial direction for polystyrene nanoparticles under
CW and pulsed excitation ignoring and including OKE. Color: blue/green/red
curve corresponds to scattering/gradient/total force.

curves correspond to scattering/gradient/total potential.

The nonlinear RI of the water cannot be neglected in comparison to silica

Fig. 3.6.: Plots of trapping potential along axial direction for polystyrene nanoparticles
under CW and pulsed excitation ignoring and including OKE.Color: blue/-
green/red curve corresponds to scattering/gradient/total potential.
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Fig. 3.7.: Plots of trapping force along axial direction at different average power under
pulsed excitation including OKE.Color: blue/green/red curve corresponds to
scattering/gradient/total force.

nanoparticles as they are of a similar order of magnitude. The nonlinear effects

of silica become significant at very high average power. The pulse-chirping

experiment on silica microspheres [77] did not reveal this owing to the very low

Kerr nonlinearity of silica. Hereafter, all the simulations are done for polystyrene

nanoparticles in this chapter, unless otherwise mentioned.

3.2.2.1. Dependence on power:

Along radial direction, the trapping force and potential increases with increasing

average power because only gradient force contributes, however, along axial

direction there is the contribution from both scattering and gradient forces, and

the nature of total force curve changes along the axial direction. From now on,

we will restrict our discussion to trapping along axial direction under pulsed

excitation only for which the Kerr effect significantly modulates the potential. In

figure 3.6, the longer double-headed arrow corresponds to the absolute depth

of the global potential minimum, Umin . However, the potential well is highly

asymmetric, and the smaller double-headed arrow indicates the potential barrier

for the particle to come out of this potential well, Uesc along beam propagation

3.2 Core-type nanoparticles 43



Fig. 3.8.: Plots of trapping potential along axial direction at different average power un-
der pulsed excitation including OKE.Color: blue/green/red curve corresponds
to scattering/gradient/total potential.

direction (i.e. positive z-direction). Introduction of OKE increases Umin by a factor

of ∼ 15.7 while it increases Uesc by a factor of ∼ 1.1 only.

Upon increasing the power, a point is reached when there is no restoring force

along beam propagation direction; as shown is figure 3.7; where, the blue/-

green/red curves correspond to scattering/gradient/total force, which is already

reached at 500 mW power. At this power level, although Umin is very high,

Uesc = 0 i.e. the axial trapping potential becomes unbound as depicted in figure

3.8.

Figures 3.9 and 3.10 show the 3D plots of trapping force and potential along

axial direction at different average power, which shows a significant change in

potential well while including OKE. So, the particle is initially dragged towards

the trap center but eventually propelled along axial direction which is consistent

with the well-known observation of axial ejection for larger colloidal particles

(diameter ≥ 0.5 µm) upon increasing the power under pulsed excitation only

[77, 80, 81]. Therefore, the more relevant parameter to quantify the trapping

efficiency is Uesc and not Umin .

To have a better insight into the nature of these two types of potential, Umin and

Uesc , we plotted them separately with increasing power shown in figure 3.11.

Umin increases monotonically with power, but Uesc increases reaching a maximum
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Fig. 3.9.: 3D plots of trapping force (total force) along axial direction at different average
power under pulsed excitation including OKE.

before dropping off. This means there is an optimal average power corresponding

to which the trap is most stable. This optimal power is about 150 mW for the 40

nm particle when using a 1.4 NA objective. This is quite a remarkable observation

as we can theoretically predict the optimal excitation parameters for having the

most stable dipole trap. Figure 3.12a shows the variation of the shift in axial

equilibrium position with increasing power; we note that the most stable trap

around 150 mW corresponds to a trapping center away from the geometrical

focus ( z=0). Figure 3.12b shows the gradient and scattering potential at the lo-

cation corresponding to this axial equilibrium position, we have noticed an initial

dominance of the gradient potential which, upon increasing power, is reversed

around 40 mW (zoomed within inset); also note that the gradient potential goes

through a maximum around 250 mW. Thus, contrary to common understanding,

the trap is neither destabilized due to pushing the particle away from focus by

scattering potential, nor it is stabilized by maximizing gradient potential alone.

Figure 3.12c, shows the absolute trapping potential at the the axial equilibrium

position ( Umin ) along with the asymptotic value of the scattering potential (

Uaxial,scatter (z →∞) ). The separation (zoomed within inset) between these two

potential is maximum around 150 mW (when the trap is most stable), and they
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Fig. 3.10.: 3D plots of trapping potential (total potential) along axial direction at differ-
ent average power under pulsed excitation including OKE.

are merging near 400 mW (when the potential is unbound). Thus, trapping effi-

ciency is indeed subtly controlled by a delicate balance between these potentials.

The above results indicate that for particles having linear refractive indices less

than the surrounding medium, which is ‘repelled’ by single beam trapping poten-

tial, there is a possibility of observing OKE assisted stable trapping (depending on

the strength of Kerr nonlinearity). We have noted an earlier theoretical work in

literature [13] that discussed the role of OKE, resulting only in a slight increase

in trapping force under CW excitation. However, for an idealized nanoparticle

with quite high Kerr nonlinearity (1.8× 10-12 m2W -1) and without any detailed

analysis on the exact nature of trapping force and potential.

3.2.2.2. Dependence on NA

Figure 3.13 indicates that Uesc is decreased by a factor of about 1.5 when the NA

is switched from 1.4 to 1.3; the power corresponding to maxima of Uesc is also

increased but only slightly (140 mW to 150 mW). For stable trapping, a ‘rule of

thumb’ is that a minimum of 10kBT barrier height is required, so the trap becomes

thermally unstable when NA is changed to 1.3.
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Fig. 3.11.: Plots of the absolute depth of the trapping potential (left) and escape potential
(right) along axial direction at different average power levels.

Fig. 3.12.: Plots of a) position of the minima for absolute trapping potential along axial
direction, b) the gradient and the scattering potential (green and blue lines,
respectively) corresponding to this minima at different average power levels,
and c) absolute depth of the trapping potential and the asymptotic scattering
potential (red and blue lines, respectively) for the same.

Fig. 3.13.: Plots of the escape potential with 1.4 NA (red line) and 1.3 NA (black line)
at different average power levels.

3.2.2.3. Dependence on particle size

It is interesting to explore the optimal average power and the corresponding Uesc
for particles with different radius (each satisfying the criterion, d = 2a ≤ λ

10 ), for

example, 40 nm and 35 nm without changing the focusing condition ( NA= 1.4

3.2 Core-type nanoparticles 47



). As shown in the left panel of figure 3.14, while the optimal average power

is 150 mW for the 40 nm particle, it is around 500 mW for the 35 nm particle,

which means it requires more power for stable trapping of the smaller particle.

The maximum height of the potential barrier increases by a factor of about 2.6

for the smaller particle, which means the smaller particle can be trapped with

more stability. This is a very promising finding considering the direct trapping

of dielectric nanoparticles. Also, the threshold power ( Uesc = 0 ) decreases with

increasing particle size. A small change in particle size results in a significant

change in the optimal average power level which is a consequence of higher

power dependence of force on the radius of the particle.

Although 50 nm polystyrene beads do not strictly satisfy the dipole limit, we are

still intrigued to find the optimal power level for such particles. As shown in

right panel of figure 3.14, the optimal power is ∼ 40 mW for which Uesc is just

about 2.7kBT ; this means the particle is trapped but only for a while (considering

the ‘rule of thumb’ of minimum 10kBT barrier height for stable trap). All these

quantitatively agree with the experimental findings.

Fig. 3.14.: Left: Plot of escape potential on an 40 nm particle (red line) and on a 35 nm
particle (black line) at different average power levels. Right: The same for a
50 nm particle.

3.2.2.4. Dependence of RI with NA, particle size

From the above discussion, it can be concluded that nonlinear RI for water can

be neglected. Thus, here onward, simulations have been done by ignoring OKE

under CW excitation and including OKE under pulsed excitations. Also, if RI

value is negative which implies that material is meta-material.
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CW excitation

Figure 3.15 shows the trapping force and potential curve for 40 nm (radius)

polystyrene particle under CW excitation. Figure 3.15a shows the trapping force

around the geometric focus for both axial ( r = 0 ) and radial ( z = 0 ) directions;

here, green/blue/red curves correspond to gradient/scattering/total force along

axial direction and black curve corresponds to gradient or total force along radial

direction. Figure 3.15b shows the 3D force curve, and Figure 3.15c shows the

corresponding potential, where Uabs represents the absolute height of the potential

well whereas Uesc represents the escape potential.

To study the behavior of trapping force depending on particle RI, Figure 3.16

Fig. 3.15.: Plots of trapping force and potential for under CW excitation for fixed NA=1.4
a) forces along radial as well as axial direction around geometric focus, b)
3D force and c) corresponding potential.

shows the plots of trapping force for 40 nm particle along axial and radial

direction under CW excitation, and RI of the particle equal to 1.32, 1.33, and 1.34

respectively; here, green/blue/red curves correspond to gradient/scattering/total

force along axial direction, and black curve corresponds to gradient or total

force along radial direction. The medium is considered to be water having RI

equal to 1.33. Figure 3.16a shows the trapping force for np < nw , where the

particle experiences a repulsive force. Figure 3.16b shows the force curve for

np = nw , the particle does not experience any net force acting on it. Figure 3.16c

shows the force for np > nw , where the particle experiences an attractive force.

It can be observed that under CW excitation, there is a sudden change in the

nature of the force curve from repulsive to attractive as the RI of particle changes.

Figure 3.17 shows the plots of trapping force maxima ( Fmax,axial ) and minima (

Fmin,axial ) shown using an arrow in figure 3.15a versus particle RI along the axial

direction under CW excitation for fixed NA=1.4. To confine the particle within

the optical trap, the force must be attractive and Fmax,axial >0 and Fmin,axial <0

are the required conditions. From figures 3.17a and 3.17b, it can be observed that

for all sized particles if RI lies between 0 to ± 1.33, Fmax,axial <0 and Fmin,axial
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Fig. 3.16.: Plots of trapping force for along axial and radial direction under CW excitation
for fixed NA=1.4 and particle RI a) 1.32, b) 1.33, and c) 1.34. Color:
green/blue/red curve corresponds to gradient/scattering/total force along
the axial direction, and black curve corresponds to gradient or total force
along the radial direction.

>0, which implies that force is repulsive; here, red/green/blue/black curve

corresponds to 10/20/30/40 nm particle size. Consequently, the particle cannot

be trapped within this RI range under CW excitation as shown in Figure 3.17a

inset. For np =± 1.33, the particle RI is balanced by medium RI and Fmax,axial

= Fmin,axial =0 which results in, no net force acting on the particle as shown

in Figure 3.17 (marked by A and B). The Fmax,axial >0 is true only if np >1.33,

whereas Fmin,axial <0 for 10 nm, 20 nm and 30 nm particle size, and this satisfies

both the required condition for the attractive force acting on the particle. Quite

interestingly, there is a small deviation in the nature of force curve with an

increase in particle size, for example, 40 nm particle, RI range fulfills only one

condition, i.e., Fmax,axial >0. Fmin,axial <0 is valid only for the certain range i.e.

± 1.33< np <± 3.49 which results in an attractive force in the specific range of

RI of the particle. However, within this range of RI, first ( Fmin,axial ) decreases

then increases, which implies that first it stabilizes the trap (a balance between

both scattering and gradient force) and further increase in RI destabilizes the

trap (scattering force dominates over gradient force) and eventually it becomes

unbound (gradient force contribution is negligible compared to scattering force)

for np >± 3.49. From here we can observe that particle having RI ± 2.04, can

be trapped most stable at 100 mW average power under CW excitation at fixed

NA=1.4. From the figure 3.17a inset, it can be observed that trapping force

maxima of RI range from 0 < np < 1.33 shows a similar trend for 10 nm, 20 nm,

and 30 nm sized particles; however, a slight deviation in the nature of the curve

for 40 nm sized particle. This is because for small-sized particles, within this RI

regime, gradient force dominates over scattering force, consequently, decreasing

RI monotonically decreases Fmax,axial. However, for the 40 nm particle, decreasing
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Fig. 3.17.: Plots of trapping force a) maxima, and b) minima (shown in figure 15) versus
particle RI for a different particle size under CW excitation for fixed NA=1.4.
Color: red/green/blue/black curve corresponds to 10/20/30/40 nm particle
size.

RI monotonically decreases Fmax,axial and reaches to a minimum value of Fmax,axial
. The RI value corresponds to this minimum of Fmax,axial is the value till gradient

force dominates over scattering force. Further decrease in the RI value shows a

reverse trend for Fmax,axial because scattering dominates over gradient force, and

a similar trend observed in negative RI range as well.

Thus, depending upon the range of RI, the nature of forces can be characterized to

be attractive or repulsive, and we have broadly categorized them into four regimes:

repulsive, intermediate (transition from repulsive to attractive), attractive, and

unbound forces. The range of RI that characterizes all these regimes strongly

depends upon the values of NA and average power. In the repulsive regime, the

particle experiences an outward force that pushes it away from the trap. In the

intermediate regime, it experiences both attractive and repulsive forces, and the

stability of the trap depends upon their relative magnitudes. The attractive forces

are responsible for dragging the particle towards the trap. The unbound regime,

complete destabilization of the trap due to the increased scattering forces. Figure

3.18 shows the plot of trapping force maxima ( Fmax,axial ) and minima ( Fmin,axial
) versus varying particles RI along the axial direction under CW excitation for a

40 nm particle. From table 3.1, it can be observed that an increase in NA leads

to increasing the upper bound of the RI range, thereby increasing the attractive

force RI range. However, the repulsive force RI range remains unchanged. The

value of optimal RI corresponding to optimal (stable) trap is also increased for

fixed average power and particle size. A similar effect can be observed for other

sized particles as well, and a decrease in particle size results in shifting RI values
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Fig. 3.18.: Plots of trapping force a) maxima, and b) minima (shown in figure 15) versus
particle RI for different NA under CW excitation. Color: red/green/blue/red
curve corresponds to 1.1/1.2/1.3/1.4 NA.

towards higher RI.

NA Repulsive force Attractive force Unbound force Optimal
1.1 0 < np > 1.33 1.33 < np < 2.34 np ≥ 2.34 np = 1.74
1.2 0 < np > 1.33 1.33 < np < 2.61 np ≥ 2.61 np = 1.83
1.3 0 < np > 1.33 1.33 < np < 2.98 np ≥ 2.98 np = 1.92
1.4 0 < np > 1.33 1.33 < np < 3.49 np ≥ 3.49 np = 2.04

Tab. 3.1.: RI limits variation with NA, for repulsive, attractive, unbound, and optimal
(stable trapping) values under CW excitation.

NA Repulsive force Attractive force Unbound force Optimal
1.1 −1.33 < np > 0 −2.34 < np < −1.33 np ≤ −2.34 np = −1.74
1.2 −1.33 < np > 0 −2.61 < np < −1.33 np ≤ −2.61 np = −1.83
1.3 −1.33 < np > 0 −2.98 < np < −1.33 np ≤ −2.98 np = −1.92
1.4 −1.33 < np > 0 −3.49 < np < −1.33 np ≤ −3.49 np = −2.04

Tab. 3.2.: RI limits variation with NA, for repulsive, attractive, unbound, and optimal
(stable trapping) values under CW excitation for meta-materials.

On comparison of tables 3.1 and 3.2, it can be seen that the range of RI for

repulsive, attractive, and unbound forces are similar for meta-materials, and

optimal trap values for fixed NA is also same in magnitude.

It is a bit difficult to get optimal RI values for particle size less than 30 nm

because decreasing particle size results in shifting the stable trap RI towards

higher values. From figure 3.19, it can be seen that after a particular value of

particle RI, polarizability saturates, consequently, it is difficult to optimize RI

value under CW excitation for small particle size; here, blue/green/red/black

curves correspond to 10 nm/20 nm/30 nm/40 nm particle size.
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Fig. 3.19.: Plots of the polarizability against particle RI for different particle size under
CW excitation.

From the above discussion, it can be observed that under CW excitation, the

force is directly proportional to the average power, and any change in average

power leads to a change in the order of magnitude while the nature of force curve

remains the same which implies that upper and lower bound of RI range remains

the same for repulsive, attractive, unbound, and stable trap forces for different

average power at fixed particle size and NA. Irrespective of all the parameters,

repulsive force RI limit remains the same under these conditions, however upper

bound of attractive and unbound regimes increases with decreasing particle size.

Pulsed excitation

Under pulsed excitation, we have considered pulse width as 120 fs and repetition

rate as 76 MHz. OKE can be taken into account using two different methods,

which are described very rigorously in the appendix D. In the following simu-

lations, we have used the second method in which nonlinearity is incorporated

through a modified RI, which can be written as: np = np0 +np2I ; where n0 is linear

RI and n2 is second order nonlinear RI of the particle.

Figure 3.20 shows the trapping force and potential curve for 40 nm polystyrene

particle under pulsed excitation. Figure 3.20a shows the trapping force around

the geometric focus for both axial ( r = 0 ) and radial ( z = 0 ) directions. Includ-

ing nonlinearity gives a significant change in the order of magnitude as well as

the nature of force curves, as compared to CW excitation at similar average power.

Figure 3.20b shows the 3D force curve, and figure 3.20c shows the corresponding

potential.

Nonlinearity plays a crucial role, with an increase in average power. To compare
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Fig. 3.20.: Plots of trapping force and potential under pulsed excitation for fixed NA=1.4
a) forces along radial as well as axial direction around geometric focus, b)
3D force and c) corresponding potential. Color: green/blue/red curves
correspond to gradient/scattering/total force along the axial direction, and
black curve corresponds to a gradient or total force along the radial direction.

with CW excitation, we have considered the average power as 1 mW because,

at low average power, nonlinear effects do not contribute significantly. Figure

3.21 shows the plot of trapping force for 40 nm particle along the axial and radial

directions at 1 mW average power under CW excitation for fixed NA=1.4, and

the RI of the particle equal to 1.31, 1.32, and 1.33 respectively. Here, we have

considered second-order nonlinear RI ( np2 ) as 5.9× 10-17. Figures 3.21a-c shows

the nature of resultant force curves as repulsive, both attractive and repulsive,

and repulsive, respectively. It can be seen that when RI of the particle is equal to

RI of the medium, the nature of the force curve is attractive. However, under CW

excitation, the forces are repulsive in nature, as shown in figure 3.16. Quite inter-

estingly, the change in the nature of the force curve from repulsive to attractive is

not sudden change under pulsed excitation due to the effect of nonlinearity, and

this transformation is shown in figures 3.21d and 3.21h (red rectangular box).

Depending upon the average power, NA, and particle size these RI ranges are

different as can be seen from table 3.3.

From table 3.3, under pulsed excitation, the repulsive regime, at low average

power (1 mW), the range of RI is approximately similar to CW excitation because

nonlinear effects are not contributing significantly. With increasing power, the

upper bound of RI decreases for fixed NA. Similarly, for a fixed power where

nonlinearity contributes significantly, the upper bound of RI decreases with in-

creasing NA. However, at high average power and high NA, repulsive forces are

not present.

In the intermediate regime, although both the upper and lower bound decreases,

the RI range increases significantly with increasing average power and increases

slightly with increasing NA. The RI range values for repulsive and intermediate
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Fig. 3.21.: Plots of trapping force along axial and radial direction under CW excitation
for fixed NA=1.4 and particle RI a) 1.31, b) 1.32, c) 1.33, d) 1.315, e) 1.317,
f) 1.319, g) 1.322, and h) 1.325.Color: green/blue/red curves correspond
to gradient/scattering/total force along the axial direction, and black curve
corresponds to a gradient or total force along the radial direction.

P (mW) NA Repulsive force Repulsive to Attractive Attractive force Unbound force Most stable trap

1

1.1 0 < np ≤1.315 1.315 < np < 1.33 1.33≤ np <2.32 np ≥ 2.32 np =1.74

1.2 0< np ≤1.315 1.315< np <1.33 1.33≤ np <2.6 np ≥ 2.6 np =1.82

1.3 0< np ≤1.315 1.315< np <1.33 1.33≤ np <2.92 np ≥ 2.92 np =1.92

1.4 0< np ≤1.315 1.315< np <1.33 1.33≤ np <3.47 np ≥ 3.47 np =2.03

10

1.1 0 < np ≤ 1.22 1.22< np <1.3 1.3≤ np <2.28 np ≥ 2.28 np =1.64

1.2 0< np ≤1.2 1.2< np <1.3 1.3≤ np <2.55 np ≥2.55 np =1.76

1.3 0< np ≤1.17 1.17< np <1.3 1.3≤ np <2.9 np ≥2.9 np =1.84

1.4 0< np ≤1.16 1.16< np <1.28 1.28≤ np <3.41 np ≥3.41 np =1.95

50

1.1 0< np ≤0.7 0.7< np <1.15 1.15≤ np <2.11 np ≥2.11 np =1.44

1.2 0< np ≤0.6 0.6< np <1.15 1.15≤ np <2.35 np ≥2.35 np =1.48

1.3 0< np ≤0.5 0.5< np <1.12 1.12≤ np <2.66 np ≥2.66 np =1.51

1.4 0< np ≤0.4 0.4< np <1.05 1.05≤ np <3.13 np ≥3.13 np =1.56

100

1.1 0< np ≤0.1 0.1< np <1.0 1.0≤ np <1.95 np ≥1.95 np =1.15

1.2 0< np ≤0.04 0.04< np <0.95 0.95≤ np <2.14 np ≥2.14 np =1.13

1.3 No 0< np <0.85 0.85≤ np <2.41 np ≥2.41 np =1.09

1.4 No 0< np <0.75 0.75≤ np <2.82 np ≥2.82 np =1.08

Tab. 3.3.: RI limits variation with NA, for repulsive, attractive, and unbound force values
for 40 nm particle at different average power under pulsed excitation for fixed
40 nm particle size.

regimes remain unchanged for different sized particles within the dipole limits.

In an attractive regime, the lower and upper bound of the RI range decreases

significantly with increasing average power and NA. Within this range, the value
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P (mW) NA Repulsive force Repulsive to Attractive Attractive force Unbound force Most stable trap

1

1.1 -1.333 < np ≤ 0 -1.343< np <-1.333 -2.333 ≤ np ≤ -1.343 np ≤-2.333 np = -1.743

1.2 -1.333< np ≤0 -1.343< np <-1.333 -2.603< np ≤-1.343 np ≤-2.603 np = -1.843

1.3 -1.333< np ≤0 -1.346< np <-1.333 -2.973< np ≤-1.346 np ≤-2.973 np = -1.933

1.4 -1.333< np ≤0 -1.348< np <-1.333 -3.493< np ≤-1.348 np ≤-3.493 np = -2.053

10

1.1 -1.36< np ≤0 -1.45< np <-1.36 -2.37< np ≤-1.45 np ≤-2.37 np = -1.80

1.2 -1.36< np ≤0 -1.46< np <-1.36 -2.66< np ≤-1.46 np ≤-2.66 np = -1.90

1.3 -1.36< np ≤0 -1.48< np <-1.36 -3.03< np ≤-1.48 np ≤-3.03 np = -2.01

1.4 -1.36< np ≤0 -1.50< np <-1.36 -3.56< np ≤-1.50 np ≤-3.56 np = -2.14

50

1.1 -1.45< np ≤0 -1.95< np <-1.45 -2.57< np ≤-1.95 np ≤-2.57 np = -2.04

1.2 -1.48< np ≤0 -2.0< np <-1.48 -2.89< np ≤-2.00 np ≤-2.89 np = -2.18

1.3 -1.50< np ≤0 -2.10< np <-1.50 -3.30< np ≤-2.10 np ≤-3.30 np = -2.34

1.4 -1.52< np ≤0 -2.20< np <-1.52 -3.86< np ≤-2.20 np ≤-3.86 np = -2.52

100

1.1 -1.55< np ≤0 -2.52< np <-1.55 -2.85< np ≤-2.52 np ≤-2.85 np = -2.33

1.2 -1.60< np ≤0 -2.65< np <-1.60 -3.21< np ≤-2.65 np ≤-3.21 np = -2.53

1.3
-1.7< np ≤-0.6 -2.86< np <-1.7 3.66< np ≤-2.86 np ≤-3.66 np = -2.76

-0.6< np <0

1.4
-1.8 < np ≤ -0.4 -3.10 ≤ np ≤ -1.8 -4.27< np ≤-3.10 np ≤-4.27 np = -3.01

-0.4 < np < 0

Tab. 3.4.: RI limits variation with NA, for repulsive, attractive, and unbound force values
for 40 nm particle at different average power under pulsed excitation for fixed
40 nm particle size for meta-materials.

of axial force minima first decreases and reaches a minimum and then increases

with increasing RI and the RI corresponding to the minima is where the trap is

most stable under these conditions. This optimal RI increases with increasing NA

and decreases with increasing average power. However, there is a small deviation

from this trend with increasing NA for high average power which is highlighted

in table 3.3, where optimal RI decreases with increasing NA because, at 100 mW

average power, nonlinearity leads to destabilizing of the trap where scattering

force dominates over the gradient force.

In the unbound regime, only the lower bound of RI exists, and this value increases

with increasing NA for fixed average power. However, it decreases with increasing

average power for fixed NA. Similarly, from table 3.4, it can be seen that under

pulsed excitation, at low average power (1 mW), the range of RI is approximately

similar to CW excitation because nonlinear effects are not contributing signifi-

cantly. With increasing power, the lower bound of RI is decreasing for fixed NA.

Similarly, for fixed power where nonlinearity contributes significantly, the lower

bound of RI decreases with increasing NA. In terms of the magnitude of RI, the
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Fig. 3.22.: Plots of polarizability against particle RI for a) NA=1.4 and 100mW average
power, b) 40 nm particle and 100mW average power, c) 40 nm particle size
and NA=1.4 under pulsed excitation.

behavior of intermediate, attractive, and unbound forces are similar to that of a

particle having positive RI. However, in an intermediate regime, at high average

power and high NA, the transition from repulsive to attractive force lies in two

different regimes due to the significant contribution of nonlinear RI, which is

highlighted in the table 3.3. In an attractive regime, the lower and upper bound

of the RI range decreases significantly with increasing average power and NA.

However, within this range, the value of axial force minima first decreases reaches

a minimum and then increases with RI. The RI corresponding to the minima is

where the trap is most stable under these conditions. This optimal RI decreasing

with increasing NA and decreases with increasing average power.

For small particles, in the attractive and unbound regimes, defining the range

is ambiguous because the polarizability saturates after a particular value of RI,

which can be seen from figure 3.22a. Figure 3.22b shows that for fixed particle

size and average power, the minima of polarizability is shifting towards lower

RI value as per increase in NA. Similarly, an increase in average power for fixed

particle size and NA results in shifting the polarizability minima towards lower RI

value, as shown in figure 3.22c. The range of RI for repulsive regimes listed in

the above tables 3.3 and 3.4 can also be mapped through the polarizability.

An interesting observation is that particles having RI less than the medium can

be trapped using pulsed excitation but not using CW excitation. This is one

instance where we can see the advantage of femtosecond pulsed excitation over

CW excitation. Under pulsed excitation, increasing average power contributes

significantly to the nonlinearity resulting in unstable trapping for particles having

higher RI, whereas, in the case of CW excitation, it can be trapped. However,

for metamaterial particles, there is a specific range of RI, where particles can be

trapped. The particles having a RI less than the medium cannot be trapped using
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pulsed excitation but can be trapped using CW excitation. It can be observed

Optimal power (mW) Uesc(kBT )

PS (nm)

NA
1.1 1.2 1.3 1.4 1.1 1.2 1.3 1.4

40 103 117 134 160 2.62 4.40 7.00 10.78

39 119 135 155 189 3.06 5.09 8.08 12.56

38 137 156 182 228 3.57 5.90 9.40 14.81

37 159 182 217 281 4.16 6.87 11.05 17.68

36 185 216 250 363 4.86 8.05 13.12 21.77

35 219 261 335 482 5.70 9.55 16.05 28.29

34 261 322 444 783 6.75 11.52 19.96 39.36

33 318 415 653 1808 8.08 14.24 26.56 67.01

32 399 571 1165 – 9.86 18.34 39.93 –

31 524 870 – – 12.39 25.47 – –

30 726 1846 – – 16.39 41.99 – –

29 1211 – – – 23.92 – – –

28 3243 – – – 45.00 – – –

Tab. 3.5.: Optimal power and corresponding escape potential values for different particle
size variation with NA under pulsed excitation.

that nanoparticle having a high RI (quantitatively listed in tables 3.1, 3.2, 3.3

and 3.4) than the surrounding medium cannot be trapped using both CW and

pulsed excitations. Because they scatter more, which results in the domination

of scattering force over gradient force. Therefore, trap destabilizes. In order

to trap very high RI nanoparticles, we require antireflection coating on top of

particle surface so that scattering force can be minimized [126, 127]. Under

pulsed excitation, optimal power can be calculated for fixed sized particles by

measuring Uesc with an increase in average power, which can be seen from table

3.5. The optimal power and Uesc increases, with a decrease in particle size for

fixed NA. Similarly, optimal power and Uesc increase with an increase in NA for

fixed particle size. Interestingly, it can be observed that after a specific particle

size limit, getting optimal power for a fixed NA is difficult, and the particle size

limit is different for different NA. This is because the increase in average power

contributes significantly to nonlinear RI, which results in an increase in the total

RI. Consequently, polarizability increases initially and then saturates, which can

58 Chapter 3 Force and potential on dielectric, hybrid, and hollow-core polystyrene

nanoparticles using dipole approximation



Fig. 3.23.: Plots of polarizability against average power for 40nm polystyrene particle
size under pulsed excitation.

be seen from both figure 3.23 and table 3.6. When it reaches saturation, it is not

very easy to get optimal power for fixed particle size and NA.

From table 3.5, it can be seen that by fixing the particle size and NA, varying

Power (mW) m = np
nw

α = m2−1
m2+2

100 2.2736 0.5816
500 6.6182 0.9345
1000 12.0489 0.9796
2000 22.9103 0.9943
3000 33.7717 0.9974
4000 44.6331 0.9985
5000 55.4945 0.9990

Tab. 3.6.: Polarizability variation with average power and NA under pulsed excitation.

the average power in order to calculate the optimal power, it fails after a certain

limit due to the saturation of polarizability. Therefore, we have used another

method to calculate the optimal parameter for stable trapping, where average

power and NA are fixed, and the particle size is varying. Uesc initially increases,

followed by a maximum and then decreases. The particle size corresponding to

the maxima results in stable trapping for a particular average power, which is

listed in tables 3.7 and 3.8. It is also observed that the initial increase in average

power results in a rapid decrease in optimal particle size. Whereas approaching

towards smaller sized particles, there is a range of average power for which an

optimal particle can be stably trapped, and this range increases as particle size

decrease. The salient point here is that in the earlier method (fixing the particle

size and varying the average power), optimal average power for fixed particle

size can be calculated till 33 nm, 32 nm, 30 nm, and 28 nm which corresponds

to NA 1.4, 1.3, 1.2, and 1.1 respectively. However, using this method (fixing

power and varying particle size), optimal particle size for fixed average power
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can be calculated till 23 nm, 24 nm, 25 nm, and 26 nm, which corresponds to

1.4, 1.3, 1.2, and 1.1 NA, respectively. Still, it is challenging to calculate optimal

parameters for further smaller particles. There is yet another way to estimate

the parameters which depend on the average power. We can predict whether it

creates a stable or unstable trap by measuring Uesc , and match it with the thumb

of rule condition i.e. if Uesc is > 10kBT , it will create a stable trap. So, according

to the available parameters like average power, pulse width, repetition rate, and

nonlinear refractive indices of particle and medium, we can predict whether the

particle can be trapped or not.

Figure 3.24 shows the optimal power and Uesc against pulse width for 40 nm

NA=1.1 NA=1.2
OP (mW) PS (nm) Uesc(kBT ) OP (mW) PS (nm) Uesc(kBT )

50 40 5.45 100 34 7.96
100 35 10.71 200 30 16.00
150 33 16.12 300 29 24.43
200 31 21.69 400 28 33.10

250-300 30 27.41-33.17 500-600 27 41.85-50.76
350-400 29 39.12-45.03 700-1300 26 59.62-113.00
450-750 28 50.92-57.00 1400-onward 25 121.89-onward

800-1400 27 92.95-164.74 – – –
1450-onward 26 176.54-onward – – –

Tab. 3.7.: Optimal particle size and corresponding escape potential values for different
average power with NA (1.1 and 1.2) under pulsed excitation. OP: optimal
power, PS: particle size.

NA=1.3 NA=1.4
OP (mW) PS (nm) Uesc(kBT ) OP (mW) PS (nm) Uesc(kBT )

100 33 5.76 100 33 4.05
200 30 11.49 200 29 8.03
300 28 17.52 300 27 12.18
400 27 23.70 400 26 16.45

500-600 26 30.00-36.35 500-600 25 20.81-25.21
700-1200 25 42.78-74.86 700-1000 24 29.70-43.11

1300-onward 24 81.35-onward 1100-onward 23 47.61-onward
– – – – – –
– – – – – –

Tab. 3.8.: Optimal particle size and corresponding escape potential values for different
average power with NA (1.3 and 1.4) under pulsed excitation. OP: optimal
power, PS: particle size.

particle size under pulsed excitation at fixed NA 1.4. It can be observed that opti-

mal power and Uesc varies linearly with pulse width. This is useful for achieving

realistic parameter according to the experimental scenario, for example, optimal

60 Chapter 3 Force and potential on dielectric, hybrid, and hollow-core polystyrene

nanoparticles using dipole approximation



Fig. 3.24.: Plot of optimal power and escape potential vs pulse width under pulsed
excitation for fixed NA 1.4.

power for 120 fs pulse width is 1000 mW, but to get a more realistic parameter,

the same conditions are achievable if we choose average power equal to 100 mW

for 12 fs pulse width. Similar behavior is obtained for different particle size and

NA as well.

In addition, we have explored the effect of OKE in CdS, ZnS, and compared with

polystyrene since CdS, ZnS, and polystyrene have significant higher second-order

nonlinear RI. The chosen parameters are 100 mW average power under both CW

and pulsed excitation for fixed NA 1.4 unless mentioned. Figure 3.25 shows total

(gradient only) force acting on the particle along the radial direction for both CW

and pulsed excitation for 10 nm particle size.

Figure 3.26 shows the total force/potential acting on the particle along the axial

direction for both CW and pulsed excitation for 10 nm particle size, where red,

green, and black corresponds to CdS, ZnS and polystyrene respectively. It can

be seen that the forces in the case of CdS and ZnS under CW excitation are

comparable, while for polystyrene, it is relatively very less. This is because the

linear RI of CdS and ZnS are comparable, but polystyrene has a very less linear

RI. Nevertheless, upon including nonlinearity, there is a significant change in

polystyrene, while corresponding changes in ZnS and CdS are minimal at the

same average power. The change in the CdS curve is not significant, and for ZnS,

there is almost no change. This is because, for both CdS and ZnS, the nonlinear

RI is very small compared to that of polystyrene (CdS by a factor of ∼10 and ZnS

by a factor of ∼ 100). The results obtained along the radial direction are qualita-

tively very similar but quantitatively different from that obtained in the case of

the axial direction. This is because, for small particles, the contribution from the

scattering force is insignificant. Hence, the results are dictated by gradient force,
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Fig. 3.25.: Plots of trapping force along radial direction for both CW and pulsed excita-
tion at 100 mW average power for 10 nm particle size.

which is also the only force along the radial direction as well. Note that the radial

potential is symmetric, while the axial potential is asymmetric about the axis due

to contribution from the scattering force. In earlier chapters, we have defined the

depth of the trapping potential as absolute potential ( Uabs ) and the height of

the barrier to the positive z-axis as escape potential ( Uesc ) and identified Uesc

as the crucial quantity to be considered for stability of an optical trap; these two

potentials are shown in figure 3.26 (marked by blue arrow).

Figure 3.27 shows the plot of escape potential vs particle size under both CW

and pulsed excitations. It can be seen that depth of potential decreases with

decreasing particle size along the radial direction, whereas for axial direction,

CdS and ZnS pass through maxima. At the same time, polystyrene does not reach

maxima before 40 nm particle size (we did not attempt to simulate force/po-

tential above 40 nm particle size since it lies beyond the validation of dipole

approximation). Again including nonlinearity gives significant deviations in case

of polystyrene compared with ZnS and CdS. As seen in figure 3.27, in the linear

case, there is a well-defined maximum in the case of ZnS and CdS, but no such
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Fig. 3.26.: Plots of trapping force along axial direction for both CW and pulsed excitation
at 100 mW average power for 10 nm particle size.

behavior is observed for polystyrene. This means that within the domain of

CW excitation, stable trapping can be achieved for smaller particles of CdS and

ZnS. However, for polystyrene, the corresponding size is much higher, which is

off the scale for fixed average power. But the inclusion of nonlinearity brings

about a shift in the peak for the case of polystyrene, indicating that even smaller

particles can be trapped. So it can be concluded that for a fixed power, nonlinear

contributions must be included to correctly predict the optimal size for stable

trapping, particularly for particles having a high nonlinear RI like polystyrene.

Another aspect of nonlinearity is portrayed in the average power dependence of

stable trapping in the axial direction for 500 mW and 1000 mW average powers,

as shown in figure 3.28. If only linear aspect (CW excitation) is considered, there

is no shift in peaks (w. r. t. particle size) with a change in power because here,

power is linearly dependent. Under pulsed excitation, a shift in the maxima

towards smaller particle size is observed when the average power is increased.

Again the change is very significant for polystyrene, smaller for CdS, and almost

negligible for ZnS. In the radial direction, there is a change quantitatively with
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Fig. 3.27.: Plots of radial/escape potential against particle size under both CW and
pulsed excitation.

Fig. 3.28.: Plots of escape potential vs particle size under pulsed excitation at different
average power.

the change in the order of magnitude. However, qualitatively there is no signifi-

cant effect of including nonlinearity for different average power. As per particle

size decreases, well depth also decreases, which implies that trapping is harder

for smaller particles. So, the high average power is required to trap small size

particle.
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3.3 Core-Shell type nanoparticles
The mathematical formulation for dipole approximation discussed in chapter 1.

All the parameters used in numerical simulations are listed in table 2.1. The

method of calculating polarizability for core-shell and hollow-core type is different

from that of core-type nanoparticles. There are two methods to calculate the

polarizability: one is the average method, and another one is rigorous method

(in which polarizability of each layer incorporated to make it more efficient). On

comparison, both the methods give similar results for very small or quantum dot

particles, but for few tens of nanometer-sized particles both show different results

which explained briefly in this chapter.

3.3.1 Average method
In this method α is calculated by using the average RI of the particle.

α =
(
m2 − 1
m2 + 2

)
(3.2)

where m = np
nw

is relative RI of the particle to the medium. Because of very

small size, the shape is indistinguishable, hence, it can be treated as dipole with

np = npc+nps
2 , which is just an average of core (npc) and shell (nps) particle RI.

3.3.2 Rigorous method
In this method α is calculated by individually taking the polarizability factors for

core and shell and can be written as [128]:

α = α′

V
= (n2

s − n2
w) (n2

c + 2n2
s) + f 3 (2n2

s + n2
w) (n2

c − n2
s)

(n2
s + 2n2

w) (n2
c + 2n2

s) + f 3 (2n2
s − 2n2

w) (n2
c − n2

s)
(3.3)

where, nc , ns and nw are RI of core, shell and water (medium) respectively, f = ac
as

is the ratio of radius of core (ac) to that of shell (as). In the limit nc = ns = np,

we get back the polarizability per unit volume for single nanoparticle. This is

more general method than average method to calculate the polarizability per

unit volume and is more appealing because of its rigorous evaluation. V in above

calculation is: V = 4πn2
wε0a

3
s .

We have calculated the forces for both CW excitation and pulsed excitation us-

ing both the methods. In case of CW excitation only linear RI is considered;
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ns/c/w/p = n
s/c/w/p
0 (excluding nonlinear RI factor), whereas in pulsed excitation,

second order nonlinear RI factor ns/c/w/p2 is also incorporated giving ns/c/w/p =

n
s/c/w/p
0 + n

s/c/w/p
2 ∗ I (r, z) . Here, we have chosen NA =1.4 and 100 mW average

power under CW and pulsed excitation until mentioned otherwise.

3.3.3 Comparison of average and rigorous method
We now consider CdS-ZnS and polystyrene-CdS as core-shell particle immersed in

water. These materials were chosen because for one of them (CdS-ZnS) RI of the

core is greater than the shell (nc > ns < nw) and in other case (polystyrene-CdS)

it is other way around ( nc < ns > nw ).

Figure 3.29 shows the total force acting on core-shell particle for both methods

Fig. 3.29.: Plots of trapping force along axial and radial directions for (5 nm thick)
core-shell under CW excitation. Color: red/blue curve corresponds to CdS-
ZnS/Poly-CdS particles. The solid and dotted lines correspond to the rigorous
formulation and average method of polarizability, respectively.

for calculating α under CW excitation, where the considered core radius is 5

nm and shell thickness is 5 nm for both radial as well as in axial direction. The

solid line corresponds to the rigorous formulation, and the dotted circled line
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corresponds to the average method, where the red and blue curves correspond to

CdS-ZnS and polystyrene-CdS, respectively. It can be seen that in case of CdS-ZnS

force acting on the particle is overestimated in the average method (shown in

the inset of figure 3.29) as compared with the rigorous method however for

polystyrene-CdS average method underestimates the force as compared with the

rigorous method.

From now on, we consider simulations using the rigorous method to calculate

polarizability α. Figure 3.30 shows the force/potential curves under pulsed

Fig. 3.30.: Plots of trapping force/potential along axial and radial direction at 100 mW
average power for 5 nm core and 5 nm shell under pulsed excitation.

excitation for 5 nm core radius and 5 nm shell thickness along axial as well

as radial direction. It can be seen that including nonlinearity gives rise to a

significant change in magnitude not in the nature of force and potential curve for

polystyrene-CdS while no significant change in CdS-ZnS.

Quite interestingly, there is a critical dependence on the core radius and shell

thickness. As in the example in figure 3.29, we find that for the case of core

radius as 5 nm and shell thickness as 5 nm, the average method overestimates

force for CdS-ZnS and underestimates for polystyrene-CdS. This is in contrast to

12 nm as the core, and 3 nm as shell case, wherein both average method and

rigorous method give qualitatively similar results for polystyrene-CdS. However,
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for CdS-ZnS case average method again overestimates the force. In yet another

case considered, with 17 nm as core and 3 nm as shell thickness, the average

method predicts more force for both polystyrene-CdS and CdS-ZnS. Therefore, it

follows that while the average method always overestimates force for CdS-ZnS,

it may overestimate or underestimate force or give a comparable prediction as

compared to the rigorous method in case of polystyrene-CdS. This variation can be

attributed to the fact that CdS and ZnS have comparable linear refractive indices,

whereas polystyrene and CdS have significantly distinct linear refractive indices.

In figure 3.31, the left panel shows the variation of shell radius against escape

Fig. 3.31.: Plots of escape potential vs core and shell radius variation along radial as well
as axial direction under pulsed excitation.Color: black/red curve corresponds
to force/potential.

potential by fixing the core radius at 5 nm, and the right panel shows the variation

of core radius against escape potential by fixing shell radius at 40 nm for both

axial and radial directions under pulsed excitation. Here blue curve corresponds

to CdS-ZnS and red curve corresponds to the polystyrene-CdS. From figure 3.31a,

it can be seen that as shell thickness increases, escape potential increases because

increasing shell thickness implies that the overall radius of core-shell nanoparticle

increasing, which results in a continuous increase in escape potential height
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Particle type ac (nm) as (nm) f = ac
as

α (at focus)

1 mW 100 mW 1000 mW

CdS/ZnS

5

10 0.50 0.4058 0.4095 0.4414

20 0.25 0.4034 0.4060 0.4293

30 0.167 0.4031 0.4057 0.4281

40 0.125 0.4030 0.4056 0.4278

5

40

0.125 0.4030 0.4056 0.4278

15 0.375 0.4042 0.4072 0.4334

25 0.625 0.4085 0.4133 0.4542

35 0.875 0.4180 0.4267 0.4980

poly/CdS

5

10 0.50 0.3943 0.4570 0.6285

20 0.25 0.4241 0.4376 0.5339

30 0.167 0.4241 0.4376 0.5339

40 0.125 0.4247 0.4372 0.5316

5

40

0.125 0.4247 0.4372 0.5316

15 0.375 0.4124 0.4454 0.5742

25 0.625 0.3634 0.4756 0.7046

35 0.875 0.2396 0.5375 0.8894
Tab. 3.9.: Table for polarizability values of CdS-ZnS and polystyrene-CdS at different

average power for varying core radius and shell thickness. Here ac: core
radius; as: shell radius.

for CdS-ZnS along axial direction whereas in case of polystyrene-CdS passes

through a maximum. However, along the radial direction for both CdS-ZnS and

polystyrene-CdS, escape potential increases as shell thickness increases because

the potential is stabilizing more and more with increasing overall particle size

can be seen from figure 3.31b.

In the case of variation of the thickness of core with a fixed particle size (40 nm),

it can be seen that escape potential height decreases with an increase in core

radius for CdS-ZnS. However, it is significantly small in quantity as compared

with shell thickness variation case because, in case of core thickness variation, the

overall particle size is fixed. But in the case of polystyrene-CdS, escape potential

height passes through a maximum, with increasing core thickness (figure 3.31c)

because, for CdS-ZnS, RI of the core is higher as compared to the shell, as opposed

to polystyrene-CdS (figure 3.31d). An increase in the core radius leads to an

increase in the quantity (in polarizability expression) f for both CdS-ZnS and
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Particle type ac (nm) as (nm) f = ac
as

α (at focus)

1 mW 100 mW 1000 mW

Hollow CdS 35

36 0.9722 -0.1010 -0.0988 -0.0773

37 0.9460 -0.0439 -0.0398 -0.0015

38 0.9211 0.0043 0.0098 0.0603

39 0.8974 0.0455 0.0520 0.1116

40 0.875 0.0809 0.0883 0.1548

Hollow poly 35

36 0.9722 -0.1440 -0.0588 0.7152

37 0.9460 -0.1214 0.0276 0.8338

38 0.9211 -0.1014 0.0966 0.8806

39 0.8974 -0.0835 0.1529 0.9056

40 0.875 -0.0674 0.1996 0.9212
Tab. 3.10.: Table for polarizability values of CdS and Polystyrene hollow sphere at

different average power for varying core radius and shell thickness. Here ac:
core radius; as: shell radius.

polystyrene-CdS. This increase in f causes an increase in polarizability in CdS-ZnS

and a decrease in polystyrene-CdS because the second term in the numerator and

denominator in equation 3.3 gives a positive contribution for CdS-ZnS while the

corresponding contributions have a negative sign for polystyrene-CdS which can

be seen from table 3.9. It is also observed that at 1 mW average power CdS-ZnS

polarizability value decreases with increasing shell thickness and increases with

increase in core radius whereas in case of polystyrene-CdS this trend is reversed

(highlighted in table 3.9). However, this behavior will change (shift the peak

towards left) for polystyrene-CdS at high average power and remain the same

for CdS-ZnS because at high average power, the contributions from nonlinear RI

become quite significant. For CdS-ZnS there is no such reversal of behavior.

3.4 Hollow-core type nanoparticles
For hollow-core type particles results are surprisingly very different from those in

case of core-shell nanoparticles.

Figure 3.32 shows the axial and radial force curves under CW excitation. It can

be seen that the nature of force shows the repulsive nature instead of attractive.

The thickness of the shell considered is 3 nm; the inner radius of the hollow

nanosphere is 37 nm. A small change in thickness of the shell leads to a significant
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Fig. 3.32.: Plots of trapping force along axial and radial direction for hollow CdS and
polystyrene for 3 nm shell thickness (inner and outer radius as 37 nm and 40
nm) under CW excitation.

change in the force curve quantitatively as well as qualitatively. For example, if

we consider the radius of the inner core as 37 nm and outer as 40 nm, it results

in a repulsive force. However, at the same time, if we consider inner and outer

radius as 37 nm and 42 nm, we will get the attractive instead of repulsive force.

From this, we can say if the thickness of the CdS and polystyrene shell is greater

than 4 nm and 10 nm, respectively. It will result in an attractive force, but shell

thickness less than this gives a resulting repulsive force. From table 3.10, it can

be seen that an increase in the thickness of the shell changes the polarizability

sign from positive to negative for both CdS and polystyrene hollow sphere. It can

also be observed that at 1 mW average power, a particle having an inner radius

35 nm and outer radius more than 38 nm shows attractive force for the CdS

hollow sphere, however, repulsive for polystyrene because for CdS the linear RI is

more as compared to polystyrene. On the other hand, at high average power, this

transition occurs earlier in polystyrene as compared to CdS because polystyrene
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has a higher nonlinear RI as compared to CdS.

Fig. 3.33.: Plots of trapping force along axial direction for hollow CdS for 3 nm shell
thickness (inner and outer radius as 37 nm and 40 nm) under pulsed excita-
tion. Color: green/blue/red curve corresponds to gradient/scattering/total
force.

Figure 3.33 shows the effect of nonlinearity on the hollow CdS nanosphere

for different average power under pulsed excitation, although it has a very

small nonlinear RI compared to polystyrene. As average power is increased,

nonlinearity contributes more significantly, which results in to change in the

nature of a force curve from repulsive to attractive. This change in the nature of

force can be seen from figure 3.33, where increasing in average power contributes

significantly to scattering and gradient forces, which leads to change in the

nature of the total force curve. From the earlier discussion, we know that

polystyrene shows a significant nonlinear effect as compared to CdS and ZnS

due to higher second-order RI. So, this change in the nature of the force curve

from repulsive to attractive can be seen very clearly at low average power in the

hollow polystyrene nanosphere from figure 3.34. For CdS-ZnS and polystyrene-
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Fig. 3.34.: Plots of trapping force along axial direction for hollow polystyrene for 3 nm
shell thickness (inner and outer radius as 37 nm and 40 nm) under pulsed
excitation. Color: green/blue/red curve corresponds to gradient/scattering/-
total force.

CdS under CW excitation, we observe that the forces are repulsive (figure 3.32),

whereas under pulsed excitation, they become attractive (figures 3.33 and 3.34)

at 100 mW average power. The increase in average power, it converts from the

unstable (repulsive) trap (due to a thickness of shell and RI of the material)

to a stable (attractive) trap (nonlinearity contributes in a significant amount

leading to increase in the RI of the material). Further increase in average power

destabilizes the trap along axial direction due to dominance of scattering force

over gradient force while along the radial direction, further increase in power

results in stabilizing the trap as there is no contribution from scattering force.

This is a clear advantage of pulsed excitation.

Figure 3.35 shows the transformation of repulsive to attractive potential through

the splitting of potential as the average power is increased for both CdS and

polystyrene hollow nanosphere. It can be seen that with an increase in average

power, nonlinear RI contributes significantly to the linear RI which results in a
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Fig. 3.35.: Plots of trapping force along axial and radial direction for hollow CdS and
polystyrene for 3 nm shell thickness (inner and outer radius as 37 nm and 40
nm) under pulsed excitation.

change of repulsive potential to the splitting of potential and is eventually to

attractive potential, any further increase in average power leads to an unstable

trap due to scattering force. Figure 3.36 shows the change in escape potential

Fig. 3.36.: Plots of escape potential vs average power along axial direction for hollow
polystyrene nanosphere having thickness a) 3nm and b) 5nm under pulsed
excitation.

with average power for polystyrene hollow nanosphere for different NA i.e. 1.2,

1.3 and 1.4 respectively. It can be seen that with an increase in average power,

escape potential first increases, then reaches to maxima and eventually decreases.

The average power corresponding to the maximum escape potential is optimal

power for the most stable trap. It is also observed that a small change in the

thickness of the polystyrene hollow nanosphere (from 3 nm to 5 nm) results in

shifting the optimal average power (from 700 mW to 500 mW) under pulsed

excitation for fixed NA and corresponding escape potential height decreases

significantly. This implies that the optimal power decreases with an increase in
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the thickness of the hollow nanosphere shell, consequently with an increase in

thickness, the particle can be trapped easily at low average power. Similarly, it

can be done for CdS hollow sphere as well.

Changing the wavelength of the trapping beam results in a change in the nature

and magnitude of trapping force and potential; accordingly, the range of particle

size for dipole approximation also changes. In addition, the effect of polarization

can be seen if we consider circular or elliptical polarization instead of plane-

polarized light. Similar force reversal effects are presumed to be observed for

materials with high nonlinear refractive indices, in particular, low-dimensional

materials. However, analytic modeling of nonlinear force/potential for two-

dimensional materials is very different from nanosphere [129].

Note that this reversal of force is solely due to the nonlinear nature of gradient

force at an excitation wavelength far from resonance and not due to the scattering

force; hence, this should not be confused with Fano resonance which arises due

to interference between background and resonance scattering amplitudes leading

to asymmetric spectral profiles [130, 131]. A detailed discussion is given in

appendix E for the probability of occurrence of Fano-resonance in core-shell and

hollow-core type nanoparticles.

3.5 Conclusion
We have shown that under high-repetition-rate ultrafast pulsed excitation, in

addition to repetitive instantaneous trapping, how OKE dramatically modulates

the efficiency of optical trapping of dielectric nanoparticles. We have correctly

identified the height of the potential barrier along beam propagation direction

to be the most relevant quantity considering trapping efficiency which nicely

correlates with previous experimental findings. We have estimated the optimal

average power levels that lead to most stable dipole trap which is extremely

important in direct trapping of dielectric nanoparticles. We also predict OKE

assisted stable trapping of nanoparticles that are difficult to trap otherwise.

From the above discussion, we have concluded that particles having RI less than

the surrounding medium show repulsive nature of force/potential curve under

CW excitation, but show attractive nature of force/potential under pulsed ex-

citation for similar conditions. Under CW excitation, change in the RI of the

particle results in a sudden change in the nature of force/potential curve from

repulsive to attractive. However, under pulsed excitation, this transformation

occurs gradually. Consequently, it can be observed that there is a certain regime
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of RI where CW excitation is unable to trap while pulsed excitation is able to trap

the nanoparticles under similar conditions. The case is reversed when RI of the

particle is greater than the surrounding medium. Along with this, if particle has

RI much higher than the surrounding medium, it cannot be trapped under both

CW and pulsed excitation because scattering force dominates over gradient force

and results in destabilizing the trap. Therefore, both CW and pulsed excitations

have their own advantages and disadvantages depending upon the RI of the

particle and surrounding medium. Similarly, for metamaterials, RI regimes exist

corresponding to the different nature of force/potential curves. In comparison

with dielectric particles, the range of RI is the same for metamaterial particles

under CW excitation but different under pulsed excitation for all regimes.

Also, we have theoretically shown an advantage of pulsed excitation for sta-

ble trapping of different types of nanoparticles by utilizing optical nonlinearity.

Considering the reversal of force for hollow-core nanoparticles, we envision far-

reaching applications of this method for facile optical manipulation and optical

sorting in a user defined way.
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4Force and potential on

arbitrary sized dielectric

particles using generalized

Lorenz Mie theory

4.1 Introduction
Followed by the chapter 3, here, we have demonstrated the similar phenomena

in hybrid nanoparticles using GLMT using localized approximation. Experimen-

tally researchers have reported that trapping efficiency is better while using a

pulsed laser rather than CW at similar average power [68, 77, 81]. It might

appear puzzling at first glance because under pulsed excitation, the trap should

appear and disappear depending upon the repetition rate of the laser beam, and

this would seem a disadvantage. To explain the experimental observation, our

group had proposed a model that under CW excitation, a potential well gets

created, which is present as long as the laser beam is on. In contrast, under

pulsed excitation, a steeper potential well gets created [74]. However, the time

interval between two consecutive pulses is not enough for the trapped particles to

diffuse out of the trap. Very recently, researchers have studied the bio-conjugated

core-shell microparticles, and it was observed that they enhance trapping ability.

Most importantly, high force experiments can be performed by tethering with

biological complex compounds, and these particles exhibit higher trap stiffness

compared to conventional beads [132]. In the field of optical tweezer, core-shell

and hollow-core nanoparticle dynamics are still unexplored. Here in this chapter,

we have rigorously studied the role of nonlinearity under pulsed excitation and

demonstrated a potential advantage of pulsed excitation over CW excitation

because hollow-core nanoparticles cannot be trapped under CW excitation. How-

ever, under pulsed excitation, the trapping force can be reversed by harnessing

OKE, which can be utilized for controlled manipulation of hollow-core nanoparti-

cles. This unique feature of controlling the reversal of trapping force/potential

opens up a new world in biology for performing high force experiments and in

performing medical therapies.
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4.2 Core type nanoparticles
A mathematical formulation for GLMT using localized approximation was ex-

plained in chapter 2. Here, we are using the same formulation for both CW

excitation (ignoring OKE) and pulsed excitation (including OKE). All the parame-

ters used in force and potential simulations are listed in table 2.1. Note that the

specific choice of particle size allows us to directly compare the GLMT results with

dipole approximation because the effects of diffraction in GLMT can be ignored.

Our method still holds for a range of particle size as long as these two conditions

are met: α� 1 and ρ� 1 [99]. Also, we neglect any possibility of Mie resonance

as: although α� 1 , (m− 1)� 1 [99]. Moreover, we do not take into account

any other nonlinear effect (i.e., resonance and plasmonic effect) found for optical

trapping of metallic nanoparticle [133]. Also, a force arising due to recoil effects

from nonlinear scattering (hyper Raman scattering) and absorption (multiphoton

absorption) is neglected. We have numerically evaluated the axial force/potential

under CW excitation (ignoring OKE) and under pulsed excitation (including OKE,

for polystyrene only).

4.2.1 Under CW excitation
Here, in figures 4.1 to 4.4, green/blue/red curves represent gradient/scattering/-

total force/potential; the dotted curves represent force/potential evaluated using

dipole approximation while the solid ones represents the same, evaluated using

localized approximation.

In figure 4.1, we have shown force and potential curves at 100 mW average

power under CW excitation. We see that there is a deviation for force/potential

using these two methods, which increases with an increase in particle size. To

quantify this deviation, we have calculated the potential values in the asymptotic

region (z= 10 µm) for both methods shown in table 4.1. Note that we take the

zero potential to be the potential at z= -10 µm. We have observed that in case

of dipole approximation gradient force/potential is symmetric along the axial

direction but in localized approximation gradient force/potential is asymmetric

along the axial direction and this asymmetry increases with an increase in particle

size. This is because, in dipole approximation, the particle is considered to be a

point dipole. Hence, an increase in particle size increases only the polarizability

volume (or the dipole moment), and the nature of the force/potential is not

changed. In contrast, in GLMT, the force/potential depends on the particle size
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Fig. 4.1.: Plots of axial trapping force (top) and potential (bottom) at 100 mW average
power under CW excitation.

through the scattering coefficients (an and bn). Hence, an increase in particle size

results in changing the nature of the force/potential.

Particle Size 80 nm 70 nm 60 nm

Potential (in kBT ) Dipole GLMT Dipole GLMT Dipole GLMT

Scattering -5.8625 -1.8544 -2.6311 -0.8450 -1.0434 -0.8234

Gradient 0 -4.4679 0 -2.0433 0 -0.3395

Total -5.8625 -6.3223 -2.6311 -2.8883 -1.0434 -1.1629

Tab. 4.1.: Potential values in asymptotic regime ( z=10 µm ) at 100 mW average power
under CW excitation.

4.2.2 Under pulsed excitation
In figure 4.2, we have shown force and potential curves at 100 mW average power

under pulsed excitation. We have seen a similar deviation for force/potential

using these two methods increases with an increase in particle size. However,

quite interestingly, the deviation is almost negligible in the total asymptotic

force/potential as the deviations contributed by scattering and gradient compo-

nents compensate for each other. As before, we have calculated the asymptotic

values of the potential, as shown in table 4.2. With the CW excitation, we observe
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Fig. 4.2.: Plots of axial trapping force (top) and potential (bottom) at 100 mW average
power under pulsed excitation.

that in case of dipole approximation gradient force/potential is symmetric about

the axis, but in localized approximation gradient, force/potential is asymmetric.

In the case of pulsed excitation, this asymmetry in gradient force/potential is

more as compared to CW excitation at similar average power.

4.2.2.1. Variation of power

From figures 4.3 and 4.4, it can be seen that on increasing the power, the

magnitude and nature of the force/potential curves change dramatically. Quite

interestingly, the gradient force/potential exhibits oscillatory behavior near the

focus, which increases with power for fixed particle size and increases with

decreasing particle size for a fixed power.

4.2.2.2. Origin of deviation

Now, to explain the origin of this oscillatory nature of force/potential, let us focus

on the expressions of force (equation 2.31). We see that the force depends on

two parameters: beam shape coefficients ( gn ) and scattering coefficients ( S(1)
n

and S(2)
n ).

In figures 4.5 to 4.7, we have plotted the relevant pairs of these coefficients

according to expressions for force, i.e., |gn|2 & S(1)
n , Re

(
gng

∗
n+1

)
& Re

(
S(2)
n

)
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Fig. 4.3.: Plots of axial trapping force at three different average power under pulsed
excitation.

Particle Size 80 nm 70 nm 60 nm

Potential (in kBT ) Dipole GLMT Dipole GLMT Dipole GLMT

Scattering -64.4205 -51.0458 -28.9116 -23.0138 -11.4655 -9.1570

Gradient 0 -13.0619 0 -5.4944 0 -2.0523

Total -64.4205 -64.1077 -28.6116 -28.9116 -11.4655 -11.2093

Tab. 4.2.: Potential values in asymptotic regime ( z=10 µm) at 100 mW average power
under pulsed excitation calculated for different theories (Dipole approxima-
tion, GLMT approximation).

and Im
(
gng

∗
n+1

)
& Im

(
S(2)
n

)
for three leading terms, n = 1, 2 and 3 shown in

figures 4.5, 4.6, and 4.7, respectively, as higher order terms contribute less to

the total force; (Line color: purple/red/green/blue corresponds to scattering

coefficient (S(1)
n , Re(S(2)

n ) and Im(S(2)
n ))at 10/150/300/500 mW average power,

respectively, and black for beam shape coefficient (BSC : |gn|2, Re(gng∗n+1) and

Im(gng∗n+1)). Note that the beam coefficient is a constant of power which we

plot as black curves in the leftmost column in each figure. We have plotted the

scattering coefficients in the next three columns for three different particle sizes;
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Fig. 4.4.: Plots of axial trapping potential at three different average power under pulsed
excitation. The insets show the zoomed-in region of bottom of the gradient
potential as well.

here purple, red, green and blue correspond to 10 mW, 150 mW, 300 mW and

500 mW average power, respectively. For any particle, for a specific power, the

three relevant product terms are readily obtained by choosing the corresponding

pairs; for example, if we want to explore the nature of axial scattering force for

a 70 nm diameter particle at 150 mW average power, we have to consider the

pair |gn|2 & S(1)
n (since, according to equation 2.31, product of these terms gives

rise to axial scattering force) in the top row where |gn|2 is plotted in the leftmost

column and S(1)
n is plotted as a red curve (150 mW) in the third column (70 nm

particle). We have observed that the oscillatory behavior is contributed by both

S(1)
n , S(2)

n .

4.2.2.3. Nature of potential

Based on previous experimental findings [13, 68, 74, 77, 80–83], it has recently

been established that the stability of an optical trap under pulsed excitation

depends on Uesc rather than Umin [99, 109]. In figure 4.8, we have compared the

power variation of the minimum potential ( Umin ) and the escape potential (

Uesc ) calculated using the dipole approximation and GLMT for different particle

size. In order to quantify the deviation between the numerical values of Umin
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Fig. 4.5.: Plots of beam shape coefficients (BSC) and scattering coefficients at different
average power under pulsed excitation for n=1.

Fig. 4.6.: Plots of beam shape coefficients (BSC) and scattering coefficients at different
average power under pulsed excitation for n=2.
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Fig. 4.7.: Plots of beam shape coefficients (BSC) and scattering coefficients at different
average power under pulsed excitation for n=3.

Fig. 4.8.: Plots of minimum potential (Umin ) (top panel) and the escape potential (Uesc
) (bottom panel) at different average power under pulsed excitation.

calculated using these two methods, we have compared the values at different

power, as shown in table 4.3. It can be seen that with a decrease in the particle

size, the deviation in Umin calculated using these two methods decreases.

Now, to quantify the deviation between the numerical values of Uesc calculated
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using these two methods, we have compared the maxima of Uesc, the numer-

ical values as well as the corresponding power. The difference increases with

decreasing particle size, as shown in table 4.4. Also, we have explored the effect

Particle Size 80 nm 70 nm 60 nm

Power (mW) Dipole GLMT Diff. Dipole GLMT Diff. Dipole GLMT Diff.

10 1.71 1.77 -0.07 1.03 1.06 -0.04 0.59 0.61 -0.02

30 8.18 8.35 -0.17 4.70 4.75 -0.05 2.61 2.61 0.004

50 19.48 19.63 -0.15 10.78 10.62 0.15 5.8 5.62 70.18

80 46.38 45.86 0.52 24.6 23.59 1.01 12.75 11.79 0.96

100 70.93 69.18 1.75 36.86 34.62 2.24 18.7 16.8 1.9

120 100.45 96.56 3.89 51.3 47.2 4.12 25.7 22.3 3.4

150 153.2 143.8 9.38 76.82 68.49 8.34 37.69 31.21 6.48

180 214.73 196.64 18.08 106.13 91.92 14.21 51.33 40.77 10.55

200 259.96 234.11 25.85 127.44 108.48 18.96 61.19 47.47 13.72

450 998.53 718.85 279.68 462.75 363.27 99.48 212.62 170.36 42.26

Tab. 4.3.: Comparison between absolute potential maxima (unit in kBT ) at different
average power for both GLMT using localized approximation and Dipole
approximation.

Particle Size 80 nm 70 nm 60 nm

Max. Dipole GLMT Diff. Dipole GLMT Diff. Dipole GLMT Diff.

Uesc(kBT ) 6.985 5.0957 1.88 15.864 7.192 8.672 — 7.963 —

Optimal Power (mW) 140 110 30 330 170 160 — 220 —

Tab. 4.4.: Comparison between power corresponding to maxima and maxima of escape
potential for both GLMT using localized approximation and Dipole approxi-
mation.

of OKE in CdS and compared with polystyrene nanoparticles because CdS and

polystyrene both have higher second-order nonlinear RI (can be seen from table

2.1).

Figure 4.9 shows the trapping force and potential curves for 40 nm CdS and

polystyrene nanoparticles. Under CW excitation, the magnitudes of force and

potential are higher for CdS than polystyrene because RI for CdS is higher than

polystyrene. Under pulsed excitation, including OKE shows a significant enhance-

ment in the magnitude of the force and potential curves for polystyrene, however,
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change is negligible for CdS nanoparticle because polystyrene has higher non-

linear RI as compared to CdS. In previous theoretical works, we had defined

the absolute depth of axial trapping potential as absolute potential ( Uabs ) and

height of the axial trapping potential barrier (along beam propagation direction)

as escape potential ( Uesc ). In figure 4.9, Uabs and Uesc is represented by longer

and smaller double-sided arrow respectively.

Fig. 4.9.: Plots of trapping force and potential for dipole and GLMT approximation under
both CW and pulsed excitation.

A more rigorous analysis of force maxima, minima (shown in figure 4.9), and Uesc
under both CW (tables 4.5 and 4.6) and pulsed (tables 4.7 and 4.8) excitations for

different NA and particle size have been computed using both the theories for CdS

and polystyrene. The force minima do not follow a similar trend throughout; thus,

Uesc is the more appropriate quantity to characterize the stability of the optical

trap. Uesc first increases with particle size then decreases, and there is a finite Uesc
for all the particle sizes excepts NA is 1.1; eventually, it becomes unbound for

larger particle size. Because for small-sized nanoparticles, the magnitude of the

scattering force is less as compared to the gradient force, but increasing particle

size increases the contribution of scattering force to the total force and a balance

between both scattering and gradient force results in stabilization of the trap.
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NA PS (nm)
Fmax (pN) Fmin (pN) Uesc (kBT )

Dipole GLMT Diff Dipole GLMT Diff Dipole GLMT Diff

1.1

10 4 × 10−4 7 × 10−4 2 × 10−4 −4.3 × 10−4 −6.7 × 10−4 −2.4 × 10−4 0.364 0.591 0.227

20 0.004 0.006 0.002 -0.003 -0.005 -0.002 2.445 4.022 1.576

30 0.018 0.029 0.011 -0.006 -0.010 -0.004 4.347 7.447 3.099

40 0.065 0.104 0.039 8.5 × 10−4 −4.1 × 10−5 −8.9 × 10−4 0.000 0.000 0.000

1.2

10 6 ×10−4 10 ×10−4 3 ×10−4 -6.1 ×10−4 -9.3 ×10−4 -3.2 ×10−4 0.442 0.706 0.265

20 0.006 0.009 0.003 -0.004 -0.007 -0.002 3.053 4.943 1.891

30 0.024 0.038 0.014 -0.010 -0.016 -0.006 6.198 10.376 4.179

40 0.083 0.130 0.047 -0.004 -0.009 -0.004 0.000 0.000 0.000

1.3

10 9 ×10−4 1.3 ×10−3 4.2 ×10−4 -8.5 ×10−4 -1.3 ×10−3 -4.1 ×10−4 0.525 0.827 0.301

20 0.008 0.011 0.004 -0.006 -0.009 -0.003 3.710 5.908 2.198

30 0.032 0.048 0.017 -0.015 -0.023 -0.008 8.262 13.535 5.272

40 0.105 0.161 0.056 -0.012 -0.021 -0.009 2.648 5.781 3.133

1.4

10 0.001 0.002 0.001 -0.001 -0.002 -0.001 0.615 0.951 0.336

20 0.010 0.015 0.005 -0.008 -0.012 -0.004 4.420 6.907 2.486

30 0.041 0.061 0.020 -0.022 -0.033 -0.011 10.535 16.883 6.348

40 0.131 0.197 0.066 -0.023 -0.038 -0.015 7.020 12.760 5.740

Tab. 4.5.: The magnitude of force maxima, minima and escape potential under CW
excitation at 100 mW average power for CdS.

NA PS (nm)
Fmax (pN) Fmin(pN) Uesc (kBT )

Dipole GLMT Diff Dipole GLMT Diff Dipole GLMT Diff

1.1

10 1.2 ×10−4 1.9 ×10−4 0.7 ×10−4 -1.2 ×10−4 -1.9 ×10−4 -0.7 ×10−4 0.105 0.169 0.065

20 0.001 0.002 0.001 -0.001 -0.002 -0.001 0.798 1.296 0.498

30 0.004 0.006 0.002 -0.003 -0.005 -0.002 2.355 3.865 1.509

40 0.011 0.017 0.006 -0.005 -0.009 -0.003 4.095 6.987 2.892

1.2

10 1.8 ×10−4 2.7 ×10−4 9.2 ×10−5 -1.7 ×10−4 -2.7 ×10−4 -9.1 ×10−5 0.127 0.202 0.075

20 0.001 0.002 0.001 -0.001 -0.002 -0.001 0.974 1.557 0.583

30 0.005 0.008 0.003 -0.004 -0.006 -0.002 2.935 4.738 1.803

40 0.015 0.022 0.008 -0.008 -0.013 -0.005 5.405 8.994 3.589

1.3

10 2.43 ×10−4 3.6 ×10−4 1.2 ×10−4 -2.4 ×10−4 -3.6 ×10−4 -1.2 ×10−4 0.150 0.236 0.085

20 0.002 0.003 0.001 -0.002 -0.003 -0.001 1.162 1.828 0.666

30 0.007 0.011 0.004 -0.006 -0.009 -0.003 3.563 5.650 2.087

40 0.019 0.029 0.009 -0.012 -0.018 -0.006 6.843 11.128 4.285

1.4

10 3.3 ×10−4 4.7 ×10−4 1.5 ×10−4 -3.2 ×10−4 -4.7 ×10−4 -1.4 ×10−4 0.176 0.271 0.095

20 0.003 0.004 0.001 -0.003 -0.004 -0.001 1.365 2.316 0.951

30 0.010 0.014 0.004 -0.008 -0.012 -0.004 4.241 6.593 2.353

40 0.025 0.036 0.011 -0.017 -0.025 -0.008 8.407 13.351 4.944

Tab. 4.6.: The magnitude of the force maxima, minima and the escape potential under
CW excitation at 100 mW average power for polystyrene.
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NA PS (nm)
Fmax (pN) Fmin(pN) Uesc (kBT )

Dipole GLMT Diff Dipole GLMT Diff Dipole GLMT Diff

1.1

10 4.5 ×10−4 7.0 ×10−4 2.5 ×10−4 -4.4 ×10−4 -6.8 ×10−4 -2.4 ×10−4 0.37 0.59 0.22

20 0.004 0.007 0.003 -0.003 -0.005 -0.002 2.462 4.050 1.59

30 0.018 0.030 0.012 -0.006 -0.010 -0.004 4.340 7.439 3.10

40 0.066 0.106 0.040 0.001 0.000 -0.001 0.000 0.000 0.000

1.2

10 6.4 ×10−4 9.7 ×10−4 3.3 ×10−4 -6.2 ×10−4 -9.4 ×10−4 -3.2 ×10−4 0.045 0.71 0.26

20 0.006 0.009 0.003 -0.004 -0.007 -0.003 3.079 4.986 1.907

30 0.025 0.039 0.014 -0.010 -0.016 -0.006 6.205 10.392 4.187

40 0.085 0.134 0.049 -0.004 -0.008 -0.004 0.000 0.000 0.000

1.3

10 8.8 ×10−4 1.3 ×10−3 4.1 ×10−4 -8.6 ×10−4 -1.3 ×10−3 -4.0 ×10−4 0.53 0.83 0.30

20 0.008 0.012 0.004 -0.006 -0.009 -0.003 3.749 5.969 2.220

30 0.033 0.050 0.017 -0.015 -0.024 -0.009 8.293 13.589 5.296

40 0.108 0.166 0.058 -0.012 -0.021 -0.009 2.457 5.481 3.024

1.4

10 1.2 ×10−3 1.7 ×10−3 5.1 ×10−4 -1.2 ×10−3 -1.7 ×10−3 -5 ×10−4 0.62 0.95 0.33

20 0.010 0.015 0.005 -0.009 -0.012 -0.003 4.474 6.991 2.517

30 0.042 0.063 0.021 -0.022 -0.033 -0.011 10.597 16.987 6.390

40 0.136 0.204 0.068 -0.023 -0.038 -0.015 6.808 12.441 5.633

Tab. 4.7.: The magnitude of the force maxima, minima and he escape potential under
pulsed excitation at 100 mW average power for CdS.

NA PS (nm)
Fmax (pN) Fmin(pN) Uesc (kBT )

Dipole GLMT Diff Dipole GLMT Diff Dipole GLMT Diff

1.1

10 4.1 ×10−4 6.4 ×10−4 2.3 ×10−4 -4 ×10−4 -6.1 ×10−4 -2.2 ×10−4 0.264 0.423 0.159

20 0.004 0.006 0.002 -0.003 -0.004 -0.001 1.824 2.951 1.127

30 0.017 0.027 0.010 -0.006 -0.010 -0.004 3.904 6.533 2.629

40 0.064 0.102 0.038 -0.004 -0.008 -0.004 2.636 5.191 2.555

1.2

10 6.4 ×10−4 9.7 ×10−4 3.3 ×10−4 -6.2 ×10−4 -9.3 ×10−4 -3.1 ×10−4 0.347 0.546 0.199

20 0.006 0.009 0.003 -0.004 -0.007 -0.003 2.425 3.855 1.430

30 0.026 0.040 0.014 -0.010 -0.015 -0.005 5.412 8.871 3.459

40 0.095 0.148 0.053 -0.008 -0.014 -0.006 4.307 8.070 3.763

1.3

10 9.6 ×10−4 1.4 ×10−3 4.6 ×10−4 -9.3 ×10−4 -1.4 ×10−3 -4.4 ×10−4 0.446 0.687 0.241

20 0.009 0.013 0.004 -0.007 -0.010 -0.003 3.146 4.905 1.759

30 0.038 0.058 0.020 -0.015 -0.024 -0.009 7.261 11.664 4.403

40 0.136 0.209 0.073 -0.013 -0.023 -0.010 6.514 11.744 5.230

1.4

10 1.4 ×10−3 2.0 ×10−3 6 ×10−4 -1.4 ×10−3 -1.9 ×10−3 -5.8 ×10−4 0.561 0.845 0.284

20 0.012 0.018 0.006 -0.010 -0.014 -0.004 3.993 6.097 2.104

30 0.054 0.080 0.026 -0.023 -0.035 -0.012 9.489 14.944 5.455

40 0.190 0.286 0.096 -0.022 -0.037 -0.015 9.347 16.283 6.936

Tab. 4.8.: The magnitude of force maxima, minima and escape potential under pulsed
excitation at 100 mW average power for polystyrene.

The further increase in particle size increases the scattering force, which results

in the destabilization of the trap. Therefore, for a fixed average power and NA,

there is a corresponding optimal particle size, which can be stably trapped. The

trend for pulsed excitation is similar to CW excitation. However, the discrepancy

between GLMT and dipole is more for polystyrene than CdS because nonlinear RI

is more for polystyrene than CdS.
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4.3 Mie Scattering Coefficient for hybrid
nanoparticles
The mathematical formulation is discussed in chapter 2. The method for calculat-

ing the polarizability/Mie scattering coefficient (MSC) is different for core-shell

and hollow-core type nanoparticles. MSC for core type particles can be calculated

using [107, 134]:

an =
(
ψn (α)ψ′n (mα)−mψ′n (α)ψn (mα)
%n (α)ψ′n (mα)−m%′n (α)ψn (mα)

)
(4.1)

bn =
(
mψn (α)ψ′n (mα)− ψ′n (α)ψn (mα)
m%n (α)ψ′n (mα)− %′n (α)ψn (mα)

)
(4.2)

where, a = d/2 is the radius of the core-type particle. For hybrid core-shell and

hollow-core type nanoparticles, MSCs can be expressed as [99]:

an =
ψn (α2)

[
ψ
′
n (m2α2)− Anχ

′
n (m2α2)

]
−m2ψ

′
n (α2) [ψn (m2α2)− Anχn (m2α2)]

%n (α2) [ψ′n (m2α2)− Anχ′n (m2α2)]−m2%
′
n (α2) [ψn (m2α2)− Anχn (m2α2)]


(4.3)

bn =
m2ψn (α2)

[
ψ
′
n (m2α2)−Bnχ

′
n (m2α2)

]
− ψ′n (α2) [ψn (m2α2)−Bnχn (m2α2)]

m2%n (α2) [ψ′n (m2α2)−Bnχ
′
n (m2α2)]− %′n (α2) [ψn (m2α2)−Bnχn (m2α2)]


(4.4)

An =
(
m2ψn (m2α1)ψ′n (m1α1)−m1ψ

′
n (m2α1)ψn (m1α1)

m2χn (m2α1)ψ′n (m1α1)−m1χ
′
n (m2α1)ψn (m1α1)

)
(4.5)

Bn =
(
m2ψn (m1α1)ψ′n (m2α1)−m1ψn (m2α1)ψ′n (m1α1)
m2χ

′
n (m2α1)ψn (m1α1)−m1χn (m2α1)ψ′n (m1α1)

)
(4.6)

here α1 = k × ac, α2 = k × as , m1 = nc

nw
, and m2 = ns

nw
. We have calculated the

force/potential for both CW excitation and pulsed excitation using both the meth-

ods. In case of CW excitation, only linear RI is considered; ns/c/w/p = n
s/c/w/p
0 ,

whereas in pulsed excitation, second-order nonlinear RI factor ns/c/w/p2 is also

incorporated as ns/c/w/p = n
s/c/w/p
0 + n

s/c/w/p
2 × I (r, z). Since the nonlinear RI for

water and air is very less stable (refer to 2.1), it does not contribute to linear RI

for 100 mW average power. Therefore, we can neglect it for pulsed excitation

and can be approximated as nw/air ≈ n
w/air
0 .

Hereafter, all the simulations are done by ignoring OKE under CW excitation and
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NA PS (nm) Fmax (pN) Fmin(pN) Uesc (kBT )
Core Shell Dipole GLMT Diff Dipole GLMT Diff Dipole GLMT Diff

1.1

5 10 1.7 ×10−4 2.6 ×10−4 9.5 ×10−5 -1.6 ×10−4 -2.6 ×10−4 -9.3 ×10−5 0.139 0.227 0.088

10 20 0.001 0.002 0.001 -0.001 -0.002 -0.001 1.048 1.712 0.664

15 30 0.005 0.008 0.003 -0.004 -0.006 -0.002 2.938 4.859 1.921

20 40 0.016 0.025 0.009 -0.006 -0.010 -0.004 4.382 7.557 3.175

1.2

5 10 2.4 ×10−4 3.6 ×10−4 1.3 ×10−4 -2.3 ×10−4 -3.6 ×10−4 -1.2 ×10−4 0.169 0.271 0.102

10 20 0.002 0.003 0.001 -0.002 -0.003 -0.001 1.281 2.062 0.781

15 30 0.007 0.011 0.004 -0.005 -0.008 -0.003 3.703 6.024 2.321

20 40 0.021 0.032 0.011 -0.010 -0.015 -0.005 6.067 10.197 4.130

1.3

5 10 3.3 ×10−4 4.8 ×10−4 1.6 ×10−4 -3.2 ×10−4 -4.8 ×10−4 -1.6 ×10−4 0.201 0.316 0.115

10 20 0.003 0.004 0.001 -0.002 -0.004 -0.002 1.534 2.427 0.893

15 30 0.010 0.015 0.005 -0.008 -0.011 -0.003 4.539 7.255 2.716

20 40 0.028 0.042 0.014 -0.014 -0.022 -0.008 7.937 13.027 5.090

1.4

5 10 4.4 ×10−4 6.3 ×10−4 2 ×10−4 -4.3 ×10−4 -6.3 ×10−4 -2 ×10−4 0.235 0.363 0.128

10 20 0.004 0.005 0.001 -0.003 -0.005 -0.002 1.804 2.805 1.001

15 30 0.013 0.019 0.006 -0.010 -0.015 -0.005 5.438 8.530 3.092

20 40 0.036 0.053 0.017 -0.020 -0.030 -0.010 9.998 16.032 6.034

Tab. 4.9.: The magnitude of the force maxima, minima and the escape potential under
CW excitation at 100 mW average power for CdS-polystyrene.

including OKE under pulsed excitation along axial direction only, for both dipole

and GLMT approximation. We choose NA=1.4 and the average power=100

mW under both CW and pulsed excitation unless mentioned otherwise. The

mentioned dimension corresponds to the radius of the particle.

We will first mention the characteristic behavior that is observed in all systems

and then elaborate on the individual behaviors that are unique to each system.

In general, the magnitude of force/potential is higher for GLMT than the dipole

for conventional, hybrid core-shell, and hollow nanoparticles under both CW and

pulsed excitation. Although the nature of force and potential curves are the same

for both dipole and GLMT approximations, there is a significant difference in

the magnitudes. The magnitude of force maxima increases with an increase in

particle size and NA. Consequently, the difference between force maxima (which

quantifies the discrepancy between both the theories) calculated using GLMT and

dipole also increases with increasing particle size and NA. In other words, the

discrepancy is less for smaller sized nanoparticles.

4.4 Core-Shell type nanoparticles
Further, we consider hybrid core-shell nanoparticles immersed in water. We have

chosen CdS-polystyrene and polystyrene-CdS because in CdS-polystyrene, RI of

the core is greater than the shell (nc > ns) and in polystyrene-CdS, it is other way

around ( nc < ns ). In both systems, RI of the medium is less than the particle RI.

Figure 4.10 shows the trapping force and potential curves for hybrid core-shell
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NA PS (nm) Fmax (pN) Fmin(pN) Uesc (kBT )
Core Shell Dipole GLMT Diff Dipole GLMT Diff Dipole GLMT Diff

1.1

5 10 4.1 ×10−4 6.5 ×10−4 2.4 ×10−4 -4.0 ×10−4 -6.3 ×10−4 -2.3 ×10−4 0.338 0.55 0.212

10 20 0.004 0.006 0.002 -0.003 -0.004 -0.001 2.299 3.791 1.492

15 30 0.016 0.026 0.010 -0.006 -0.010 -0.004 4.382 7.534 3.152

20 40 0.057 0.091 0.034 -0.001 -0.003 -0.002 0.000 0.000 0.000

1.2

5 10 5.8 ×10−4 9 ×10−4 3.13 ×10−4 -5.7 ×10−4 -8.7 ×10−4 -3 ×10−4 0.41 0.657 0.247

10 20 0.005 0.008 0.003 -0.004 -0.006 -0.002 2.864 4.648 1.784

15 30 0.022 0.034 0.012 -0.010 -0.015 -0.005 6.115 10.270 4.155

20 40 0.074 0.115 0.041 -0.006 -0.012 -0.006 0.731 2.956 2.225

1.3

5 10 8 ×10−4 1.2 ×10−3 4 ×10−4 -7.8 ×10−4 -1.2 ×10−3 -3.9 ×10−4 0.487 0.769 0.282

10 20 0.007 0.011 0.004 -0.006 -0.009 -0.003 3.474 5.543 2.069

15 30 0.029 0.044 0.015 -0.014 -0.022 -0.008 8.044 13.213 5.169

20 40 0.094 0.143 0.049 -0.014 -0.024 -0.010 4.248 8.812 4.564

1.4

5 10 4.4 ×10−4 6.3 ×10−4 2 ×10−4 -4.3 ×10−4 -6.3 ×10−4 -2 ×10−4 0.235 0.363 0.128

10 20 0.004 0.005 0.001 -0.003 -0.005 -0.002 1.804 2.805 1.001

15 30 0.013 0.019 0.006 -0.010 -0.015 -0.005 5.438 8.530 3.092

20 40 0.036 0.053 0.017 -0.020 -0.030 -0.010 9.998 16.032 6.034

Tab. 4.10.: The magnitude of the force maxima, minima and the escape potential under
CW excitation at 100 mW average power for polystyrene-CdS.

NA PS (nm) Fmax (pN) Fmin(pN) Uesc (kBT )
Core Shell Dipole GLMT Diff Dipole GLMT Diff Dipole GLMT Diff

1.1

5 10 4.2 ×10−4 6.4 ×10−4 2.3 ×10−4 -4 ×10−4 -6.2 ×10−4 -2.2 ×10−4 0.278 0.446 0.168

10 20 0.004 0.006 1.9 ×10−3 -0.003 -0.004 -1.4 ×10−3 1.916 3.110 1.194

15 30 0.017 0.027 0.010 -0.006 -0.010 -3.7 ×10−3 4.044 6.784 2.740

20 40 0.064 0.102 0.038 -0.004 -0.007 -2.8 ×10−3 2.249 4.510 2.261

1.2

5 10 6.4 ×10−4 9.7 ×10−4 3.3 ×10−4 -6.2 ×10−4 -9.3 ×10−4 -3.2 ×10−4 0.361 0.568 0.207

10 20 0.006 0.009 2.8 ×10−3 -0.004 -0.007 -2.7 ×10−3 2.520 4.018 1.498

15 30 0.026 0.040 0.014 -0.010 -0.016 -5.5 ×10−3 5.590 9.199 3.609

20 40 0.093 0.146 0.053 -0.007 -0.013 -6.1 ×10−3 4.024 7.592 3.568

1.3

5 10 9.5 ×10−4 1.4 ×10−3 4.5 ×10−4 -9.2 ×10−4 -1.4 ×10−3 -4.4 ×10−4 0.458 0.707 0.249

10 20 0.009 0.013 3.6 ×10−3 -0.007 -0.010 -2.8 ×10−3 3.235 5.061 1.826

15 30 0.037 0.056 0.019 -0.015 -0.024 -8.7 ×10−3 7.462 12.038 4.576

20 40 0.132 0.202 0.070 -0.013 -0.023 -9.9 ×10−3 6.374 11.532 5.158

1.4

5 10 1.0 ×10−3 2 ×10−3 9.7 ×10−4 -1.0 ×10−3 -1.9 ×10−3 -9.1 ×10−4 0.570 0.863 0.293

10 20 0.012 0.018 5.6 ×10−3 -0.010 -0.014 -3.9 ×10−3 4.069 6.235 2.166

15 30 0.053 0.077 0.024 -0.023 -0.035 -0.012 9.709 15.348 5.639

20 40 0.183 0.273 0.090 -0.022 -0.037 -0.015 9.372 16.382 7.010

Tab. 4.11.: The magnitude of the force maxima, minima and the escape potential under
pulsed excitation at 100 mW average power for CdS-polystyrene.
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Fig. 4.10.: Plots of trapping force and potential for 20 nm core and 40 nm shell radius
for dipole and GLMT approximation under both CW and pulsed excitation.

nanoparticles having core and shell radius equal to 20 nm and 40 nm, respec-

tively. In force/potential calculations, the linear and nonlinear RI of the shell

has a significant contribution as compared to the core. Therefore, under CW

excitation, higher RI of shell results in a higher magnitude of the force, while

under pulsed excitation, higher nonlinear RI of shell results in the higher mag-

nitude of the force. This is because when the electromagnetic field is incident

on the core-shell nanoparticles, it first interacts with the shell, which defines the

angle of incidence for the inner core. If RI of the outer shell is more than that

of the inner shell, then light bends toward the normal, and vice versa. When

light bends towards the normal, gradient force is more as compared to when

light bends away from the normal. Thus, under CW excitation, the magnitude of

force and potential for polystyrene-CdS is higher than CdS-polystyrene. However,

under pulsed excitation, the case is reversed due to the significant contribution

of OKE, as nonlinear RI of the shell is higher in CdS-polystyrene as compared

to polystyrene-CdS because nonlinear RI of polystyrene is higher than CdS by a

factor of 10.

A meticulous analysis is performed by proportional variation of core-shell radii
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NA PS (nm) Fmax (pN) Fmin(pN) Uesc (kBT )
Core Shell Dipole GLMT Diff Dipole GLMT Diff Dipole GLMT Diff

1.1

5 10 4.5 ×10−4 7 ×10−4 2.5 ×10−4 -4.3 ×10−4 -6.7 ×10−4 -2.4 ×10−4 0.356 0.577 0.221

10 20 0.004 0.006 0.002 -0.003 -0.005 -0.002 2.397 3.937 1.540

15 30 0.018 0.029 0.011 -0.006 -0.010 -0.004 4.358 7.479 3.121

20 40 0.066 0.105 0.039 0.000 -0.001 -0.001 0.000 0.000 0.000

1.2

5 10 6.4 ×10−4 9.8 ×10−4 -2.3 ×10−5 -6.2 ×10−4 -9.5 ×10−4 5.4 ×10−5 0.436 0.695 0.259

10 20 0.006 0.009 0.003 -0.004 -0.007 -0.003 3.013 4.870 1.857

15 30 0.025 0.039 0.014 -0.010 -0.016 -0.006 6.179 10.349 4.170

20 40 0.086 0.135 0.049 -0.004 -0.009 -0.005 0.000 1.425 1.425

1.3

5 10 8.9 ×10−4 1.3 ×10−3 3.3 ×10−4 -8.7 ×10−4 -1.3 ×10−3 -2.9 ×10−4 0.523 0.821 0.298

10 20 0.008 0.012 0.004 -0.006 -0.009 -0.003 3.691 5.863 2.172

15 30 0.033 0.051 0.018 -0.015 -0.024 -0.009 8.239 13.492 5.253

20 40 0.111 0.171 0.060 -0.012 -0.021 -0.009 3.223 7.000 3.777

1.4

5 10 1.2 ×10−3 1.8 ×10−3 7.6 ×10−4 -1.2 ×10−3 -1.7 ×10−3 -7.1 ×10−4 0.618 0.953 0.335

10 20 0.011 0.015 0.004 -0.009 -0.013 -0.004 4.431 6.910 2.479

15 30 0.044 0.065 0.021 -0.022 -0.033 -0.011 10.54 16.869 6.331

20 40 0.142 0.213 0.071 -0.023 -0.037 -0.014 7.360 13.587 6.227

Tab. 4.12.: The magnitude of the force maxima, minima and the escape potential under
pulsed excitation at 100 mW average power for polystyrene-CdS.

of nanoparticles for both CdS-polystyrene and polystyrene-CdS under both CW

(tables 4.9 and 4.10) and pulsed (tables 4.11 and 4.12) excitation. Unlike the

behavior of magnitude of force maxima, the trend shown by the magnitude of

force minima is not uniform for CdS-polystyrene and polystyrene-CdS under both

CW and pulsed excitation. The discrepancy in force minima between the two

theories shows a similar trend for CdS-polystyrene under CW and pulsed excita-

tion except at NA=1.1. However, for polystyrene-CdS, it shows a similar trend

except at NA equal to 1.1 and 1.2. This is because, at low NA values, the beam is

loosely focused, thereby reducing the magnitude of gradient force, which results

in the destabilization of the trap. We have observed two trends in the behavior of

Uesc : (i) Uesc increases with increasing particle size and NA, which means trap is

getting stabilized, (ii) Uesc first increases, then decreases which means that the

trap is getting stabilized first and then gets destabilized as elaborated in section

3.1.

Figure 4.11a shows the variation of Uesc against shell radius by fixing core

radius as 5 nm. On comparison, the optimal particle size for CdS-polystyrene and

polystyrene-CdS is different. It can be explained as follows: if RI of the shell is

smaller, the stability of the optical trap is achieved at larger particle size due to

an increase in the shell thickness that balances the bending of light, which results

in stabilizing the trap. Figure 4.11b shows the variation of Uesc against core

radius by fixing the shell radius to be 40 nm. The trend observed is remarkably

different for CdS-polystyrene than polystyrene-CdS. We have already mentioned

that shell nonlinearity contributes significantly to force/potential as compared
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Fig. 4.11.: Plots of escape potential against core and shell radius variation under pulsed
excitation.

to the core. So, in the case of CdS-polystyrene, the nonlinearity contribution

decreases with increasing core radius, which results in rapid decrements in Uesc.

However, in polystyrene-CdS, the case is reversed; increasing the core radius

increases the contribution of nonlinearity, which results in increasing the Uesc.

Thus, a particle having 20 nm CdS core and 40 nm polystyrene shell radius, can

be trapped more efficiently than the 20 nm polystyrene core and 40 nm CdS shell

radius (quantitatively can be seen from tables 4.5, 4.6, 4.7, and 4.8).

Figure 4.12 represents the trapping force for different core-shell sized nanopar-

Fig. 4.12.: Plots of trapping force for different core and shell radius for GLMT approxi-
mation under pulsed excitation at 1000 mW average power. Just for clarity,
we multiplied the force curves by constant factors. A factor of 10 multiplied
to 5 nm - 10 nm, 10 nm - 20 nm core-shell and a factor of 5 to 15 nm - 30
nm core-shell nanoparticles.

ticles, calculated using GLMT approximation under pulsed excitation at 1000
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mW average power. Under CW excitation, high average power results in the

higher magnitude of the force; however, the nature of the force curve remains the

same due to the linear proportionality of average power. Similar behavior is ob-

served under pulsed excitation for polystyrene-CdS; however, for CdS-polystyrene

increase in power leads to change in the magnitude as well as the nature of

force curve. This change in the nature of the force curve is prominent in CdS-

polystyrene than polystyrene-CdS. For CdS-polystyrene (20 nm core and 40 nm

shell) at very high average power, gradient and scattering forces show spikes

or oscillatory nature in force curves. Consequently, in the total force curve as

well. The occurrence of these oscillations is due to MSC, which is discussed

earlier in chapters 4 and 6, and this phenomenon could be due to Fano-resonance.

Fano-resonance occurs due to the interference between background and narrow

resonant mode. The MSC coefficient can be written as a summation of narrow

resonance and slow varying background, which is equivalent to Fano-profile [130,

135]. It can also be understood in terms of excitation of anapole mode (anapole

mode is non-radiative and emerges from the destructive interference of electric

dipole and toroidal dipole, which results in enhancing the forward scattering

efficiency) of the particle which is associated with Fano resonance. Consequently,

backward scattering is reduced, which results in trapping the particles. These

effects are prominent at high average power because at low average power, the

optical transition between the discrete level is prominent, and background transi-

tions are weak, which can be ignored. Continuous increases in average power

saturate the discrete level transition after a threshold. However, continuum tran-

sition increases with average power, which results in appearing asymmetric line

shape, which is known as Fano resonance [130, 135]. For a detailed discussion on

Fano resonance, please refer to appendix E. Similar effects occur for smaller sized

nanoparticles at very high average power. However, no such effect is observed in

polystyrene-CdS due to less contribution of nonlinear RI from the outer layer. In

contrast to this, no such effects are observed for dipole approximation because

their force expression is described using polarizability, and no Fano-resonance

occur under similar conditions.

4.5 Hollow-Core type nanoparticles
Figure 4.13 represents the trapping force and potential for hollow polystyrene (31

nm core and 40 nm shell) nanoparticles. Under CW excitation, particle shows the
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Fig. 4.13.: Plots of trapping force and potential for 31 nm core and 40 nm shell radius
for dipole and GLMT approximation under both CW and pulsed excitation.

repulsive nature of force/potential curves while under pulsed excitation. It shows

the attractive nature of force/potential curve under similar conditions due to the

significant contribution of OKE. This reversal nature of force/potential signifies a

clear advantage of pulsed excitation over CW excitation. Under CW excitation,

even a small change in the thickness of the shell results in a drastic change in

the nature of the force curve. The power variation of the potential curve for

Fig. 4.14.: Plots of trapping potentials against axial position for 31 nm core and 40 nm
shell under both CW and pulsed excitation at different average power.
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31 nm core and 40 nm shell nanoparticles is shown in figure 4.14. Under CW

excitation, although increasing power increases the magnitude of force/potential

while the nature of potential becomes repulsive. Under pulsed excitation, at a

very low average power, particle shows a repulsive potential curve. However, an

increase in the power leads to a gradual change in the nature of the potential

curve from repulsive to attractive. At very high average power (>1.5 W), hollow

polystyrene nanoparticles also show a similar oscillatory or spike behavior in the

force/potential curve, as shown in figure 4.12. Figure 4.15a shows plots of Uesc

Fig. 4.15.: Plots of a) escape potential against core radius variation by fixing outer
shell radius as 40 nm, b) trapping potential against axial position under CW
excitation, and c) under pulsed excitation at 100 mW average power for fixed
NA 1.4.

against core radius by fixing the shell radius to be 40 nm. Here, positive and

negative values of Uesc indicate that the optical trap is attractive and repulsive,

respectively. Under CW excitation, if the thickness of the shell is greater than

9 nm, the particle experiences an attractive force. Otherwise, force is repulsive

(highlighted by the pink rectangle), which is independent of the average power

and NA. The transition from repulsive to attractive is sudden, which can be seen

from figure 4.15b. However, under pulsed excitation, under similar conditions,

the force experienced by the particle is attractive rather than repulsive, and

the yellow rectangle (figure 4.15a) shows the transition region where potential

gradually changes from attractive to repulsive through the splitting of potential

well as shown in figure 4.15c. It can be observed that at 100 mW average power

and 1.4 NA, only 1 nm thickness of the shell shows repulsive force. For lower

NA, if the thickness of the shell is less than 2 nm, it shows the repulsive nature of

force, but an increase in average power results in an attractive force.

Further increase in average power shows no splitting behavior for similar particle

size. This is because under pulsed excitation, increasing power shifts the maxima

of Uesc towards the right, which results in stabilizing the trap even for very small-
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sized hybrid nanoparticles. However, under CW excitation, an increase in average

power results in increasing the magnitude of Uesc, but the nature of the curve

remains the same.

Since polystyrene latex bead has vast applications in bio-conjugated experiments,

Fig. 4.16.: Plots of trapping force and potential under both CW (a-c) and pulsed (d-f)
excitations, for 30 nm polystyrene (a, d), 15 nm -30 nm CdS-polystyrene (b,
e), and 5 nm -30 nm hollow polystyrene nanoparticles (c, f).

in figure 4.16, trapping force and potential are calculated for the polystyrene

(core-type), CdS-polystyrene (hybrid core-shell type), and hollow polystyrene

nanoparticles having particle size equal to 30 nm under both CW (figure 4.16a-c)

and pulsed (figure 4.16d-f) excitations. It can be observed that force experienced

by the CdS-polystyrene is more than polystyrene, and corresponding Uesc is higher

than polystyrene nanoparticle for both CW and pulsed excitations. However,

hollow nanoparticle experiences the same force as experienced by polystyrene

nanoparticle, but due to the hollow core, it has a potential application in drug

delivery and cancer therapy. If we consider hollow nanoparticle of the size 25 nm -

40 nm, it experiences more force as compared to 40 nm polystyrene nanoparticle.

From this discussion, we can conclude that by appropriate choice of the radius of

core and shell, these nanoparticles can be used for high force experiments that

can be performed by tethering with biological complex compounds and exhibit

higher trap stiffness compared to conventional nanoparticles. Our results show

an agreement with the established experimental results.
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4.6 Conclusion
In summary, using GLMT (with L− approximation), we have provided a general-

ized theory of OKE in laser trapping of dielectric spherical particles of arbitrary

size and compared it with dipole approximation. We have found that the deviation

between these two methods arises due to the incorporation of OKE, leading to the

oscillatory nature of scattering coefficients in GLMT. Even though we have found

quantitative disagreement between the two theories, both theories qualitatively

predict that the axial trapping is destabilized with increasing power as a result of

Kerr nonlinearity which was observed in experiments.

We have also theoretically investigated the trapping behavior of an optical trap

for hybrid core-shell and hollow-core polystyrene nanoparticles using GLMT and

compared with dipole approximation. The trapping force/potential is higher

in GLMT than dipole approximation under both CW and pulsed excitation. In

addition, the hybrid nanoparticles show higher trapping force/potential than

conventional nanoparticles, which has a potential application for bio-conjugated

complex compounds in which we tether the particles and perform high force

experiments. The reversal of force for hollow-core nanoparticles shows an advan-

tage of pulsed excitation for stable trapping of hollow nanoparticles by utilizing

optical nonlinearity. Hollow nanoparticles are promising candidates for drug deliv-

ery in therapies. These results have potential applications in optical manipulation

and optical sorting as well.
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5Force and potential on

dielectric microspheres

using geometric optics

approximation

5.1 Introduction
In this chapter, extending our previous work to the geometric optics (GO) or ray

optics limit ( λ � d ), we show how OKE plays an important role in the laser

trapping under pulsed excitation, which is not observed under CW excitation

at a similar power level. Note that the role of Kerr effect in optical trapping

under CW excitation was discussed earlier, for an idealized particle with quite

high Kerr nonlinearity (6.5 × 10-5m2W -1) [136]. Although Kerr effect depends

on peak intensity, changing the intensity by pulse-chirping did not reveal any

effect on trapping of a silica microsphere [77] because silica particles have very

low nonlinear refractive index i.e., 2 × 10-20m2W -1 [137]. Estimating the force

acting on the micron-sized particle by considering rays distribution on a 2D plane

with equal power for each ray, which would be the case for a laser beam with a

flat-top intensity profile. Whereas, in practice, researchers use the Gaussian beam

profile for optical trapping, which is also discussed later in this chapter. Also, a

focused beam can be better modeled as concentric 3D light cones instead of 2D

rays. Therefore, we provide a systematic refinement of this model, taking into

account specific transverse intensity distribution for both flat-top and Gaussian

beam profile. To verify the 3D distribution of light cone method, we have also

provided a comparison of this formalism with the EMT (mathematical formalism

discussed in detail in chapter 2). We further apply this generalized formalism to

account for an OKE, which is non-negligible under femtosecond pulsed excitation.

5.2 GO 2D distribution: flat-top beam profile
All the parameters used in force and potential simulations are listed in table 2.1.

Here, we have numerically computed optical force and potential using plane

wave approximation [95, 96]. The ray diagram for trapping of a particle in the

absence and in presence of the particle is shown in figure 5.1a and figure 5.1b,
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respectively. The trapping laser beam is considered to be made of many rays, all

of which have the same power but different direction. Each ray makes a different

angle (ϕ) w.r.t. the beam axis which varies from zero for the central ray ( ϕ = 0 )

to a maximum angle for the terminal ray ( ϕ = ϕmax ); ϕmax can be calculated

as: ϕmax = sin−1
(
NA

1.515

)
where refractive index of oil is taken to be 1.515, and

NA for oil-immersion objective is 1.4 (which is 0.924 in air and 1.228 in water)

which yields ϕmax = 67.5× π/180 . We consider 101 different rays with different

angles ranging from ϕ = 0 to ϕ = ϕmax at regular interval ( ∆ϕ = ϕmax
100 ).

Fig. 5.1.: Ray diagram for trapping (a) in absence of particle and (b) in presence of a
particle

Calculation of Pray

The total power is equally distributed among these 101 rays: Pray = Ptotal
101 .

Note that in order to estimate the three-dimensional force/potential, we consider

the rays to be distributed on a two-dimensional plane as such 2D distribution of

rays is symmetric for rotation about the z-axis.

As shown in figures 5.1a and 5.1b, we define the distance between the center of

the particle (point O) and the focal point in absence of the particle (point A) as

a variable parameter ( z ), which we take positive if the center of the particle is

towards the right of the focal point; note that, as shown in figure 5.1(a and b), z

is negative in this convention. Figure 5.1b shows the path that the arbitrary ray

of light follows when the particle is present. We account for multiple internal

reflections. ME the path of the incident ray, EK the reflected ray, EBD the path of

the refracted ray, OEH the normal to the surface, θi the angle of incidence and θr
the angle of refraction; these angles are related by Snell’s law: nwsinθi = npsinθr

where nw and np are the refractive indices of water and polystyrene respectively.

We notice that: ∠AEO = θi,∠EAO = ϕ,∠OEB = θr, ∠BEA = θi − θr , and,
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using exterior angle theorem, ∠EBO = ϕ + (θi − θr) , ∠EOF = ϕ + θi . Now,

by using the triangle property in ∆ EOA (using OQ perpendicular to MEA), we

get the relation between θi and ϕ : Rsinθi = −zsinϕ where R is the radius of

the particle. The area of the curved surface covered by laser beam falling on the

particle can be calculated by integrating over the solid angle in spherical polar

coordinate:

A1 = |AQ|2
∫ 2π

0
dφ′

∫ ϕmax

0
sinϕdϕ = 2π|AQ|2 (1− cosϕmax) (5.1)

Here, |AQ| can be calculated from: |AQ|sinϕmax = Rsin (ϕmax + θi,max) where

Rsinθi,max = −zsinϕmax . Using this parameter, we define the intensity:

I (z;ϕ) = T
′ ×

(
Ptotal

A1 + A0

)
(5.2)

where T ′ is the transmitted power inside the particle, Ptotal is the average power

(for CW excitation) or peak power (for pulsed excitation) of the entire beam.

A0 = πω2
0 is a constant equivalent to the area of diffraction-limited focal spot

size; for plane wave, ω0 = 0.61 × λ
NA

and for Gaussian beam ω0 = 0.82 × λ
NA

.

Ideally, the area should vanish at the focal point, but in practice, this is not true.

Therefore, A0 denotes that constant area at the focal plane. This constant area

term is phenomenological included to avoid the singularity in force/potential

curves caused by vanishing area (and thereby blowing up the intensity) near

z/R = ±1. The total force acting on the particle is the addition of scattering

and gradient forces, which discussed in chapter 2. To calculate power for one

single ray, Ptotal can be replaced by Pray , where Pray is the average power (for CW

excitation) or peak power (for pulsed excitation) of a single ray. The scattering

and gradient components of the total force acting on the particle along axial

direction are:

Fgradient,ray (z) = −Fgradientsinϕ (5.3)

Fscattering,ray (z) = Fscatteringcosϕ (5.4)

The expression for Fgradient and Fscattering can be seen from equations 2.19 and

2.18, respectively. The radius of the particle is taken to be 4 µm. Including

Kerr effect, the refractive index is given by: nw/p = n
w/p
0 + n

w/p
2 × I (z;ϕ) . Here,

the refractive index depends upon the intensity of the ray. In the case of CW

excitation, the nonlinear RI term is not comparable with the linear RI term
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at low average power, as discussed earlier in chapter 3. So we approximate

nw ≈ nw0 . To include the Kerr effect under pulsed excitation, we first calculate

the instantaneous force, which readily yields the time-averaged force just after

multiplication by (f × τ) (discussed rigorously in Chapter 2). The cumulative

force is calculated by summing over 101 different rays:

Fcum (z) =
∑

ray(m)
Fray(m) (z) (5.5)

5.2.1 Force and potential simulations under CW
excitation
Here, the total force along Z direction is plotted in red, whereas the gradient

and scattering components are plotted in green and blue, respectively. In figure

5.2, we show force acting on the particle due to different rays along with the

cumulative force at 10 mW average power. In figure 5.3, we show the cumulative

force at different average power under CW excitation (ignoring the Kerr effect).

Under CW excitation, the cumulative force is directly proportional to power. A

change in the average power leads to a change in the magnitude of the force,

whereas the nature of the force curve remains the same.

5.2.2 Force and potential simulations under pulsed
excitation
Figure 5.4 shows force acting on the particle due to different rays along with the

cumulative force at 10 mW average power under pulsed excitation (including the

Kerr effect, equation 2.54). It can be observed that for the central ray ( ϕ = 0 ),

only scattering force is present under both CW and pulsed excitations. Whereas,

with increase in ϕ , the gradient force increases, and maximizes for the terminal

ray ( ϕ = ϕmax ). This means that rays away from the beam axis are responsible

for pulling the particle towards the trap center and the rays near the beam axis

are responsible for pushing the particle away from the trap center.

Figure 5.5 shows the cumulative force at different average power under pulsed

excitation and corresponding potentials shown in figure 5.6. Under pulsed excita-

tion, the cumulative force and potential are non-linearly proportional to average

power. A change in the average power results in a change in the magnitude

and nature of the force curve. Note that near the surfaces (at z/R = ±1), the
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Fig. 5.2.: Plots of trapping force for different rays and the cumulative force at 10 mW
average power under CW excitation. Color: green/blue/red curve corresponds
to gradient/scattering/total force.

Fig. 5.3.: Plots of cumulative force at different average power under CW excitation.
Color: green/blue/red curve corresponds to gradient/scattering/total force.
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Fig. 5.4.: Plots of trapping force for different rays and the cumulative force at 10 mW av-
erage power under pulsed excitation. Color: green/blue/red curve corresponds
to gradient/scattering/total force.

Fig. 5.5.: Plots of cumulative force at different average power under pulsed excitation.
Color: green/blue/red curve corresponds to gradient/scattering/total force.
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scattering force blows up due to vanishing area; consideration of the finite area

(A0 = πω2
0) takes care of singularities at these points.

Fig. 5.6.: Plots of trapping potential for cumulative force at different average power
under pulsed excitation. Color: green/blue/red curve corresponds to gradien-
t/scattering/total potential.

5.2.2.1. Variation of power

In figure 5.6, the absolute depth of the trapping potential, indicated by longer

double-headed vertical arrow ( Umin ) and the height of the potential barrier

along beam propagation direction, indicated by shorter double-headed vertical

arrow ( Uesc ). Figure 5.7 shows Umin and Uesc against average power, and it can

be seen that absolute potential ( Umin ) increases monotonically with average

power while the escape potential ( Uesc ) goes through a maximum corresponding

to most stable trap and eventually becomes unbound. So Uesc turns out to be the

appropriate quantity to quantify the trapping efficiency which was also observed

in numerical simulation for trapping of nanoparticles using dipole approximation

(discussed in chapter 3). This qualitatively explains one puzzling experimental

observation: for larger colloidal particles ( d ≥ 0.5 µm ), trapping is destabilized

upon increasing the power under pulsed excitation only [77, 80, 81]. Note

that the depth of the potential well is too high, O (104kBT ), which is due to our
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particular choice of choosing zero of potential located in the asymptotic region (

z → ±∞ ).

Fig. 5.7.: Plots of the absolute potential (left) and escape potential (right) along axial
direction at different average power levels.

5.3 GO 2D distribution: Gaussian beam
profile
The above discussion explains the force acting on the particle for the flat-top

beam profile. The way of defining the average power of a single ray is different.

Therefore, we will calculate the force acting on the particle for the Gaussian beam

and then compare with flat-top beam profile using both 2D and 3D distribution of

light ray and cone. The ray optics diagram considering trapping of a polystyrene

microsphere in water is depicted in figure 5.8. In figure 5.8 MEA is the path of the

arbitrary incident ray, EH and EBD are the reflected and refracted ray respectively,

OEK is normal to the surface at point E, θi and θr are the angles of incidence and

refraction at the surface; these angles can be related using Snell’s law: nwsinθi =
npsinθr where nw and np are the refractive indices of water and polystyrene

respectively. From 5.8, ∠AEO = θi,∠EAO = ϕ,∠OEB = θr,∼ ∠BEA = θi − θr
. Using exterior angle theorem, ∠EBO = ϕ+ (θi − θr) , ∠EOF = ϕ+ θi . Now,

by using the triangle property in ∆ EOA (using OI perpendicular to MEA), we get

the relation between θi and ϕ : Rsinθi = −zsinϕ where R is the radius of the

particle. Note that, as shown in figure 5.1 z is negative, z
R

is ∼ 0 when the focus

coincides with the particle center and it is 1 and ∼ -1 when the focus is on the

back and front surface of the particle; the slight departure from 0 and 1 is due to

refraction.
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Fig. 5.8.: Ray optics diagram for trapping in the presence of a particle.

Calculation of Pray

The reason for not using the Gaussian intensity profile in the ray optics regime

in earlier work [81, 82] can be justified as follows [137]: being a diffractive

beam, it converges inside an isotropic medium. The associated k-vector contin-

uously changes direction leading to a changing momentum for each ray, which

is conceptually inconsistent within the framework of ray optics. In accordance

with the recommadation of reference [81], we calculate the power of a particular

ray ( Pray using 5.1 and 5.2) according to the intensity distribution (flat top or

Gaussian) in the far-field and consider the rectilinear convergence of the ray

carrying the same power it had in the far-field.

Let us first consider a 2D distribution [81, 82], where the focused beam consists

of light rays, as shown in figure 5.9. To calculate the force due to an arbitrary

ray, we need to calculate the power carried by that ray ( Pray ). We calculate Pray
at far-field by taking the product of intensity with the area; note that for a 2D

distribution of rays the radial intensity distribution is one-dimensional (which

is constant for a flat-top beam but varies for a Gaussian beam) and the area for

each ray is the width, δr (which is same for every ray). From figure 5.8,

r = R (θi + ϕ) (5.6)
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Fig. 5.9.: Distribution of light beam into rays in 2D along radial direction for flat top
and Gaussian beam profile.

is the arc length corresponding to an arbitrary ray that makes an arbitrary angle

ϕ with the beam axis. Therefore, the beam radius is:

ω = R (θi,max + ϕmax) (5.7)

is nothing but the arc length corresponding to the terminal rays. As the angle

ϕ changes from 0 to (N − 1) × ϕmax
N

, an increment in the angle δϕ = ϕmax
N

increases the arc length by an amount δr = ω
N

. The total power, which is a

measurable quantity, is obtained by integrating the intensity over the entire beam

cross-section. The total power for a flat-top beam is

Ptotal =
∫ ω

0
Ifdr = If × ω

which implies If = Ptotal
ω

; so, we can write power due to each ray ( Pray,f ) as:

Pray,f = If × δr = Ptotal
N

(5.8)

Note that Pray,f is independent of the radial coordinate ( r ) which means that

each ray has the same power. Similarly, for a Gaussian beam total power is

Ptotal =
∫ ∞

0
IGdr =

∫ ∞
0

I0Ge

(
− 2r2
ω2

)
dr (5.9)

which implies I0G = 2Ptotal√
πω2

2

; so, we can write power due to each ray ( Pray,G ) as:

Pray,G = IG × δr = 2Ptotal√
π
2 ×N

e
−
(

2r2
ω2

)
(5.10)
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Note that Pray,f is independent of the radial coordinate ( r ) which means that

each ray has the same power. Now we consider z/R = 0 for calculating the power

corresponding to each ray for both flat-top as well as Gaussian beam profile

shown in figure 5.10.

As the beam is focused, the beam radius ( ω ) (as well as the incremental

Fig. 5.10.: Power distribution of rays as a function of the angle φ for 2D distribution for
10 mW average power under CW excitation.

arc length, δr ) decreases along the axial direction and drops to zero at the

geometric focus. This leads to the undefined exponent in the power distribution

for the Gaussian beam. To avoid this, we add the diffraction-limited beam

waist ω0G = 0.82×λ
NA

and equally distribute this constant length among N rays as

δr0G = ω0G
N

. Thus we re-define the total power as:

Ptotal =
∫ ∞

0
I0e
−
(

2r2
ω2+ω2

0G

)
dr (5.11)

which implies I0 = 2Ptotal√
π(ω2+ω2

0G)
2

; so, Pray for Gaussian beam as:

Pray,G = I0e
−
(

2×r2

ω2+ω2
0G

)
× (δr + δr0G) (5.12)

Note that the addition of this additional area is necessary for a Gaussian beam

but not for a flat-top beam as the power is constant (and the same) for each

ray. However, a vanishing beam radius leads to blowing up the intensity near

z/R = ±1 for both types of the beam, which is crucial when the intensity-

dependent nonlinear refractive index is taken into account. Therefore, in order
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to keep the formulation consistent, we redefine the total power for the flat-top

beam as:

Ptotal =
∫ ω+ω0f

0
Ifdr = If × (ω + ω0f ) (5.13)

which implies If = Ptotal
ω+ω0f

; so, Pray for a flat-top beam is expressed as:

Pray,f = If × (δr + δr0f ) (5.14)

where δr0f = ω0f
N

and the diffraction-limited beam waist is given by ω0f = 0.61×λ
NA

.

Note that here we consider the finite (non-vanishing) spot size at the geometric

focus in an ad hoc to avoid the mathematical inconsistency and the most natural

choice for that is the diffraction-limited spot size, which does not mean that we

incorporate diffraction effect, as we develope the entire formalism within the ray

optics framework.

5.3.1 Force and potential simulations under CW
excitation
From here on, the flat-top and Gaussian beam intensity profiles are represented

by the dotted and solid curves, respectively.

In figure 5.11 to 5.19, the green, blue and red curves represent the gradient,

scattering and total force/potential along the axial direction, respectively.

Figures 5.11 and 5.12 show the force curves for CW excitation at 10 mW average

power for five different rays and cumulative force. Since flat-top terminal rays are

more intense as compared to Gaussian terminal rays, the gradient force acting on

the particle is more in the case of the flat-top beam profile as compared to the

Gaussian beam profile, which can be seen from table 5.1.

force (pN)
Beam profile

Flat-top Gaussian

Scattering 2.9047 2.2578
Gradient 7.4412 4.9404

Total 10.3465 7.1983
Tab. 5.1.: Magnitude of force (at peak maxima) for flat-top and Gaussian beams under

CW excitation at 10 mW average power for a 2D distribution.
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Fig. 5.11.: Plots of trapping force for different rays and the cumulative force for flat top
beam profile at 10 mW average power under CW excitation for 2D distribu-
tion. Color: green/blue/red curve corresponds to gradient/scattering/total
force.

5.4 GO 3D distribution: flat-top and
Gaussian distribution
Let us now consider a 3D distribution where the focused beam consists of con-

centric light cones instead of rays, as shown in figure 5.13. To calculate the

force due to an arbitrary cone, we need to calculate the power carried by that

particular cone ( Pcone ), which is different for each cone for the Gaussian beam

as well as for flat-top beam. We calculate Pcone at far-field by taking the product

of intensity with the area; note that for a 3D distribution of cones, the radial

intensity distribution is 2D (which is constant for a flat-top beam but varies for a

Gaussian beam) and the area for each cone is the base area, 2πrδr (which is not

same for every ray).

Calculation for Pcone

From the figure 5.13, r = R (θi + ϕ) is the base radius corresponding to an

arbitrary cone that makes an arbitrary angle ϕ with the beam axis. Therefore, the

beam radius ω = R (θi,max + ϕmax) is nothing but the base radius corresponding
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Fig. 5.12.: Plots of trapping force for different rays and the cumulative force for Gaussian
beam profile at 10 mW average power under CW excitation for 2D distribu-
tion. Color: green/blue/red curve corresponds to gradient/scattering/total
force.

Fig. 5.13.: Distribution of light beam into light cone along axial as well as radial direction
for flat-top and Gaussian beam profile.

to the terminal cones. As the angle ϕ changes from 0 to (N − 1) × ϕmax
N

, an

increment in the angle δϕ = ϕmax
N

sweeps an incremental base radius of a cone by

an amount δr = ω
N

. To avoid singularity near z/R = ±1 , we add the diffraction

limited beam waist for flat-top as well as Gaussian beam profile. We calculate the

Pcone for flat-top beam as Pcone,f = If ×Acone,f where If is the intensity of the flat

top beam profile and Acone,f is the area of single light cone for flat top. The Flat
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top intensity is defined as If = Ptotal
Atotal,f

where, Atotal,f = πω2 + πω2
0f is the total

area under the curve; so, we can rewrite the power of a single cone for a flat-top

beam as:

Pcone,f = Ptotal
Atotal,f

× Acone,f (5.15)

where, Acone,f = 2πrδr + π (δr)2 + πω2
0f
N

is the area of single light cone for flat

top beam profile. In a similar way a Gaussian beam intensity is expressed as

IG = Ptotal
Atotal,G

× e
−
(

2r2
ω2+ω2

0G

)
where Atotal,G = πω2 + πω2

0G is the total area under

the curve an Acone,G = 2πrδr + π (δr)2 + πω2
0G
N

is the area of single light cone, we

define the power of a single cone as:

Pcone,G = Ptotal
Atotal,G

× e
−
(

2r2
ω2+ω2

0G

)
× Acone,G (5.16)

5.4.1 Force and potential simulations under CW
excitation

Fig. 5.14.: Power distribution of cones as a function of the angle φ for 3D distribution.

The power distribution for flat-top and Gaussian beams for 10 mW average power

under CW excitation are plotted in figure 5.14. It is evident that each cone will

have a different power for both beam profile at z
R

= 0.
In figure 5.14, we show power distribution of cones. From figure 5.10, we observe

that power is constant for each cone for a flat-top beam profile; however, for

the Gaussian beam profile, the central cones are more intense as compared to

terminal cones. In 3D distribution, power is proportionally increasing as we go

towards the terminal cones for the flat-top profile, and it maximizes for a cone

somewhere lying in the middle for the Gaussian beam profile, as shown in figure
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5.14. This arises for a delicate balance between radially constant (for flat-top) or

decreasing (for Gaussian) intensity and radially increasing annular base area of

the light cone.

Fig. 5.15.: Plots of trapping force for different cones and the cumulative force for flat-top
beam profile at 10 mW average power under CW excitation for 3D distribu-
tion. Color: green/blue/red curve corresponds to gradient/scattering/total
force.

From figures 5.15 and 5.16, we show that the force plot for five different light

cones and cumulative force for CW excitation at 10 mW average power. In the

case of flat-top, power is continuously increasing towards the terminal cones.

Since the terminal cones bend more than central cones, the gradient force is

contributed more by the terminal cones. This is evident in table 5.2.

From tables 5.1 and 5.2, we can see dissimilarities between the magnitude of the

force (pN)
Beam profile

Flat-top Gaussian

Scattering 3.6278 2.5826
Gradient 10.6351 7.1322

Total 14.0417 9.7148
Tab. 5.2.: Magnitude of cumulative force (at peak maxima) for flat-top and Gaussian

beam profile for CW excitation for 3D distribution.
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Fig. 5.16.: Plots of trapping force for different cones and the cumulative force for Gaus-
sian beam profile at 10 mW average power under CW excitation for 3D
distribution. Color: green/blue/red curve corresponds to gradient/scatter-
ing/total force.

forces (at peak maxima) for 2D and 3D distribution; it is less in 2D as compared

to 3D for both flat top and Gaussian beam profiles.

5.4.1.1. Comparison of 2D and 3D distribution of rays using GO
approximation with Exact Mie Theory

Note that there exist several other formalisms, for example, the Maxwell stress

tensor method, T matrix method, and GLMT, which are more rigorous and

accurate. Using Maxwell stress tensor method, one can estimate the total force

distribution on the surface as well as in the bulk (although much of the discussion

in literature mainly focused on the Abraham–Minkowski controversy, i.e. particle

vs wave nature of light) [85, 138–140].

Here, we have intentionally chosen geometric/ray optics formulation, because

it is much simpler to be applied compared to the more sophisticated methods.

The entire goal was to improve the earlier formalism [95, 96] to include a more

realistic situation (from a 2D model with a flat top transverse intensity profile to

3D model with Gaussian transverse intensity profile). Quite interestingly, even

such a simple method yields excellent agreement with the EMT [111], which, as

argued by Ashkin (for a detailed discussion on comparison between methods, see

chapter 10 in reference [21]), is one of the most accurate methods. Intrigued
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Fig. 5.17.: Plots of trapping force for the cumulative force at 10 mW average power
under CW excitation for 2D distribution (blue), 3D distribution (red) and
EMT (black).

by this, we further compared total force acting on the particle by three different

methods: 2D formulation, 3D formulation, and the EMT for Gaussian beam

profile; agreement can be seen from figure 5.17.

5.4.2 Force and potential simulations under pulsed
excitation
Figures 5.18 and 5.19 show the cumulative force at different average powers

under pulsed excitation including Kerr effect, with variation in power for both flat-

top and Gaussian beam profiles. The force curves change, and their magnitude

varies non-linearly. At high power, the scattering force dominates over the

gradient force. Thus, there is a negligible resorting force acting on the particle.

This destabilizes the trap, allowing the particle to escape. Figures 5.20 and 5.21

show the corresponding potential curves (for the force curves in figures 5.18 and

5.19).

5.4.2.1. Variation of power

Figure 5.22 corresponds to Umin and Uesc for the flat top beam profile and Gaussian

beam profile with different particle sizes. Here we choose radius of the particle

is ≥ 4 µm to satisfy the ray optics limit ( d � λ ). Although the ray optics

formulation is independent of particle size, we observe a clear dependence on

size after considering OKE as evident from table 5.3.
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Fig. 5.18.: Plots of cumulative force at different average power for flat-top beam profile
under pulsed excitation for 3D distribution. Color: green/blue/red curve
corresponds to gradient/scattering/total force.

Fig. 5.19.: Plots of cumulative force at different average power for Gaussian beam profile
under pulsed excitation for 3D distribution. Color: green/blue/red curve
corresponds to gradient/scattering/total force.
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Fig. 5.20.: Plots of cumulative potential at different average power for flat-top beam
profile under pulsed excitation for 3D distribution. Color: green/blue/red
curve corresponds to gradient/scattering/total force.

Fig. 5.21.: Plots of cumulative potential at different average power for Gaussian beam
profile under pulsed excitation for 3D distribution. Color: green/blue/red
curve corresponds to gradient/scattering/total potential.
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Fig. 5.22.: Plots of cumulative potential at different average power for Gaussian beam
profile under pulsed excitation for 3D distribution.

Beam profile
Paricle size 4 µm 6 µm 8 µm

Flat-top ∼ 900 mW ∼ 2000 mW ∼ 3450 mW
Gaussian ∼ 300 mW ∼ 700 mW ∼ 1300 mW

Tab. 5.3.: Power (mW) corresponding to maximum escape potential for different particle
sizes.

5.5 Conclusion
To conclude, we have shown how OKE changes the nature of the trapping force

under high-repetition-rate ultrafast pulsed excitation, which nicely explains the

earlier experimental findings. More importantly, we have demonstrated that the

fact of the escape potential of the axial trapping potential being the relevant pa-

rameter to quantify optical trapping efficiency under ultrafast pulsed excitation, is

universally held for all particle size limits. Along with this, we have systematically

developed a general methodology for theoretically estimating optical force (and

potential) in the geometric/ray optics limit using 3D distribution of light cones

for flat-top as well as Gaussian transverse intensity profiles of the trapping laser

beam, which circumvents the limitations of earlier theoretical formulation of

using 2D distribution of light rays for plane-wave excitation only. Also, we have

shown how an OKE plays a crucial role in modulating the trap stiffness under

femtosecond pulsed excitation.
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6Force and potential on

arbitrary sized dielectric

particle using exact Mie

theory

6.1 Introduction
As discussed in previous chapters 3 to 5, both dipole and geometric optics (GO)

approximations have certain limitations depending upon the particle size, so

we have explored the GLMT using localized approximation and compared the

results with dipole approximation. We have found qualitative agreement (na-

ture of force/potential are the same) between the theories but quantitatively

(magnitude of force/potential) they disagree. We observed that GLMT with

localized approximation might not be a good approximation. Apart from this,

there exist several other methods like the Maxwell stress tensor or T matrix,

discrete dipole approximation (DDA). These theories have their limitations. For

accurate calculation of total force, the optimal agreement method was found by A.

Ashkin, which is the exact Mie theory (EMT) [21]. In this chapter, the theoretical

linear aspect of the problem is addressed using EMT, and we have found that the

earlier done calculation for strongly focused light beyond the objective making

an angle with beam axis is not appropriate, so here we redefine the calculation

for bending of light inside the medium. By taking this redefined calculation along

with EMT, the results are compared with GO 3D distribution of light cone for

large-sized particles. For small-sized particles, results are compared with both

dipole approximation and GLMT using localized approximation. Although in

literature, it was mentioned that GLMT is applicable for all size limits, but we

have observed that GLMT with localized approximation theory is applicable only

for small-sized particles. Later the nonlinear aspect of the problem is studied

using OKE by varying the numerical aperture (NA), particle size, and average

power for pulsed excitation.

Mathematical formulation

A detailed mathematical formulation to calculate the force acting on the particle

(using dipole approximation, 2D, and 3D distribution of geometric optics approx-
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imation, GLMT using localized approximation and EMT [141]) is discussed in

chapter 2. All the parameters used in numerical simulations are listed in table

2.1.

Figure 6.1 shows schematic diagram for calculating φmax. In literature [142]

, φmax is calculated by using figure 6.1b, where at point A, the beam is transmit-

ting from glass substrate (having RI 1.51) to oil (having RI 1.55); when beam is

traveling from less to high dense medium using Snell’s law the beam will bend

towards the normal. However, at point B, the beam will bend away from the

normal because the beam is traveling from high denser to less dense medium. At

point C, the beam is travelling from glass substrate to water (having refractive

index 1.33) so beam will bend away from the normal and eventually leads to

focus on the beam axis and φmax ≈ sin−1
(

NA
nwater

)
. However, this definition does

not seem feasible for high NA objective, for example, if we consider NA to be 1.4,

φmax will give a complex angle which cannot be possible, so we need to redefine

this definition. Figure 6.1c, is the redefining of this definition and this can be

done by making an assumption that these small deviations can be neglected;

so, we have assumed that, this focusing persists throughout the medium and

φmax = sin−1
(
NA
noil

)
.

The notable point here is that in the old definition, for NA=1.33, the focusing

Fig. 6.1.: Schematic diagram for calculating φmax.

beam axis angle is 900. This angle has no relevance because right angle rays will

not give stable trapping (we can feasibly see that it is not possible at all). Another

point is that nowadays, many researchers are using high NA objectives for a tight

focusing condition like NA 1.4; in that case, this definition gives 900-18.51 i

complex angle. But the redefined definition gives a relevant angle with the beam

axis, for example, NA 1.3 and 1.4 makes 59.10o and 67.53o, respectively.

The force acting on the particle using the old definition of focusing angle, for NA

1.3, can be calculated (qualitatively and quantitatively, it might not be feasible),

but for NA 1.4, it cannot be calculated because integrating over a complex angle

is not possible. However, using the new definition, we can calculate the force
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acting on the particle for both NA 1.3 and 1.4; discussed later in this chapter.

Figure 6.2a shows the force acting on the 4 µm particle size (radius of the particle)

with NA 1.3 from both old (circled line) and new definition (solid line) at 10 mW

average power. It can be seen that the small change in the focusing angle gives a

significant change in the force curve acting on the particle. Figures 6.2b and 6.2c

are the schematic diagrams of the particle, which show that the beam is focusing

on the front and back surfaces, respectively. At these points, scattering force is

dominating over gradient force, which leads to a sharp peak at the back and the

front surfaces of the particle. Nevertheless, according to the old definition, these

peaks are lying inside the particle, and this cannot be possible because when the

beam is focusing inside, the particle gradient force plays a significant role in the

overall force. Note that according to this convention, z is negative, so for negative

axial distance, this corresponds to z/R ≤ -1 (the focus is on the front surface of

the particle). This is because for z/R = -1, the focus is still within the particle, so

maximum repelling force exerted must be z/R<-1 (and not on the surface of the

particle) due to refraction. It is due to the fact that the bending of light inside

the medium might cause the deviation of the light beam from the actual focus

position, so maximum force acting on the particle must lie on z/R>1. The overall

conclusion is that when the beam is focusing outside the surface (back and front)

of the particle then scattering is maximizing over gradient force which results in a

sharp peak in the force curve and these positions must be z/R ≤ -1 and z/R ≥ 1.

In all the simulations from now onwards, we are using a new definition of φmax.

Fig. 6.2.: Plots of a) axial force using EMT for old and new definition of φmax at 10 mW
average power b) Schematic diagram when beam focus at z/R = −1 and c)
when beam focus at z/R = 1.

OKE is incorporated through the second-order nonlinear refractive index which is

discussed in chapter 2.

Before doing the comparative studies of different theories, we have rigorously

analyzed the MSCs and BSCs, because in the case of GLMT and EMT theories,
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these coefficient plays an important role in determining the force and potential

calculations.

6.2 Mie Scattering Coefficients
MSC depends on the particle size and ratio of the refractive index of the particle

to the medium through Bessel and Hankel functions (please see the equation

2.29). Therefore, a small change in these parameters leads to a significant change

in the force acting on the particle.

6.2.1 CW excitation
Figure 6.3a shows plots of MSC against particle size till 10 µm for summed over

n=150 terms (because all the MSC converges within this size limit for n=150).

It can be seen that as per increase in particle size towards micron sized particle

range, all the scattering coefficients (Re[ an ], Im[ an ], Re[ bn ] and Im[ bn ]) are

contributing to the force calculation. However, for nano sized particle as shown in

figure 6.3b, Im[ an] is dominating over all the other terms in MSC. Interestingly

in Rayleigh limit particle size MSC converges for n=10 terms. It can be clearly

seen that only Im[ an ] is contributing mostly for very small sized particles.

Figure 6.4a shows the contribution of scattering coefficient in force calculations

Fig. 6.3.: Plots of MSC against particle size under CW excitation.

for GLMT and EMT against particle size for n summed over 150 terms. It can be

seen that contribution of MSC in GLMT is increasing as per increase in particle

size but not following any trend for the curve whereas in case of EMT except

Im
[
S

(3)
n,GLMT

]
all are following a particular trend which shows a nice oscillatory

behavior. However, figure 6.5b shows the contribution of scattering coefficient in

force calculations for GLMT and EMT against particle size for n summed over 10

terms. It can be seen that for small sized particle Im
[
S

(2)
n,GLMT

]
and Im

[
S

(1)
n,EMT

]
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Fig. 6.4.: Plots of Scattering Coefficient Contribution (SCC) for force calculation in both
GLMT and EMT against particle size under CW excitation.

mostly contribute to MSC for GLMT and EMT, respectively. In both these terms,

dominancy comes from Im [an] can be seen from figure 6.3.

6.2.2 Pulsed excitation
In the case of pulsed excitation, MSC depends on the axial position, NA, wave-

length, and peak power of the trapping beam. Figures 6.6 and 6.7 show the

MSC for three different planes (z=0 µm; focal plane, 1 µm and 4 µm) for fixed

NA 1.3 at 10 mW, 100 mW and 200 mW average power, respectively. Figure

6.3 shows in the case of CW excitation, 6 maxima are appearing while in case

of pulsed excitation at 10 mW average power for the focal plane (z=0 µm), 9

maxima are appearing. From figure 6.6, it is apparent that for a fixed power, the

number of maxima is decreasing as we go away from the focal plane. For 4 µm

plane, with an increase in average power from 10 mW to 100 mW, the number of

maxima also increased from 6 to 11. However, for 1 µm plane at 10 mW average

power, there is 8 number of maxima, but at 100 mW average power, they are
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Fig. 6.5.: Plots of Scattering Coefficient Contribution (SCC) for force calculation in both
GLMT and EMT against particle size under CW excitation.

very compact, so it is not straightforward to say in numbers. Furthermore, the

increase in power gives the random appearance of maxima and minima without

any pattern because maxima and minima start compensating each other result to

distortion in the waveform like pattern. For z=0 µm at 10 mW average power,

there are 9 maxima and 8 minima, whereas, for 100 mW average power, they are

very compact and difficult to count but interestingly further increase in power

leads to the appearance of patches. It is very clear from the figure 6.6 that small

change in the average power leads to a drastic change in the pattern near the

focus, while it is slowly changing as we go away from the focus. This is because

near the focus, the intensity is very high as compared to 4 µm plane, and this

behavior is symmetric about the focal plane. Far away from the focal (around ±
10 µm) plane behavior of the MSC coefficient is similar to CW excitation. Figure

6.7 shows the MSC against particle size within Rayleigh limit for three different

planes (z=0 µm; focal plane, 1 µm and 4 µm) for fixed NA 1.3 at 10 mW, 100

mW and 200 mW average power under pulsed excitation, respectively. It can be

seen that the nature of the force curve is similar for all three planes at different
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Fig. 6.6.: Plots of MSC against particle size under pulsed excitation for z=0 (focal plane;
top panel), z = 1µm (middle panel) and z = 4µm (bottom panel).

Fig. 6.7.: Plots of MSC against particle size (Rayleigh limit) under pulsed excita-
tion for z=0 (focal plane; top panel), z = 1µm (middle panel) and z =
4µm (bottom panel). Color: blue/red/green/black curve corresponds to
Re[an]/Im[an]/Re[bn]/Im[bn].
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average power but the change in the magnitude of force curve because MSCs are

nonlinearly dependent upon the trapping beam average power. Hence, as per the

increase in average power, there is a significant increment in the magnitude of

force curve, and away from the focus, the intensity is decreasing that is why there

is a significant decrease in the magnitude of force curve as we go from z=0 µm to

4 µm plane. It can be seen that for small-sized particle Im[an] contributes mostly

and near the focus increasing power increases the magnitude of force curve and

vice versa.

In conclusion, we can say that small change in axial position and average power of

trapping beam leads to a significant change in the nature of the force curve, which

implies that the contribution of MSC in GLMT and EMT also gives a significant

change in nature of the curve.

6.3 Beam Shaping Coefficients
BSCs are independent of particle properties and average power of laser beam, and

it depends upon focusing angle with beam axis, axial position, and summation

over the number of terms for Legendre and exponential function in EMT and

GLMT respectively. BSC plays a crucial role in force calculations, and these coeffi-

cients are the same for both CW and pulsed excitation. Figure 6.8 shows that the

BSC for GLMT and EMT along axial direction for summation over 10 terms. It

can be seen that for small-sized particles, the nature of the force curves is similar

to the imaginary term of BSCs because the force is calculated by multiplication of

MSC and BSC. The MSCs are constant values for fixed particle size and relative

RI under CW excitation. However, in the case of pulsed excitation, MSCs are also

axial position dependent, so the nature of the force curve strongly depends on the

nature of BSC curves for CW excitation, however, for pulsed excitation it depends

on both MSC as well as BSC. For large-sized particles, higher ’n’ also contributes

significantly, so summed over higher ’n’ (150) terms leads to an increase in the

magnitude of BSCs, not the nature of force curve. But for higher n, all BSC

components contribute significantly, so the nature of the force curve depends on

the nature of the BSCs curve for all the components.

For small-sized particles, the comparison is made for dipole approximation,

GLMT using localized approximation and EMT. In the case of GLMT and EMT,

MSC converges for summation over 10 values of n, therefore, in the force calcula-

tions, we considered initial 10 terms and all the calculations are done along the

axial direction. In plots, the results corresponding to GLMT and dipole approxi-

130 Chapter 6 Force and potential on arbitrary sized dielectric particle using exact Mie

theory



Fig. 6.8.: Plots of BSC for force calculation in both GLMT and EMT along axial direction
for summed over 10 terms.

mation are multiplied by an additional factor of 10 for comparison because these

approximations have a considerable difference in the magnitude as compared to

EMT.

6.4 Comparison of dipole, GLMT and EMT in
Rayleigh Regime
6.4.1 CW excitation
Figure 6.9 shows the force curve at 100 mW average power under CW excitation

for EMT, GLMT, and dipole approximation. It can be seen that all three theories

have significant differences in the magnitude of the force curve. However, for

dipole and GLMT approximation nature of the force curve is similar, while the EMT

nature of the force curve is very different from other theories. On comparing EMT

with dipole and GLMT approximation, the difference is appearing because GLMT

and Dipole approximation are valid under a paraxial approximation. However,
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EMT formulation is applicable for tight focusing conditions. In the case of Dipole

approximation, force is directly proportional to the particle size, whereas in

the case of EMT and GLMT forces are an indirect function of particle size, that

is why the increase in particle size leads to change in the magnitude of force

curve. EMT force curve shows oscillation on the wings due to BSC (can be

seen from figure 6.8) because it is a function of both exponential function and

Legendre polynomial. The force acting on the particle is very confined due to

tight focusing conditions in EMT. For small-sized particles, the EMT and dipole

approximation show symmetric force about the axis. The increase in particle

size results in a deviation from the symmetricity and becomes asymmetric about

the axis. This is because for small-sized particles contribution of scattering force

is negligible as compared to gradient forces. GLMT shows asymmetric force

throughout the regime that can be seen from table 6.1. This asymmetry in all

three theories increases with increasing NA for fixed particle size, while for fixed

NA, the increase in particle size leads to more and more asymmetry in force

curve about the axis. Under CW excitation, change (increase/decrease) in power

leads to change (increase/decrease) in order of magnitude of force curve in the

same proportion; no change in the nature of force curve because the analytical

expression of forces is directly proportional to the average power.

Fig. 6.9.: Plots of axial force top panel for NA=1.3 and bottom panel for NA=1.4.
A factor of 10 is multiplied for GLMT and Dipole approximation. Color:
black/blue/green curve corresponds to EMT/GLMT/Dipole approximation.
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Fig. 6.10.: Plot of axial force top panel for NA=1.3 and bottom panel for NA=1.4 at 100
mW average power under pulsed excitation. A factor of 10 is multiplied for
GLMT and Dipole approximation. Color: black/blue/green curve corresponds
to EMT/GLMT/Dipole approximation.

NA Theory
Fmax(pN) Fmin(pN)

20 nm 30 nm 40 nm 20 nm 30 nm 40 nm

1.3

EMT 0.0197 0.0676 0.1044 -0.0195 -0.0650 -0.1504

GLMT 0.0030 0.0107 0.0286 -0.0028 -0.0088 -0.0181

Dipole 0.0020 0.0072 0.0193 -0.0020 -0.0059 -0.0118

1.4

EMT 0.0286 0.0975 0.2359 -0.0283 -0.0946 -0.2199

GLMT 0.0038 0.0139 0.0365 -0.0036 -0.0117 -0.0246

Dipole 0.0027 0.0096 0.0253 -0.0025 -0.0080 -0.0165
Tab. 6.1.: Force maxima and minima at peak for Gaussian beams under CW excitation

at 100 mW average power for EMT, GLMT and dipole approximation.

6.4.2 Pulsed excitation
Figure 6.10 shows the force curve along axial direction at 100 mW average power

under pulsed excitation for EMT, GLMT, and Dipole approximation with black,

blue, and green colors, respectively. It can be seen that in pulsed excitation,

there is a significant change in magnitude as well as in nature of force curve as

compared to CW excitation for all three theories. Including OKE leads to more

asymmetry in the force curve about the axis as compared to CW excitation for a

fixed NA and fixed particle size in EMT, GLMT and dipole approximation can be
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seen by comparing the table 6.1 and table 6.2. Increasing particle size increases

the asymmetry about the axis, while for fixed particle size, on increasing NA, this

asymmetry is also increasing in the force curves. Under pulsed excitation, forces

are indirectly proportional to the average power. Consequently, the increase in

the magnitude of force curve keeps on increasing with average power which

results in nonlinear behavior in nature and magnitude of force curves.

Figure 6.11 shows the force curve for 40 nm particle size at different average

Fig. 6.11.: Plots of axial force for 40 nm particle size at different average power for
NA=1.3. Color: black/blue/green curve corresponds to EMT/GLMT/Dipole
approximation.

NA Theory
Fmax(pN) Fmin(pN)

20 nm 30 nm 40 nm 20 nm 30 nm 40 nm

1.3

EMT 0.0910 0.3330 0.9011 -0.0863 -0.2798 -0.6009

GLMT 0.0128 0.0576 0.02089 -0.0098 -0.0267 -0.0234

Dipole 0.0086 0.0380 0.1361 -0.0066 -0.0154 -0.0134

1.4

EMT 0.1433 0.5215 1.3961 -0.1370 -0.4492 -0.9858

GLMT 0.0180 0.0798 0.2859 -0.0141 -0.0349 -0.0374

Dipole 0.0125 0.0541 0.1896 -0.0097 -0.0233 -0.0223
Tab. 6.2.: Force maxima and minima at peak for Gaussian beams under pulsed excitation

at 100 mW average power for EMT, GLMT and dipole approximation.

power for fixed NA 1.3. It can be seen that including OKE results in a nonlinear

behavior in nature of force curve (spikes (fluctuations) appearing) at high average

power in EMT and GLMT approximation. For fixed particle size, these spikes

appear at low average power for high NA, while for fixed NA decreasing particle

size results in the appearance of these spikes at high average power. In the case

of GLMT approximation, these oscillations start appearing at less average power

in gradient and scattering forces, which correspond to the distortion in the total
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force acting on the particle as compared to EMT. It can be seen from the graph

that at 600 mW average power, there are no oscillations or spikes in the case of

EMT but present in GLMT.

Conclusively, we can say that for a small-sized particle (few of nanometer), all

three theories have similar nature of curve for the force acting on the particle;

however, they are very different in magnitude. As particle size increases within

the Rayleigh limit, it leads to deviation in the nature of curve for GLMT and dipole

approximation as compared to EMT because increasing particle size contributes

a significant amount of scattering force as compared to gradient force. Quite

interestingly, it can be seen that GLMT and dipole can be written in separate

gradient and scattering forces, while EMT cannot be written as gradient and

scattering forces. From figure 6.3 to 6.6, it can be seen that for small-sized

particles Im[an] dominates over other MSC. Overall, these theories disagree

quantitatively as well as qualitatively, but including OKE at high average power,

these theories are not valid at all.

6.5 Comparison of ray optics, GLMT and
EMT in GO regime
For large-sized particles, we have compared GO 3D distribution, GLMT, and

EMT. Figure 6.3 shows for large-sized particle limit, all the MSC are contributing

significantly in the force calculations. In the case of GLMT and EMT, the force

calculation of large particle size converges for summation over n from 1 to 70, 1

to 100, and 1 to 110 for 4 µm, 6 µm and 8 µm (radius of particles) respectively.

In GO 3D distribution, the force calculations of the large-sized particle are done

for summation over 100 cones.

6.5.1 CW excitation
Figure 6.12a shows the comparison between EMT, GLMT, and GO 3D distribution

for 4 µm sized particle with fixed NA 1.3 at 1 mW average power. It can be seen

that force curves for EMT and GO 3D distribution are comparable while GLMT

is not. Figure 6.12b shows the GLMT force curves where cyan, red, and blue

corresponds to scattering, gradient, and total force acting on the particle. It can

be seen that there is no splitting in the scattering force. The scattering force

is maximum near the focus that could not be possible for large-sized particles

because for large-sized particles, scattering is maximum at the surface of the

particle, and gradient force is also not symmetric about the beam axis. Figure
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6.12b (zoomed part) shows that locally the nature of total force acting on the

particle is similar to EMT, but the order of magnitude and symmetry about both

the beam and axial axis is very different from the EMT and GO 3D distribution.

The noticeable point here is that near the focus, a hump is present in both

GLMT and EMT because of MSC; however, no such local distortion is present in

the GO 3D distribution curve. Here, it is apparent that GLMT using localized

approximation is not a good theory/approximation to calculate the force acting on

the particle for large-sized particle, that is why in further analysis for large-sized

particle we have compared EMT and GO 3D distribution.

Figure 6.13 shows axial force calculations using EMT and compared with GO

Fig. 6.12.: Plots of axial force a) total force for 2D/3D/GO approximation, and b)
gradient, scattering, and total force using GLMT approxiamtion for NA=1.3
along axial direction at 1 mW average power under CW excitation. Here,
solid/dotted line corresponds to EMT/ GO 3D distribution.

approximation for different radii of particles 4 µm, 6 µm and 8 µm having

NA=1.3 (top panel) and NA=1.4 (bottom panel) at 1 mW average power under

CW excitation for Gaussian beam profile; where solid and dotted lines correspond

to the EMT and GO 3D distribution, respectively. Red and green are linear fits

correspond to the GO 3D distribution and EMT, respectively. It can be seen

from table 6.3 that the peak value of force is constant for GO 3D distribution for

different particle sizes for fixed NA of 1.3 and 1.4, respectively. The comparison

of NA 1.3 and 1.4 shows a small increment in peak value for NA 1.4 because,

for NA 1.4, the beam is more tightly focused, which leads to high peak intensity

compared to NA 1.3. On the other hand, if we look at EMT, it can be seen from

table 6.3 that increase in particle size leads to decrease in the peak maxima for

fixed NA, but for fixed particle size, with the increase in NA, peak maxima will

increase due to tight focusing condition. The table 6.4 shows a negligible change

in peak minima for different particle szie at fixed NA and same theory, which
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can be explained by the minimum force experienced by the particle when the

beam is focusing on the back surface. The focusing of beam on the front surface

is dependent upon the particle size whereas beam focusing on back surface is

independent of particle size which is why there is no change in the reduced z/R

position for minima force, but there is small change in the reduced z/R position

for maximum force as per increase in particle size for fixed NA. Table 6.5 shows

the numerical values of trap stiffness at equilibrium point calculated by using

linear fit of force curve near the focus shown by red and green curve in figure 6.13

(inset). It can be seen that there is no change in trap stiffness values on increasing

particle size for both theories, but there is a significant change in stiffness as per

the increase in NA from 1.3 to 1.4 for fixed average power. As per the increase in

the particle size, we are getting good agreement between both the theories under

CW excitation although there is a negligible decrease in the peak maxima of EMT

as per increase in particle size for fixed NA shown in table 6.3.

For EMT figure 6.13 shows that with increase in the particle size and numerical

aperture, the nature of hump is changing near the focus (shown in the inset),

which is an indication of changing nature of force curve. In contrast, the increase

in average power leads to a change in the magnitude of the force, not the nature

of force curve for CW excitation because, in the case of CW excitation, force

is directly proportional to the average power of trap beam in the absence of

nonlinearity. These changes in the nature of force curve are occurring due to the

scattering coefficient and BSC of the Gaussian beam profile, as can be seen from

figure 6.6, 6.7, and 6.8.

Particle Size 4µm 6µm 8µm
NA GO-3D EMT GO-3D EMT GO-3D EMT

1.3 0.9 0.91 0.9 0.86 0.9 0.83

1.4 0.97 0.93 0.96 0.88 0.96 0.85
Tab. 6.3.: Magnitude of force (at peak maxima; pN) for Gaussian beams under CW

excitation at 1 mW average power for a GO 3D distribution and EMT. Here,
GO-3D represents the geometric optics approximation for 3D distribution of
light cones, and EMT represents the EMT.

6.5.2 Pulsed Excitation
Figure 6.14 shows axial force curves at 1 mW average power under pulsed

excitation, where the solid and dashed lines correspond to the EMT and GO
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Fig. 6.13.: Plots of axial force top panel for NA=1.3 and bottom panel for NA=1.4 at 1
mW average power under CW excitation. Here, solid/dotted line corresponds
to EMT/GO 3D distribution. Color: green/red curve corresponds to linear fit
to EMT/GO 3D distribution.

Particle Size 4µm 6µm 8µm
NA GO-3D EMT GO-3D EMT GO-3D EMT

1.3 -0.65 -0.27 -0.65 -0.28 -0.65 -0.28

1.4 -0.91 -0.33 -0.91 -0.34 -0.91 0.34
Tab. 6.4.: Magnitude of force (at peak minima; pN) for Gaussian beams under CW

excitation at 1 mW average power for a GO 3D distribution and EMT. Here,
GO-3D represents the geometric optics approximation for 3D distribution of
light cones, and EMT represents the EMT.

Particle Size 4µm 6µm 8µm
NA GO-3D EMT GO-3D EMT GO-3D EMT

1.3 0.38 0.35 0.38 0.35 0.37 0.35

1.4 0.47 0.41 0.47 0.41 0.47 0.41

Tab. 6.5.: The trap stiffness
(
kstiffness

(
pN

µm

))
for Gaussian beams under CW excitation

at 1 mW average power for a GO 3D distribution and EMT. Here, GO-3D
represents the geometric optics approximation for 3D distribution of light
cones, and EMT represents the EMT.

3D distribution, respectively. Red and green lines are linear fit corresponds to

the GO 3D distribution and EMT, respectively. It can be seen that at very low
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average power, under pulsed excitation, with increasing particle size, there is a

significant change in a hump near the focus in the force curve, whereas no such

effect observed under CW excitation. If we compare tables 6.3, 6.4, and 6.5 with

table 6.6, 6.7, and 6.8 it can be seen that there is not much change in the peak

maxima, peak minima and trap stiffness at low average power.

Fig. 6.14.: Plots of axial force top panel for NA=1.3 and bottom panel for NA=1.4
at 1 mW average power under pulsed excitation. Here, solid/dotted line
corresponds to EMT/GO 3D distribution. Color: green/red curve corresponds
to linear fit to EMT/GO 3D distribution.

Particle Size 4µm 6µm 8µm
NA GO-3D EMT GO-3D EMT GO-3D EMT

1.3 0.9 0.9 0.9 0.87 0.9 0.83

1.4 0.97 0.92 0.97 0.89 0.97 0.85
Tab. 6.6.: Magnitude of force (at peak maxima; pN) for Gaussian beams under pulsed

excitation at 1 mW average power for a GO 3D distribution and EMT. Here
GO-3D represents the geometric optics approximation for 3D distribution of
light cones, and EMT represents the EMT.

Figures 6.15 and 6.16 show the axial force curve at NA 1.3 and 1.4 respectively;

where top panel (corresponds to 1 mW average power), middle panel (corre-

sponds to 10 mW average power) and bottom panel (corresponds to 100 mW

average power) under pulsed excitation; Solid/dotted line: EMT/GO 3D distribu-

tion at 1 mW average power under pulsed excitation. In EMT for a fixed average
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Particle Size 4µm 6µm 8µm
NA GO-3D EMT GO-3D EMT GO-3D EMT

1.3 -0.64 -0.027 -0.64 -0.28 -0.64 -0.28

1.4 -0.91 -0.33 -0.91 -0.34 -0.91 -0.34
Tab. 6.7.: Magnitude of force (at peak minima; pN) for Gaussian beams under pulsed

excitation at 1 mW average power for a GO 3D distribution and EMT. Here
GO-3D represents the geometric optics approximation for 3D distribution of
light cones, and EMT represents the EMT.

Particle Size 4µm 6µm 8µm
NA GO-3D EMT GO-3D EMT GO-3D EMT

1.3 0.38 0.36 0.38 0.36 0.37 0.36

1.4 0.47 0.41 0.47 0.41 0.47 0.42

Tab. 6.8.: Equilibrium position and trap stiffness
(
kstiffness

(
pN

µm

))
for Gaussian beams

under pulsed excitation at 1 mW average power for a GO 3D distribution
and EMT. Here GO-3D represents the geometric optics approximation for 3D
distribution of light cones, and EMT represents the EMT.

power and NA, an increase in particle size leads to a decrease in trap stiffness

while increasing NA leads to an increase in the trap stiffness for fixed particle

size and average power. Comparing NA of 1.3 and 1.4, it can be seen that trap

stiffness is more for NA 1.4 as compared to NA 1.3 because increasing NA gives

more confinement due to tight focusing condition can be seen from table 6.9.

Nonlinearity dominates as per the increase in the average power, which results

in the drastic change in the magnitude and the nature of the force curves near

the focus. Quite interestingly, the total force exhibits oscillatory behavior near

the focus, and that behavior increases with average power for fixed particle size,

while the oscillatory behavior increases with increasing particle size for a fixed

power. This oscillatory behavior is appearing due to the significant contribution

of MSC. From figures 6.6 and 6.7, it can be seen that nonlinearity effects this

oscillatory nature more near the focus. As we are going away from the focus,

distortion in the oscillatory behavior is less, that is why near the focus, these

spikes are appearing more as per increase in average power for fixed particle

size and NA. For a fixed power, it is observed that NA 1.4 gives more oscillatory

behavior as compared to NA 1.3. So, at high power, it is difficult to estimate force

using EMT because of the nonlinear nature of the curve, but in the case of 3D GO

distribution, there is an instant rise in the peak at z/R=1, which will not give a
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Fig. 6.15.: Plots of axial force for NA=1.3 at different average power (1 mW; top panel,
10 mW; middle panel, 100 mW; bottom panel) under pulsed excitation.

qualitative trap stiffness. Conclusively, we can say that in linear (CW excitation)

Particle Size 4µm 6µm 8µm
NA Power (mW) GO-3D EMT GO-3D EMT GO-3D EMT

1.3

1 0.38 0.36 0.38 0.36 0.37 0.36

10 3.77 4.16 3.75 3.94 3.74 3.81

100 36.78 —- 37.15 —- 37.24 —-

1.4

1 0.47 0.41 0.47 0.41 0.47 0.42

10 4.69 4.87 4.66 4.56 4.65 4.44

100 46.77 —- —- 46.55 —-

Tab. 6.9.: Trap stiffness
(
kstiffness

(
pN

µm

))
for Gaussian beams under pulsed excitation

at different average power for a GO 3D distribution and EMT.

case, the EMT and 3D GO theories are well in agreement with each other. These

theories are not able to get a quantitative force estimation at high average power
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Fig. 6.16.: Plots of axial force for NA=1.4 at different average power (1 mW; top panel,
10 mW; middle panel, 100 mW; bottom panel) under pulsed excitation.

due to the significant contribution of OKE but could get a quantitative force

estimation for low average power.

6.6 Comparison of GLMT and EMT in
intermediate regime
EMT and GLMT are valid for all size limits, so here for the Mie regime, considered

particle size is of the order of wavelength. For Mie regime 0.4 µm particle size

force calculations converge for summation over 40 terms in both GLMT and EMT.

6.6.1 CW excitation
Figure 6.17a shows the force acting on 0.4 µm (radius of the particle) using both

GLMT and EMT at 1 mW average power where black corresponds to the EMT and

blue corresponds to the GLMT. From figure 6.17b, it can be seen that gradient and
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scattering forces have similar behavior. There is no attraction; the only repulsion

is present in GLMT theory. From here, it is apparent that the GLMT theory using

localized approximation is not a valid theory for the Mie regime. However, EMT

gives a relevant (attractive) force acting on the particle, which is why further

analysis in the Mie regime is done using EMT.

Further analysis in the Mie regime for force calculations is done at 10 mW average

power because for 4 µm particle size near the focus oscillations are appearing;

however, in this case, no such oscillatory behavior is present for NA 1.3 and

1.4. Figure 6.18 shows the axial curve using EMT for NA 1.3 and 1.4 at 10 mW

average power.

Fig. 6.17.: Plots of axial force for NA=1.3 at 1 mW average power for both GLMT and
EMT.

Fig. 6.18.: Plots of trapping force acting on the 0.4 µm particle at 10 mW average power
under CW excitation for NA 1.3 and 1.4.
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6.6.2 Pulsed Excitation
Figure 6.19 shows the trapping force curve for 0.4 µm particle size under pulsed

excitation at 10 mW average power for fixed NA 1.3. It can be seen that at similar

average power, there is a significant change in force curve for CW and pulsed

excitation, and quantitatively it can be seen from table 6.10. From table 6.11, it

Fig. 6.19.: Plots of trapping force acting on the 0.4 µm particle at 10 mW average power
under pulsed excitation for NA 1.3 and 1.4

NA CW excitation Pulsed excitation

1.3 7.25 11.55

1.4 8.14 13.47
Tab. 6.10.: Peak maxima of force for Gaussian beams under CW and pulsed excitation

at 10 mW average power for EMT.

can be seen that for fixed NA and particle size, trapping efficiency of CW excitation

is less as compared to pulsed excitation at similar average power. It implies that

pulsed excitation gives better trapping as compared to CW excitation in the Mie

regime or small-sized particles. Because for large-sized (micron-sized) particles,

there is no impulsive effect of pulses; particle experiences the cumulative effect

of pulses which is similar to CW excitation, that is why there is no change in trap

stiffness.

Conclusively, GLMT, and EMT are not in good agreement for any regime. GLMT

is not valid for GO limit because we are not getting any attractive force acting

on the particle. In contrast, EMT gives a significant reliable force acting on the
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NA CW excitation Pulsed excitation

1.3 10.83 14.94

1.4 13.85 19.84

Tab. 6.11.: Trap stiffness
(
kstiffness

(
pN

µm

))
for Gaussian beams under CW and pulsed

excitation at 10 mW average power for EMT.

particle, and including nonlinearity also gives a significant relevant result for

trapping efficiency. We observed that at similar average power, pulsed excitation

gives better trapping as compared to CW excitation.

The same model we have repeated to support our experimental results, which is

discussed later in chapter 9, using pulse width as 526 fs and repetition rate as 80

MHz. Results are as follows:

We have used 1 µm sized polystyrene beads in our experiments. Since the particle

size is approximately equal to the wavelength (λ ≈ a) of trapping beam, we have

used EMT. Under this condition, EMT is a valid theory to calculate the force and

potential acting on the particle. It is observed that the force and potential curves

show a significant change in magnitudes under pulsed excitation, whereas no

such effect is observed under CW excitation while ignoring or including OKE into

account. However, the nature of force and potential curves remains the same for

both CW and pulsed excitation. From this, we can conclude that including OKE

into account plays an essential role under pulsed excitation as compared to CW

excitation due to its high peak power, which can be seen from figure 6.20. From

Fig. 6.20.: Plots of trapping force along axial direction on an 1 µm particle at 10 mW
average power under CW and pulsed excitation with and without Kerr effect.

the above discussion, it is clear that only pulsed excitation shows a significant
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change. Therefore, we have studied the power variation of force and potential

curve, as shown in figure 6.21. It is obtained that absolute depth of potential well

increases with increase in average power whereas escape potential (Uabs and Uesc;

refer to chapter 3) becomes unbound at high average power.

The absolute well depth is increasing monotonically while the escape potential

Fig. 6.21.: Plots of trapping force and potential on an 1 µm particle at 1 mW and 10
mW average power under pulsed excitation including Kerr effect respectively.
Color: red correspond to force/potential.

passes through a maxima. The power corresponding to this maxima is the power

where the trap is most stabilized under pulsed excitation (nature of curve is

nonlinear). While in the case of CW excitation (nature of curve is linear, but

Uabs increasing rapidly compared to Uesc ), there are no such maxima at similar

average power as can be seen in the figure 6.22. From this, we can see in the

case of pulsed excitation, the optimal power for 1 µm polystyrene bead is found

to be ∼ 22 mW average power.

6.7 Phase portrait
To study the dynamics of a single particle (of mass 4.4 × 10-15 Kg) moving in

a 3D optical trap, we have shown phase portrait at 1 mW average power for

both CW and pulsed excitation. It can be seen from figure 6.23; the particle is

initially confined and then moved out with the continuous change in velocity
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Fig. 6.22.: Plots of minimum potential (Uabs; top panel) and the escape potential (Uesc;
bttom panel) with respect to average power under CW and pulsed excitation.

vector, which might be due to the accumulation of energy. For bounding a particle,

the net energy of the system ( Eaxial ) should be less than the potential energy

barrier ( V1,axial ) and the particle confinement region is delimited by two classical

turning points ( z1 and z2 ). The condition for confinement of the particle is

V0,axial < Eaxial < V1,axial. If V1,axial < Eaxial < V2,axial then particle can move only

in one direction z → ∞. If Eaxial > V2,axial particle is free to move anywhere

along z → ±∞ as shown in figure 6.23a. This phase portrait can be correlated

with the proposed model of particle motion inside the trap. Figures 6.23b and

6.23c represent the velocity vector field of a particle inside the trap for CW and

pulsed excitation at 10 mW average power and the pattern of velocity vector field

determines the time of confinement of a particle inside the trap. From the pattern,

we observed that the time of confinement in CW excitation prolongs the pulsed

excitation.

6.8 Conclusion
From the above discussion, we can say that the definition of light bending inside

the medium that we have proposed is more appropriate than the existing one for

calculating the force acting on the particle for high NA. As shown above, in the

case of CW excitation, EMT matches with GO 3D distribution approximation and

6.8 Conclusion 147



Fig. 6.23.: a) Schematic diagram for particle to be bound inside the trap and phase
portrait for b) CW excitation and c) pulsed excitation at 10 mW average
power.

gives a reliable prediction of the force acting on the particle, but fails to agree

with dipole approximation. In literature, it is proposed that GLMT using localized

approximation is a general theory, which holds for all particle sizes. This is in

contrast with our findings; it is applicable only for small-sized particles as evident

from the nature of the curves.

We have also found that under pulsed excitation case, EMT matches with Ge-

ometric optics theory at very low average power (where nonlinear effects are

negligible). At high average power, both GO and dipole approximations stand in

disagreement with EMT. EMT is reliable in the Mie regime for the force calcula-

tions in both CW and pulsed excitation and able to calculate power corresponding

to the most stable trap compared with GLMT approximation. We can say that

this theory gives a reliable result for Mie and GO regime under CW excitation

whereas the Mie regime under pulsed excitation.
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7Force and potential on silver,

hybrid, and hollow-core

silver nanoparticles using

dipole approximation

7.1 Introduction
In chapters 3 to 6, we have discussed that nonlinearity plays an important role in

determining the trapping force/potential for dielectric particles. In this chapter,

we are going to discuss the behavior of metallic nanoparticles, which are different

from the dielectric. Initially, it was believed that the trapping of metallic particles

was extremely difficult because metals are more reflecting and absorptive in

nature [143–145]. Reflectivity causes a significant dominance of scattering force

over gradient force, and absorptivity results in an additional force known as ab-

sorption force which is absent in the case of dielectric particles and is responsible

for unwanted thermal effects. On top of this, trapping becomes more challenging

when we go to the nanometre size because of the increased Brownian motion of

the particles. The behavior of metallic particles towards light is markedly different

from that of dielectric particles because of the presence of free electrons. These

particles exhibit a unique phenomenon upon interaction with light that is hardly

achievable in dielectric cases Therefore, metallic nanoparticles’ properties are

remarkably different from those of the bulk properties of the metals. For example,

small metallic structures can sustain coherent electron oscillations known as Sur-

face Plasmon Polaritons (SPP) [146, 147]. A metallic nanoparticle experiences an

attractive or repulsive force which not only depends on the surrounding medium,

but also depends on the wavelength of the trapping beam because the polarizabil-

ity of metallic nanoparticles changes drastically by changing the wavelength of

the trapping beam. Metallic nanoparticle shows resonance behavior around 400

nm wavelength. Also, for metallic particles, trapping depends upon the scattering

cross-section because metallic particles are inclined to reflect, scatter and absorb

more photons, which tends to destabilize the trap [143, 144, 148]. Earlier, it

was believed that the trapping of metallic nanoparticles is impossible. Later in

1994, Block and co-workers showed that the trapping of metallic particles could

be achieved due to their higher polarizability [97]. Under dipole approximation,
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the surface plasmons are localized and experience the characteristic resonance

phenomena. Since then, there have been various studies to quantify the trapping

behavior depending upon the particle size [22, 71, 149] as well as considering the

resonance conditions [150–154]. Here, we have theoretically investigated trap-

ping behavior of metallic (silver) nanoparticles and study the effect of OKE (up to

sixth order nonlinearity) under high repetition-rate femtosecond pulsed excitation

for off-resonance wavelength (near IR), to explain the experimental observations

under pulsed excitation. We have observed that with an increase in laser power,

the escape potential initially disappears but subsequently reappears at higher

laser power. Later, a comparative study of hybrid and hollow-core nanoparticles

with conventional particles is done to examine how the performance is enhanced

under both continuous-wave and pulsed excitation. We have observed that under

similar conditions, the hybrid and hollow-core type nanoparticles experience

more force than conventional nanoparticles. This has a potential advantage while

doing bio-conjugated experiments that require high magnitudes of force. Also,

the nature of force/potential can be controlled from repulsive to attractive by

taking advantage of OKE depending on the material properties (such as nonlinear

RI and the proportionality) of the core-shell radius. Certain particle sizes that

could be stably trapped under CW excitation were found to be untrappable under

pulsed excitation and vice -versa. Hence, according to the specific requirement,

one should be careful while choosing the proportionality of a core-shell radius

depending on the average power, numerical aperture, and other relevant laser

parameters. Considering the novelty of this work, we envision the far-reaching

application of controlled optical manipulation through tuning optical nonlinearity.

7.2 Mathematical formulation
The mathematical expressions for dipole approximation are already discussed,

but for metallic nanoparticles, the way of calculating polarizability is different.

The permittivity and the corresponding polarizability of metallic nanoparticles

are described using the inter-band corrected Drude-Lorentz model [155, 156].

Apart from the scattering and gradient forces that act on dielectric particles, in the

case of metallic particles, there is an additional contribution from the absorption

forces along the axial direction that plays a major role in determining the stability

of the trap, and absorption force mathematically can be written as [155]:

Faxial,absorption (z; r = 0) = 4kπnwa3

c
Im [α0] 2Ppeak/avg

πω2
0 (1 + 4Z2) (7.1)

150 Chapter 7 Force and potential on silver, hybrid, and hollow-core silver nanoparticles

using dipole approximation



Here α′ = 4
3πa

3 × 3
(
np/s

2−nw2

np/s
2 +2nw2

)
= V × 3α0 is polarizability and α = 3α0 is po-

larizability per unit volume, hereafter polarizablility for polystyrene and silver

are represented as αp and αs respectively. The refractive index (RI) of silver is

expressed as ns = ns0 + iκs0 ; ns0 is linear real part of RI and κs0 is linear imaginary

part which is directly proportional to the absorptivity. In the case of dielectric

nanoparticles, the imaginary part does not contribute significantly because ab-

sorption is negligible whereas it cannot be neglected for silver nanoparticles. For

silver nanoparticles RI can be calculated as: ns0 =
√

ε1
2 +
√
ε21+ε22

2 , ks0 = ε2
2np0

, σs0 is the

absorptivity of the particle σs0 = 4πκs0
λ

; ε1 = Re [ε] , ε2 = Im [ε] and ε = ε∞−
ω2
p

ω2+iγcω

according to the corrected Drude-Lorentz model [123]. In addition to the linear

RI, the role of nonlinear effects is investigated by incorporating nonlinear refrac-

tive indices. The total RI can be calculated from the given expression:

nw = nw0 + nw2 × I (7.2)

np = np0 + np2 × I (7.3)

ns = ns0 + ns2 × I + ns4 × I2 + ns6 × I3 + i
(
ks0 + ks2 × I + ks4 × I2 + ks6 × I3

)
(7.4)

where, np0 , np2 and nw0 , nw2 are the linear and nonlinear refractive index for

polystyrene and water, respectively, however, in this chapter, we have considered

only CW excitation for polystyrene (i.e. np ∼ np0 ). Since the nonlinear RI of water

is very small, can be neglected as discussed in chapter 3 (i.e. nw ∼ nw0 ). For silver,

ns0 and ks0 are the linear RI (real and imaginary parts) whereas ns2 , ns4 , ns6 , ks2
, ks4 , and ks6 are the nonlinear RI (the second, fourth, and sixth order real and

imaginary part). Using this relation, polarizability can be decomposed into real

and imaginary parts as given below:

αs0 =

(
ns

2
R − ns

2
I − nw

2
) (
ns

2
R − ns

2
I + 2nw2

)
+ 4ns2

R n
s2
I(

ns
2
R − ns

2
I + 2nw2

)2
+ 4ns2

R n
s2
I

+ i
6nsRnsInw

2(
ns

2
R − ns

2
I + 2nw2

)2
+ 4ns2

R n
s2
I

(7.5)

where, nsR = ns0 + ns2 × I (r, z) + ns4 × I2 (r, z) + ns6 × I3 (r, z) , and nsI = ks0 + ks2 ×
I (r, z) + ks4 × I2 (r, z) + ks6 × I3 (r, z) . Ipeak/avg (r, z) is the intensity of the focused
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Gaussian beam, which can be described as [39, 94]:

Ipeak/avg (r; z = 0) =
(

2Ppeak/avg
πω2

0

)
e−2R2

(7.6)

Ipeak/avg (z; r = 0) =
(

2Ppeak/avg
πω2

0

)
1

1 + (2Z)2 (7.7)

The total force acting on the particle in the case of dielectric and metallic particles

can be written as:

Ftotal,dielectric,axial (z; r = 0) = Faxial,grad (z; r = 0)

+ Faxial,scatt (z; r = 0)
(7.8)

Ftotal,dielectric,radial (z; r = 0) = Fradial,gradient (r; z = 0) (7.9)

The total force acting along axial direction for metallic particles is:

Ftotal,metallic (z; r = 0) = Fgradient (z; r = 0)

+ Fscattering (z; r = 0)

+ Fabsorption (z; r = 0)

(7.10)

The total force acting along radial direction for metallic particles is:

Ftotal,metallic (r; z = 0) = Fgradient (r; z = 0) (7.11)

Table 2.1 lists the important parameters which are used in the calculations. The

values for NA and average power under CW and pulsed excitation are equal to

1.4 and 100 mW, respectively, unless mentioned otherwise.

7.3 Comparison between dielectric and
metallic nanoparticles
Figures 7.1 and 7.2 show the force/potential curves along radial and axial di-

rections for 10 nm and 30 nm polystyrene and silver nanoparticles under CW

excitation. Here, red/green/blue/black curves correspond to total/gradient/scat-

tering/absorption force/potential, respectively. Total force/potential is symmetric

about the axis in the case of radial direction because only gradient force con-

tributes. However, they are asymmetric along axial direction due to significant

contributions from scattering and absorption forces.
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Fig. 7.1.: Plots of trapping force and potential along radial direction for both polystyrene
and silver under CW excitation.

Fig. 7.2.: Plots of trapping force and potential along axial direction for both polystyrene
and silver under CW excitation, and zoomed-in plot shows the contribution of
scattering force/potential to the total force/potential.

From tables 7.1 and 7.2, it is apparent that the magnitude of force maxima is

higher along the radial direction than the axial direction for very small particles

(for example 10 nm), but with increase in particle size, the axial force increases

rapidly and exceeds the radial force maxima for larger particles (for example

40 nm). The escape potential is high in magnitude for silver nanoparticles than

polystyrene nanoparticles. In the radial direction, the absolute potential rises

quickly towards higher magnitudes with increasing particle sizes because only

gradient force contributes, which is symmetric about the axis. In contrast to this,

the potential becomes unbound along the axial direction beyond a certain size for
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a fixed average power because absorption and scattering forces dominate over

gradient force, which results in destabilizing the trap. The enhancement factor

for different sized particles is constant along the radial direction as only gradient

force is present. The effect of increasing particle size gets canceled while taking

the ratio for fixed particle size because polarizability is directly proportional to the

volume of the particle. However, it increases consistently along the axial direction

because along the axial direction, polystyrene experiences only gradient and scat-

tering forces while silver experiences gradient, scattering, and absorption forces.

From the mathematical expressions of the gradient, scattering, and absorption

force, it can be seen that the gradient and absorption forces are proportional to

a3 while scattering force is proportional to a6. So, increasing the particle size

decreases the contribution of the absorption force to the total force. The high

magnitude of the imaginary part results in an enhanced absorption force, which is

absent in the case of polystyrene. Therefore, the enhancement factor of total force

increases rapidly with an increase in the particle size along the axial direction

but remains the same along the radial direction. This enhancement in force is

due to the higher polarizability of silver particles as compared to polystyrene

particles, as shown in figure 7.3a. The plot shows the nature of polarizability as

a function of wavelength. The peak in the polarizability of silver nanoparticles

(highlighted by the blue rectangle) corresponds to the surface plasmon resonance

phenomenon which is absent in the case of dielectric particles.

The zoomed-in inset in figure 7.3a indicates the higher magnitude of real part of

Fig. 7.3.: Plots of a) polarizability per unit volume against wavelength for both
polystyrene and silver particles under CW excitation, and b) real and imaginary
RI against average power at geometric focus for silver nanoparticles.

polarizability, even at off-resonant condition which suggests trapping is possible
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PS(nm)
Fmax(pN) Fmin(pN) Uesc(kBT )

Silver Polystyrene Ratio Silver Polystyrene Ratio Silver Polystyrene

10 0.0098 0.0008 11.7038 -0.0098 -0.0008 11.7050 1.0528 0.0899

20 0.0781 0.0067 11.7030 -0.0781 -0.0067 11.7046 8.4220 0.7192

30 0.2635 0.0225 11.7039 -0.2635 -0.0225 11.7055 28.4244 2.4273

40 0.6246 0.0534 11.7037 -0.6246 -0.0534 11.7048 67.3762 5.7537

Tab. 7.1.: Comparison of maxima and minima of radial force along with escape potential
for both polystyrene and silver nanoparticles under CW excitation.

PS(nm)
Fmax(pN) Fmin(pN) Uesc(kBT )

Silver Polystyrene Ratio Silver Polystyrene Ratio Silver Polystyrene

10 0.0046 0.0003 13.9467 -0.0031 -0.0003 9.4936 1.5717 0.1757

20 0.0449 0.0027 16.8079 -0.017 -0.0024 7.2027 7.5871 1.3650

30 0.2342 0.0096 24.4734 0.0022 -0.0080 -0.2753 - 4.2406

40 0.9627 0.0252 38.1570 - -0.0166 - - 8.3876

Tab. 7.2.: Comparison of maxima and minima of axial forces along with escape potential
for both polystyrene and silver nanoparticles under CW excitation.

due to increased gradient forces.

Figure 7.3b shows the variation of the real and imaginary part of RI with

Fig. 7.4.: Plots of RI against average power at geometric force for a-c) real, and d-f)
imaginary part of RI for individual higher (second, fourth, and sixth) order
refractive index contribution.

average power. It can be seen that at low average power, the imaginary part of

the RI dominates over the real part, however with an increase in power, this is
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PS(nm)
Fmax(pN) Fmin(pN) Uesc(kBT )

10 nm 20 nm 30 nm 10 nm 20 nm 30 nm 10 nm 20 nm 30 nm

CW 0.0098 0.0781 0.2635 -0.0098 -0.0781 -0.2630 1.0528 8.4220 28.4244

2nd 0.0098 0.0781 0.2635 -0.0098 -0.0781 -0.2635 1.0528 8.4220 28.4244

Up to 4th 0.0098 0.0781 0.2635 -0.0098 -0.0781 -0.2635 1.0528 8.4220 28.4244

Up to 6th 0.0098 0.0781 0.2635 -0.0098 -0.0781 -0.2635 1.0528 8.4220 28.4244

Tab. 7.3.: Comparison of maxima and minima of radial force along with Uesc for silver
nanoparticles under both CW and pulsed excitation.

reversed.

Figure 7.4 represents the individual contribution of nonlinear RI terms where

figures 7.4a-c show the real part and figures 7.4d-f show imaginary part contri-

bution to the total RI. At low average power, the contribution from the linear

RI exceeds that of the second, fourth, and sixth orders. At higher powers, the

contribution from higher-order terms exceeds that of the lower order terms in

both real and imaginary parts, as indicated by the green arrows showing the

cross-over points. Hereafter, all the simulations are done for silver nanoparticles

exclusively.

7.4 Conventional nanoparticles
7.4.1 Along radial direction: CW and pulsed excitation
Figures 7.5 and 7.6 illustrate the trapping force/potential curves along the radial

direction for different particle sizes. There is no change in the magnitude and the

nature of the force/potential curves while including and excluding OKE (even

higher-order), which is quantitatively emphasized by table 7.3. It is because

only gradient force contributes to the total force through the real part of the

polarizability, which does not increase significantly with the inclusion of nonlinear

terms at low average power. However, with the increase in particle size, there is

an increase in the magnitudes of maxima and minima of the force curves and the

corresponding Uesc also increases.

7.4.2 Along axial direction: CW and pulsed excitation
Figure 7.7 illustrates the total trapping force/potential curves along axial direction

for different particle sizes. It can be seen that for fixed particle size, there is

no significant difference in the magnitude and nature of force/potential curve

under pulsed excitation compared with CW excitation when only second-order
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Fig. 7.5.: Plots of trapping force along radial direction for silver nanoparticles. First row
corresponds to CW excitation, subsequent rows correspond to higher order
nonlinearity included under pulsed excitation (second row: second order, third
row: up to fourth order, and forth row: up to sixth order nonlinearity).

nonlinearity is included. However, the change is significant when higher-order

nonlinear terms contribute. This trend in the nature of force curves remains

the same with increasing particle size, but there is a significant change in the

magnitude. In previous theoretical work on dielectric particles, we defined the

absolute depth of axial trapping potential as absolute potential ( Uabs ) and height

of the axial trapping potential barrier (along beam propagation direction) as

escape potential ( Uesc ) and identified as the relevant parameter to be quantified

while considering the stability of the trap under pulsed excitation.

The quantitative change can be seen from the potential curves in figure 7.7d
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Fig. 7.6.: Plots of trapping potential along radial direction for silver nanoparticles. First
row corresponds to CW excitation, subsequent rows correspond to higher order
nonlinearity included under pulsed excitation (second row: second order, third
row: up to fourth order, and forth row: up to sixth order nonlinearity).

where Uabs is shown as a longer double-sided arrow and Uesc is shown as a smaller

double-sided arrow. The increase in the particle size initially increases escape

potential, but eventually potential becomes unbound, and no stable trapping

can be achieved for a fixed average power for 30 nm particle size. There is a

slight deviation in the nature of curve while including second-order nonlinear

RI, whereas there is a significant change while including fourth and sixth order

nonlinearity. The contribution of each force component to the total force is shown

in figures 7.8 and 7.9.
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Fig. 7.7.: Plots of trapping force (a-c) and potential (d-f) along axial direction for
different particles sizes under both CW and pulsed excitation.

Figures 7.8 and 7.9 show the trapping force/potential curves along axial direction

for different particle sizes, where red/green/blue/black curves correspond to

total/gradient/scattering/absorption force, respectively. Under CW excitation, in

the case of the small-sized particle, the absorption force is dominating over scat-

tering force. With an increase in particle size, both forces increase significantly,

but scattering force increases more rapidly as compared with the absorption force.

Eventually, scattering force dominates over both gradient and absorption forces,

thereby destabilizing the trap. Under pulsed excitation, the inclusion of only

second-order nonlinearity shows no change in both the magnitude and nature of

force/potential curves for a small-sized particle. With the increase in the particle

size, there is a small change in magnitudes, which can be seen from table 7.3.

However, including nonlinearity up to fourth-order significantly contribute, which

results in changing the magnitude as well as the nature of force curves in which

the absorption force shows significant enhancement. Because the absorption force

is directly proportional to the imaginary part of the polarizability and nonlinear-

ity contributes significantly to the imaginary part more at low average power

compared with high average power, which is shown in figure 7.13.

Further inclusion of the sixth order nonlinearity increases the absorption force.

It dominates over gradient force, which results in destabilizing the trap for

small-sized particles at low average power, and the degree of destabilizing effect

increases with an increase in the particle size. Eventually, there is no stable trap

for a higher sized particle for a fixed average power. Table 7.3 confirms this
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Fig. 7.8.: Plots of trapping force along axial direction for silver nanoparticles. First row
corresponds to CW excitation, subsequent rows corresponds to higher order
nonlinearity included under pulsed excitation (second row: second order, third
row: up to fourth order, and forth row: up to sixth order nonlinearity).

behavior through the escape potential values that decrease with the inclusion of

higher-order terms which signify the destabilization of the trap for fixed particle

size. The increase in the particle size initially increases the escape potential, but

eventually, potential becomes unbound, and no stable trapping can be achieved

for a fixed average power. It can be observed that the absolute potential increases

monotonically with increasing particle size, however, escape potential passes

through maxima which correspond to an optimal particle size that can be stably
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Fig. 7.9.: Plots of trapping potential along radial direction for silver nanoparticles. First
row corresponds to CW excitation, subsequent rows corresponds to higher
order nonlinearity included under pulsed excitation (second row: second order,
third row: up to fourth order, and forth row: up to sixth order nonlinearity).

trapped for a fixed average power. There is a slight deviation in the nature of

curve while including second-order nonlinear refractive index, whereas there

is a significant change while including fourth and sixth order nonlinearity. For

CW excitation and including second-order nonlinearity, can trap particle having

radius till 27 nm while fourth and sixth order can trap up to 26 nm and 25 nm at

100 mW average power, respectively as shown in figure 7.10.

Figures 7.11 and 7.12 show the trapping force/potential curves for different
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Fig. 7.10.: Plots of a) Uabs and b) Uesc against particle size under pulsed excitation.

Fig. 7.11.: Plots of trapping force along axial direction for 10 nm silver nanoparticles
at different average power under pulsed excitation including higher order
nonlinearity (first row: second order, second row: up to fourth order, and
third row: up to sixth order).

average power under pulsed excitation including second, fourth, and sixth-order

nonlinearity for 10 nm particle size. Including second-order nonlinearity changes

the magnitude of force/potential, but the nature of force curves remains the same
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Fig. 7.12.: Plots of trapping potential along axial direction for 10 nm silver nanoparticle
at different average power under pulsed excitation including higher order
nonlinearity (first row: second order, second row: up to fourth order, and
third row: up to sixth order).

with an increase in average power. Interestingly, the inclusion of fourth-order non-

linearity along with second-order gives a significant enhancement in absorption

force at similar average power, which results in destabilizing the trap. Further

increase in power splits the absorption force. Consequently, the total force curve

also splits. Including up to sixth order nonlinearity, split the absorption force

curve at low average power compared with that up to fourth-order and a further

increase in average power recreates a steeper potential well, which can stably

trap the nanoparticles. In other words, increasing power first stabilizes the trap,

reaches to a maxima and then destabilizes the trap but further increase in average

power again stabilizes the trap which is highlighted by purple color circle. From

this behavior, we can predict that the subsequent increase in power would follow

the same trend of stabilizing and destabilizing the trap. Consequently, there are

two average powers for having a stable trap. Thus, the overall behavior of the

nature of the total force curve is dictated by the absorption force after inclusion
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of higher-order (up to sixth order) nonlinearity.

At high average power, the absorption force curve is seen to split, which in turn

splits the total force curve. This splitting may be explained through the behavior

of the imaginary part of polarizability, which is a function of the strength of the

applied electric field and refractive indices of the nanoparticles and medium.

A part by part analysis of the polarizability function is done to get an insight

into what causes the splitting. Figure 7.13 shows the variation of the imaginary

Fig. 7.13.: Plots of imaginary part of numerator and one over denominator of α0 (a-c)
and total imaginary part (d-f) of α0 at 100 mW (a, d), 400 mW (b, e) and
1000 mW (c, f) average power.

part of polarizability as a function of the particle’s axial position at different

average power, where blue and red curves correspond to the numerator, and one

over a denominator of the imaginary part of α0, and black corresponds to the

total imaginary part of α0. Figures 7.13a-c show separate plots of the numerator

and one over a denominator of the imaginary part of polarizability, as shown in

equation 7.5. At low average power, both the curves have similar broadening,

but with an increase in power, the one over denominator broadens more and, at

the same time, increases in magnitude. The product of these two terms results in

the splitting of polarizability function as shown in figure 7.13d-e. Thus, at high

average power, the overall behavior of the nature of the total force curve is dic-

tated by the absorption force under pulsed excitation. A more rigorous analysis is

performed by varying power in a stepwise manner as shown in figure 7.14 where,

red/green/blue/black curves correspond to total/gradient/scattering/absorption

force/potential, respectively. From figure 7.14b, it can be observed that at low
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Fig. 7.14.: Plots of trapping force and potential along axial direction for 10 nm silver
nanoparticle at different average power under pulsed excitation (including
up to 6th order nonlinearity).

average power, only one potential well (PW1) exists which stabilizes with increase

in average power, but ∼ 400 mW average power another well (PW2) gets created.

Further increase in average power stabilizes the PW2, whereas destabilizes the

PW1, and at high average power, PW1 disappears while PW2 remains.

Clear evidence of this behavior shown in figure 7.15, which shows the plot of

escape potential against average power for different NA, where blue/green/black

curve corresponds to NA 1.2/1.3/1.4, respectively. It can be seen that initially, it

increases with an increase in average power, then reaches a maximum. Further

increase in power decreases the escape potential. In addition to this, it can also

be observed that when escape potential decreases, at the same time, another well

gets created, and the escape potential for this second well increase with average

power. Quite interestingly, there is a region where the first escape potential

destabilizes, and the second escape potential tries to stabilize at the same time,

which is highlighted by the red rectangle. The optimal power corresponding to

PW1 for different NA equal to 1.2, 1.3, and 1.4 are ∼ 160 mW, ∼ 150 mW, and

∼ 140 mW, respectively. With decreasing NA, the optimal power increases for
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Fig. 7.15.: Plots of Uesc against average power for different NA for 10 nm silver nanopar-
ticle under pulsed excitation (including nonlinearity up to 6th order). The
red box indicates a region where PW1 destabilizes but PW2 stabilizes.

PW1, and PW2 shifts to lower average power. No such effect is seen under CW

excitation at similar average power.

The metallic nanoparticles are susceptible to heating effects, and the temperature

rise of metallic particles is highly dependent on the particle size and wavelength

of the trapping beam [157, 158]. Such thermal effects are more prominent near

the resonance at ∼449 nm for silver (figure 7.10a) corresponding to absorption

maximum; so, we deliberately chose the wavelength 800 nm which is away from

the resonance to minimize the heating effects [123]. The significant temperature

rise of silver nanoparticles can destabilize the trap due to the increase in thermal

Brownian motion or even change the surface properties of the trapped particles.

However, the probability of changing surface properties is more prominent. If

the particle is stuck on the glass surface or if we use non-spherical particles, both

of which we avoided here. Also, an advantage of using (femtosecond) pulsed

excitation is that the short duration of the pulse ensures that heat accumulation is

less due to a continuous dissipation of heat to the surrounding medium during the

dead-time between successive pulses, thereby, reducing thermal-induced melting

and fragmentation [159].

The nonlinear trap splitting of the potential well was experimentally demon-

strated for gold nanoparticles, and it was observed that the splitting of the optical

trap occurs around 80 mW average power [157]. However, silver nanoparticles

are less thermal efficient than gold nanoparticles because absorption cross-section

is higher for gold than for silver nanoparticles [158] for which trap splitting is

achieved around 400 mW average power which is significantly higher than the
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power required for gold nanoparticles. Thus, it is apparent that trap splitting is

directly related to the absorption cross-section. Consequently, dielectric nanopar-

ticles are not likely to exhibit similar trap splitting.

Later, we have extended our work for hybrid and hollow-core nanoparticles, and

it is observed that the optical trap is always stable along the radial direction as

gradient force is the only contributing force. While along the axial direction, the

potential well is anharmonic due to contributions from scattering and absorption

forces. Hence, we have restricted all the discussion in this paper to axial forces

which determine the stability of the optical trap.

7.5 Comparison of hybrid and conventional
nanoparticles
7.5.1 CW excitation
To quantify the advantage of using hybrid core-shell particles over the conven-

tional i.e. purely metallic or dielectric nanoparticles, we did a comparison of the

force/potential experienced by both the types of particles. The comparison of

force/potential of conventional dielectric (polystyrene) with metallic-dielectric

(silver-polystyrene) nanoparticles and conventional silver with dielectric-metallic

(polystyrene-silver) nanoparticle shown in figures 7.16a-d and figures 7.16e-h,

respectively. Figure 7.16a shows the force/potential of pure polystyrene nanopar-

ticles having a radius of 10 nm compared with a silver core having a radius of 5

nm embedded within a polystyrene shell having a thickness of 5 nm (size compo-

sition corresponding to core-shell particles denoted as core-shell (5 nm-10 nm)

radius throughout the paper). The silver-polystyrene hybrid particle experiences

considerably enhanced forces than the conventional polystyrene particles, and cor-

responding Uabs and Uesc potentials are also higher for the hybrid particles (shown

in figure 7.16c). Thus, by integrating a silver core within a polystyrene particle,

the forces acting on it can be significantly enhanced due to the high polarizability

of the metallic component of the hybrid particle. Therefore, by accurately con-

trolling the core and shell radius, we can control the force acting on the trapped

particle according to our requirement. Figure 7.16b shows force/potential for 20

nm polystyrene compared with varying thickness of silver-polystyrene particle: 10

nm-20 nm and 15 nm- 20 nm. The force acting on the particle increases with an

increasing radius of the silver core, which can be seen from figure 7.16a-b. This

can also avoid the problem of heat damage caused while using high laser powers
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for high force experiments. The choice of outer surface also matters, especially

for bio-conjugated samples where we require materials that are bio-compatible

while not compromising with the trapping efficiency. Silver nanoparticles have

high biological applications due to its anti-microbial and anti-cancer properties.

Comparison for 10 nm– 20 nm and 15 nm- 20 nm polystyrene-silver core-shell

particles with 10 nm and 20 nm conventional nanoparticles respectively shows

that there is only a slight enhancement in the force/potential as the force on

conventional silver nanoparticles sphere is already high enough.

On the other hand, 15 nm- 20 nm particles feel highly enhanced forces than 20 nm

silver nanoparticle, although, the potential becomes unbound due to enhanced

scattering and absorption forces. Thus, we must be careful while choosing the

outer material, the thickness of the outer shell, and the inner core according to

the specific requirements of our experiment.

Similarly, along the radial direction, the force/potential experienced is both en-

hanced as well as diminished depending upon the choice of size/composition

of the hybrid particle. As already mentioned, the axial stability of the trap is

what ultimately dictates the efficiency of the trap, and the use of hybrid particles

increases the axial forces, which improve the trapping efficiency. While along

the radial direction, the force may be increased/decreased depending upon the

choice of size/composition of hybrid particles. The trap is always stable along the

radial direction; the reduction in magnitude force is a minor drawback and, the

change in the magnitude of force may be used for fine-tuning the overall force

experienced.

7.5.2 Pulsed excitation
Under pulsed excitation, the comparison of force/potential of conventional dielec-

tric (polystyrene) with metallic-dielectric (silver-polystyrene) and conventional

silver with dielectric-metallic (polystyrene-silver) nanoparticles are shown in

figures 7.17a-d and figures 7.17e-h, respectively. Figures 7.17a-b correspond to

the axial force/potential under pulsed excitation and for different size ratios of

silver-polystyrene nanoparticles. The forces are enhanced similar to CW excita-

tion; however, under pulsed excitation, the enhancement is more pronounced

and can be seen from the figures 7.17c-d. But we have to be very careful since

both materials have high nonlinearity, the contribution of both can give a better

or worse result depending upon their relative composition and size. Figures

7.17e-h indicates that polystyrene-silver with 5 nm-10 nm and 10 nm-20 nm

size composition shows a significant enhancement in force; however, 15 nm-20
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Fig. 7.16.: Plots of trapping force/potential along axial direction for conventional
(polystyrene and silver) and hybrid (silver-polystyrene and polystyrene-
silver) nanoparticles at 100 mW average power under CW excitation for
fixed NA=1.4.

nm shows splitting nature due to the splitting of absorption force. This is be-

cause, after a certain size of core particles, plasmonic effects from silver particles

dominates. So, the material composition has to be chosen in such a manner

that absorption should be minimized. Thus, under pulsed excitation, the choice

of shell thickness is crucial and must be decided with caution. Under pulsed

excitation, the comparison of radial force/potential, the trend is similar to the

case of CW excitation; the only difference is in the magnitude of force/potential

which is more in the case of pulsed excitation.

In previous theoretical work on dielectric and metallic particles, we have identi-

fied that escape potential is a more relevant parameter to quantify the stability of

the trap under pulsed excitation. Figure 7.18 shows the plot of escape potential

against particle size at 100 mW average power under CW excitation for fixed

NA equal to 1.4. Silver particles having a radius of more than 27 nm cannot

be trapped due to the dominance of scattering and absorption forces. However,

polystyrene particles can be trapped up to 40 nm and beyond this limit, which

we cannot make any comment on trapping of particle since dipole approximation

is not valid anymore.

7.6 Hybrid nanoparticles
To generalize these phenomena for hybrid nanoparticles as well, we have rigor-

ously studied the variation in core and shell particle size with different NA.
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Fig. 7.17.: Plots of trapping force/potential along axial direction for conventional
(polystyrene and silver) and hybrid (silver-polystyrene and polystyrene-silver)
nanoparticles at 100 mW average power under pulsed excitation for fixed
NA=1.4.

Fig. 7.18.: Plots of escape potential against particle size at 100 mW average power under
pulsed excitation for fixed NA 1.4.

7.6.1 CW excitation
Figures 7.19 and 7.20 show the variation of escape potential for silver-polystyrene

nanoparticles at 100 mW average power under CW excitation for different NA

by fixing shell radius but varying core radius and vice-versa. We observe that if

we are fixing shell/core (metallic/polystyrene) radius and varying the core/shell

(dielectric/metallic) radius, the radius of the core of particle that can be trapped is

less than 27 nm. This is because above a threshold, the absorption and scattering

forces dominate over the gradient force, which results in destabilizing the trap.

Adding a dielectric coating over the core does not appear to give any advantage

in terms of improvement in the range of particle size that can be trapped. But it

has an advantage in terms of trap stability which can be seen by comparing figure

170 Chapter 7 Force and potential on silver, hybrid, and hollow-core silver nanoparticles

using dipole approximation



7.18 with figures 7.19 & 7.20. For example, escape potential for conventional 20

nm polystyrene nanoparticles is < 2kBT , but we can get escape potential > 2kBT
for hybrid nanoparticles under similar conditions according to figure 7.19a, which

is a clear advantage of using hybrid nanoparticles over conventional nanoparticles

for stable trapping. Hence, depending on the requirement, choosing an accurate

combination of core and shell size can help us to give stable trapping.

Further, we have shown similar analysis for polystyrene-silver nanoparticles

Fig. 7.19.: Plots of escape potential against core radius by fixing shell radius a) 20 nm, b)
30 nm, and c) 40 nm for silver-polystyrene nanoparticles under CW excitation
at 100 mW average power.

Fig. 7.20.: Plots of escape potential against shell radius by fixing core radius a) 5 nm, b)
10 nm, and c) 15 nm for silver-polystyrene nanoparticles under CW excitation
at 100 mW average power.

by varying core radius for a fixed shell radius at 100 mW average power under

CW excitation for different NA. From figure 7.21, it can be observed that for

getting a stable trap, if we fix the shell radius to be 20 nm then the polystyrene

core can be varied till 14 nm, 13 nm, 12 nm, 11 nm for NA=1.1, 1.2, 1.3, 1.4,

respectively. For 20 nm shell, the value of Uesc decreases with an increase in the

radius of the polystyrene core. This is because, with the increase in the core
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size, the effect of absorption and scattering forces becomes prominent, where the

absorption force gets enhanced faster than the scattering force, and the resulting

destabilization can be seen from figures 7.21d-e. Quite interestingly, we have

observed that for 19 nm-20 nm (polystyrene-silver) particle size, gradient force

shows repulsive nature. Hence, the overall force acting on the particle is also

repulsive in nature. With decreasing shell thickness, the polarizability due to the

shell layer also decreases, and after a certain limit, i.e., n2
s − n2

w < 0, the sign of

real part of polarizability changes. Hence gradient force shows a repulsive nature,

as shown in figure 7.21f. Further, figures 7.21b-c show the variation of escape

potential with varying core radius when we fixed the shell radius to be 30 nm and

40 nm. No stable trapping is observed, which is similar to the case of conventional

particles because of increased scattering and absorption forces for bigger sized

particle. For example, when the core radius is 5 nm, and shell radius is either 30

nm or 40 nm, we can observe three distinct causes for the destabilization of the

trap as we increase the size of core: initially, the scattering force dominates over

both gradient and absorption force. With the further increase, absorption exceeds

scattering force and at 28 nm-30 nm particle size, in addition to this, the gradient

force shows reversal nature of force due to negative polarizability as discussed

above and shown in figures 7.21g-i.

Later, we fixed the polystyrene core-radius and varied the metallic shell radius

and observed that for core radius of 5 nm, we could trap the particle with shell

radius till 22 nm, 23 nm, 25 nm, 27 nm, corresponding to NA=1.1, 1.2, 1.3, 1.4

as shown in figure 7.22. In this case, initially, for a small-sized hybrid particle,

gradient force dominated over both scattering and absorption force (figure 7.22d),

resulting in stable trapping but further increase in particle size or shell radius

results in destabilizing of the trap (figures 7.22e-f). When the core radius is fixed

to be 10 nm, and shell thickness is less than 4 nm, the absorption force dominates

over scattering and gradient forces, and gradient force shows reverse behavior

because polarizability of the shell layer is less than the surrounding medium.

Consequently, the total force acting on the particle results in destabilizing the trap

(figure 7.22g). A further increase in shell thickness results in a more stabilized

trap due to a fine balance between all the three forces (figure 7.22h). However,

if the shell thickness is more than 20 nm, the trap gets destabilized due to the

dominance of scattering force over both gradient and absorption force (figure

7.22i). Thus, there is only a size range in which particles can be stably trapped. If

the particle size is less than this region, then the absorption force is responsible
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Fig. 7.21.: Plots of escape potential against core radius by fixing shell radius a) 20 nm, b)
30 nm, and c) 40 nm for polystyrene-silver nanoparticles under CW excitation
at 100 mW average power. The plots of trapping force/potential along axial
direction for d) 13 nm-20 nm, e) 15 nm-20 nm, f) 19 nm-20 nm, g) 5 nm-30
nm, h) 22 nm-30 nm, and i) 28 nm-30 nm polystyrene-silver nanoparticles
under CW excitation at 100 mW average power for fixed NA 1.4.

for destabilizing. Beyond this size range, scattering force is responsible for

destabilizing the trap. However, when we increase the core radius to 15 nm, no

stable trapping is achieved for any particle size due to the combined effect of

both scattering and absorption forces.

7.6.2 Pulsed excitation
Figure 7.23 shows the variation of escape potential by fixing shell radius and

varying core radius for silver-polystyrene nanoparticles under pulsed excitation.

Figures 7.23a-c show the variation of core radius at three different fixed shell

radius 20 nm, 30 nm, and 40 nm at 100 mW average power. Under pulsed

excitation, nonlinearity contributes significantly, leading to significant enhance-

ment in scattering and absorption forces than the case of CW excitation. The
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Fig. 7.22.: Plots of escape potential against shell radius by fixing core radius a) 5 nm, b)
10 nm, and c) 15 nm for polystyrene-silver nanoparticles under CW excitation
at 100 mW average power. The plots of trapping force/potential along axial
direction for d) 5 nm-20 nm, e) 5 nm-30 nm, f) 5 nm-40 nm, g) 10 nm-12
nm, h) 10 nm-20 nm, and i) 10 nm-30 nm polystyrene-silver nanoparticles
under CW excitation at 100 mW average power for fixed NA 1.4.

destabilization is worse for bigger sized particles. For instance, 20 nm-40 nm

(silver-polystyrene) particle can be trapped under CW excitation, but not under

pulsed excitation for fixed NA=1.4. On the other hand, for small-sized particles,

pulsed excitation can trap more stably than CW excitation. For example, 5 nm

– 30 nm (silver -polystyrene) particle has Uesc ∼ 4kBT under CW excitation,

but under pulsed excitation, Uesc ∼ 7kBT which is a clear evidence that pulsed

excitation is advantageous over CW excitation for smaller sized particles but the

disadvantage for bigger size particles under certain conditions. Later, we also

studied the variation of average power by fixing the shell radius as 20 nm and

varying the core radius because OKE is strongly dependent on the average power.

For smaller core (silver) particles, we have observed that at high average powers

(300 mW or 500 mW), there is an appearance of a second potential well in
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addition to the one already present. Such behavior was not observed in the case

of dielectric particles, and we have traced the origin of this phenomenon which

is due to the splitting observed in the absorption force and the imaginary part

of the polarizability. This splitting behavior may be attributed to the plasmonic

and heating effects that are absent in the case of dielectric particles which results

in an initial decrease in Uesc with increasing core radius followed by subsequent

increase shown in figure 7.23d-f.

Figure 7.24 shows the variation of escape potential by fixing the core radius and

Fig. 7.23.: Plots of escape potential against core radius by fixing shell radius a) 20 nm,
b) 30 nm, and c) 40 nm at 100 mW average power, and d) 100 mW, e)
300 mW, and f) 500 mW for fixed shell radius 20 nm for silver-polystyrene
nanoparticles under pulsed excitation.

varying shell radius for silver-polystyrene nanoparticles under pulsed excitation.

Figures 7.24a-c show the escape potential against variation of shell radius at

three different fixed core radius 5 nm, 10 nm, and 15 nm at 100 mW average

power. Under pulsed excitation, the escape potential first increases with increas-

ing overall particle size along the axial direction, followed by a maximum and

then decreases. Whereas, under CW excitation, the escape potential continuously

increases with increasing overall particle size when the core radius is 5 nm. Com-

paring the plots in figure 7.24, we can see that the maxima in the curve become

less defined on increasing the size of silver core from 5 nm to 15 nm. This is

because of the nonlinear contribution is dependent on the size proportionality of
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core-shell. With increasing contribution from metallic, the magnitude of escape

potential diminishes rapidly. As seen in figure 7.20, in the linear case, there is

a no well-defined maximum for silver-polystyrene nanoparticle, which means

that within the domain of CW excitation, the corresponding size for optimal

trapping is much higher, for a fixed average power. The inclusion of non-linearity

brings a shift in the peak for the case of polystyrene, which indicates that even

smaller particles can be trapped with better trapping efficiency. So, it can be

concluded that for a fixed power, nonlinear contributions must be included to

predict the optimal size for stable trapping correctly. This is particularly important

for particles having high nonlinear refractive indices like polystyrene and silver.

The appearance of maxima can be explained by considering the fact that for a

small size, the contribution of scattering and absorption force is comparatively

less. However, it does start contributing as particle size increases, first stabilizing

the trap and then destabilizing as size increases further. A peak in the curve

marks this change from stabilizing to destabilizing behavior. This discussion only

holds when the core radius is smaller in size, so that polystyrene effects dominate

over silver because the outer layer is polystyrene. However, with increasing core

radius, the effect of silver also contributes significantly. After a threshold particle

size limit, it dominates over polystyrene, and the trap becomes unbound. Another

feature observed is that including non-linearity leads to a strong dependency on

the average power for achieving stable trapping. Under pulsed excitation, there is

a shift of maxima towards smaller particle size, indicating that by increasing the

power, it is possible to trap even smaller particles. However, under CW excitation,

unlike pulsed excitation, there is no shift in peaks (w. r. t to particle size) with a

change in power because power is linearly dependent.

Figure 7.25 shows the variation of escape potential by fixing shell radius and

Fig. 7.24.: Plots of escape potential against shell radius by fixing core radius a) 5 nm,
b) 10 nm, and c) 15 nm at 100 mW average power for silver-polystyrene
nanoparticles under pulsed excitation.
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varying core radius for polystyrene-silver nanoparticles under pulsed excitation.

Figures 7.25a-c show the variation of core radius at three different fixed shell

radius 20 nm, 30 nm, and 40 nm. It is evident that if shell material is silver, then

overall particle size more than 27 nm cannot be trapped, as discussed above.

Figures 7.25d-f show the trapping force along the axial direction and for 10 nm-20

nm particle size, where the absorption force dominates over the gradient and

scattering force. The resultant force shows confinement along the axial direction

— further increasing core radius results in splitting the absorption force curve and

which regains confinement again. In other words, we can say that with increasing

core radius, the optical trap first stabilizes and then becomes unbound, and after

a certain particle size, it again stabilizes. An interesting point here is that force

acting on the particle for 19 nm-20 nm is repulsive under CW excitation while it

is attractive under pulsed excitation under similar conditions. This means that 19

nm-20 nm particle cannot be trapped under CW excitation, but it can be trapped

under pulsed excitation due to the significant contribution of nonlinear effects.

Since the OKE is strongly dependent on the average power. We further explore

the effect of average power on trapping efficiency, as shown in figure 7.25g-i,

and observe that for smaller size particles, increasing power destabilizes the trap.

However, the bigger sized particles, which cannot be trapped at low average

power, can be trapped at high average power. For example, 18 nm-20 nm particle

cannot be trapped at 100 mW average power but can be trapped at 500 mW

average power, in contrast, 10 nm-20 nm particles can be trapped at 100 mW

average power but cannot be trapped at 500 mW average power. So, depending

on the particle size, we should judiciously choose the average power to get stable

trapping under certain conditions.

Figure 7.26 shows the variation of escape potential by fixing the core radius and

varying shell radius for polystyrene-silver nanoparticles under pulsed excitation.

Figures 7.26a-c show the variation of shell radius at three different fixed core

radius 5 nm, 10 nm, and 15 nm at 100 mW average power. If the core (metallic)

radius is more than 15 nm, no stable trapping is observed, as discussed in figure

7.22 under CW excitation. The trend of the curve similar to CW excitation but

increasing average power narrow down the region of stable trapping in terms of

particle size, as shown in figure 7.26d-f. This is because with increasing power, the

contribution of nonlinear refractive index increases more than the linear refractive

index, which elevates the absorption and scattering force. So, for small-sized

particles, the absorption force significantly increases, which is responsible for
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Fig. 7.25.: Plots of escape potential against core radius by fixing shell radius a) 20 nm,
b) 30 nm, and c) 40 nm for polystyrene-silver nanoparticles under pulsed
excitation at 100 mW average power. The plots of trapping force/potential
along axial direction for d) 10 nm-20 nm, e) 13 nm-20 nm, and f) 19 nm-20
nm for polystyrene-silver nanoparticles under pulsed excitation at 100 mW
average power for fixed NA 1.4. The plots of escape potential against core
radius by fixing shell radius 20 nm g) 100 mW, h) 300 mW, and i) 500 mW
average power for polystyrene-silver nanoparticles under pulsed excitation.

destabilizing the optical trap, and for bigger sized particles, the rapidly increasing

scattering force is responsible for destabilizing the trap. While in between both

cases, there is a region where scattering, gradient, and absorption forces balance

each other in such a way that stable trapping can be obtained.

7.7 Hollow-core nanoparticles
Figure 7.27 shows the trapping force/potential along axial direction for conven-

tional (silver) and hollow-core silver nanoparticles at 100 mW average power for
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Fig. 7.26.: Plots of escape potential against shell radius by fixing core radius a) 5 nm, b)
10 nm, and c) 15 nm at 100 mW average power, and d) 100 mW, e) 300 mW,
and f) 500 mW for fixed core radius 5 nm for silver-polystyrene nanoparticles
under pulsed excitation.

Fig. 7.27.: Plots of of trapping force/potential along axial direction for conventional
(silver) and hollow-core silver nanoparticles at 100 mW average power for
fixed NA=1.4.
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fixed NA 1.4 under both CW and pulsed excitation. On comparison of force/poten-

tial for 10 nm silver nanoparticle with 7 nm -10 nm (air-silver) hollow nanoparti-

cles, we have observed that hollow-core nanoparticles show significant enhance-

ment in force than conventional nanoparticles. This enhancement is further

intensified under pulsed excitation.

7.8 Conclusion
We have shown the trapping behavior of silver nanoparticles and studied the

effect of OKE under high repetition-rate femtosecond pulsed excitation. Most

significantly, we have observed the initial disappearance of trapping potential

well along the axial direction with an increase in laser power but subsequent

reappearance at higher laser power. This work shows how one can harness OKE

to fine-tune the stability of an optical trap and thereby have controlled optical

manipulation. On comparing CW and pulsed excitation, certain particle sizes

that could be stably trapped under CW excitation were found to be untrappable

under pulsed excitation due to disproportionate enhancement in destabilizing

forces. Also, after studying the diverse trapping behavior of conventional, hybrid,

and hollow-core nanoparticles, it can be concluded that hybrid and hollow-core

nanoparticles are advantageous over conventional nanoparticles. Mainly, it has

a significant advantage while doing bio-conjugated experiments which require

a high magnitude of the force. The hybrid and hollow particles offer a wide

range of new possibilities and flexibility due to their tunable properties. These

novel materials need further attention and rigorous characterization to optimize

their performance. In terms of application, while core-shell particles offer limited

storage capacity but more stability and vice-versa for hollow-core nanoparticles.

Hence, according to the requirement, one should be careful while choosing the

proportionality of core and shell radius depending on the average power, NA, the

nonlinear refractive index of the material, etc.
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PART B: EXPERIMENT





8Experimental techniques

8.1 LASER system used
Experimental work shown in this thesis is done using a diode-pumped, Mode-

locked Ti: Sapphire Laser (Vitesse 2W; Coherent Inc. USA.). This is a solid-state

femtosecond oscillator having a repetition rate of 80 MHz, central wavelength 800

nm, average power ∼ 150 mW, bandwidth >10 nm, and polarization > 200 : 1;

horizontal polarization. This can be operated in both CW and pulsed excitation

mode.

8.2 Characterization of LASER pulses
Before using any LASER system for experimental quantification, we require precise

characterization of the energy of each pulse or average power, beam size, beam

shape, the spectrum of the laser pulse, wavelength, pulse width, repetition rate,

etc. This is because depending upon the environmental conditions; properties

change slowly.

8.2.1 Measurement of average power
To measure the average power, we have used power meter (PM30; Coherent Inc.

USA.), which integrates for a long time for a range of wavelength ranging from

250 nm to 1100 nm, which has a thermopile sensor. The minimum resolution for

measuring power is 2 mW, and the maximum it can measure is 30 W.

8.2.2 Measurement of beam shape and size
To determine the shape and size of the laser beam, we have used a beam profiling

camera (LBP2-HR-VIS2, Newport Inc, USA). The measured diameter of the laser

beam is ∼ 5.2 mm. From figure 8.1, it can be seen that the beam shape is distorted

before the pinhole as compared to after pinhole. Therefore, we used a mode

cleanup setup where we have used a 50 µm pinhole diameter and 150 mm lens

to focus onto the pinhole, and another lens of the same focal length is used to

collimate the beam (other possible combination shown in table 8.1), which is

also known as spatial filter. After beam cleanup, we remove the diffraction ring

using an aperture and couple the beam into the optical tweezer setup.
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Fig. 8.1.: Beam profile of the laser system a) before, and b) after the mode cleanup
setup.

D (µm) Pinput(mW ) f (mm) Poutput(mW ) Diffraction Ring

100

∼125 50 ∼123 No

∼ 115 75 ∼ 113 No

∼105 100 ∼104 No

50

∼ 115 50 ∼ 114 No

∼ 114 75 ∼ 112 Yes (distorted spot)

∼ 105 100 ∼ 102 Yes (distorted spot)

∼115 150 ∼99 Perfect ring

Tab. 8.1.: Calibration table for mode cleanup setup.

8.2.3 Measurement of central wavelength
The beam spectrum is measured by a spectrometer (HR4000CG-UV-NIR, Ocean

Optics Inc., UK), and the spectrum is shown in figure 8.2, where black dots

represent the experimental data and the red curve is Gaussian fit. Here, a slight

asymmetry in the laser spectrum can be seen. FWHM corresponding to the

spectrum is ∼29 nm, and the central wavelength is ∼800 nm (800.53 nm).

8.2.4 Measurement of pulse width
The transform-limited pulse width can be calculated using ∆ν∆t = 0.414 ⇔
− c
λ2 ∆λ∆t = 0.414 ; where ∆λ is FWHM corresponding to the laser spectrum as

shown in figure 8.2 which is ∼29 nm. The calculated transform-limited pulse

width using the laser spectrum is ∼32 fs.

There are several methods to calculate pulse width but all are limited by resolu-

tion.
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Fig. 8.2.: Laser spectrum.

8.2.4.1. Electronic method

The photodiode can be used to detect the temporal profile of laser pulses. Within

photodiode, there are different types of detectors: PIN (intrinsic semiconductor

sandwiched between p-doped and n-doped semiconductors) and high-speed MSM

(intrinsic semiconductor sandwiched between metal; metal-semiconductor-metal)

photodetectors, etc. These detectors require a finite time to clean up the depletion

layer. Therefore, PIN and MSM can measure the pulse width >100 ps and > 10

ps, respectively. This method is still in use for measuring the pulse width of the

CW mode-locked argon LASER and Nd-YAG oscillator[160].

The streak camera can be used to characterize shorter pulses. In a streak cam-

era, the light beam is passed through a slit, and an image is formed onto the

photocathode of a streak tube. The optical pulses vary slightly in time and space.

They have different intensity when they arrive at photocathode of streak tube and

convert into electrons (same as PMT) depending upon their intensities. Afterward,

they pass through a pair of accelerating electrodes where optical pulses bombard

against a phosphor screen, and a high voltage is applied to sweep electrodes at

a time-synchronized to the incident light. This initializes a high-speed sweep

in which electron sweep from top to bottom. The optical pulses shift slightly in

time and deflect at a different angle along the vertical direction and enter to a

microchannel plate (MCP). Finally, the image can be read easily by a standard

CCD camera. However, this method is limited by the electronic resolution. Thus,

the pulse width, which can be measured, is >100 fs.
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8.2.4.2. Optical method

To measure the pulse width <100 fs, we have to use optical methods, which can

be categorized into two parts [160]: non-collinear and collinear autocorrelation.

In the autocorrelation technique, we have measured pulse width in the time

domain using photodetectors (photodiode and PMT), but photodetector’s rise

and fall times are approximately 1 ns which is a very slow response compared to

our measurement time. The important point here is that photodetectors should

have a band gap greater than the photon energy. So, the output voltage ( Voutput )

we have measured is the time integral of pulse intensity i.e. pulse energy which

can be expressed as:

Voutput ∝
∫ ∞
−∞
|E (t) |2dt (8.1)

here, E(t) is the electromagnetic field.

Non-collinear autocorrelation
Intensity autocorrelation

In this autocorrelation technique, laser pulses focus non-collinearly onto the

BBO crystal through a plano-convex lens. A schematic diagram for noncollinear

auto-correlation setup is shown in figure 8.3. In this, we have used a 50:50 beam

splitter and the delay stage having a precision of 0.1 µm. A 100 mm plano-convex

lens is used to focus the laser beam onto 200 µm thick BBO crystal. The resulting

SHG signal is detected using photodiode and PMT. The crucial point in this

technique is that SHG phase-matching conditions should satisfy which suppress

the background signal. However, a constant background signal is observed, which

can be further minimized by using an iris just before the detector. So, the output

signal observed is background free.

Mathematical formulation

Laser pulse electric field can be written as:

E (t) = E0e
j(ω0t−φ(t)) (8.2)
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Fig. 8.3.: Schematic diagram for non-collinear autocorrelation set-up.

Here, E0 represents the amplitude and φ (t) represents the phase shift. In the non-

collinear autocorrealtion technique, a SHG signal appears, so the corresponding

electric field can be written as:

ESHG (t) = E (t)E (t− τ) (8.3)

here, τ is the delay between the two pulses. The autocorelation intensity measured

by the detector can be expresssed as:

IAC (τ) = VSHG (τ) ∝
∫ ∞
−∞
|ESHG (t) |2dt =

∫ ∞
−∞
|E (t)E (t− τ) |2dt (8.4)

IAC (τ) ∝
∫ ∞
−∞

I (t) I (t− τ) dt (8.5)

At τ = 0, pulses are perfectly overlapping, and the intensity is maximum. To

measure the pulse width, we have fitted the output signal with Gaussian. The

laser pulse intensity mathematically can be written as:

I (t) = I0e
−2
(
√
ln2t

τFWHM
p

)
(8.6)

here, t is the real time and τFWHM
p is the actual pulse width. The measured

autocorrelation signal can be written as:

IAC (τ) = I0e
−2
(
√
ln2τ

τFWHM
A

)
(8.7)
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here, τ is delay time and τFWHM
A is the measured pulse width. The actual pulse

width and measured pulse width differ by a factor of
√

2, which can be expressed

as: τFWHM
A =

√
2τFWHM
p according to Wiener-Khinchin theorem. This factor is

different for different beam profiles.

Experimental pulse width measurement

The figure 8.4 shows the experimental data for non-collinear autocorrelation

(black curve) and fitted with a Gaussian fit (red curve) for both horizontal and

vertical polarization of the laser beam. The minimum delay between the two data

points is 1 µm, which is equivalent to 6.67 fs in the time domain. When the laser

beam is vertically polarized (figure 8.4b), the overlap of the laser beam at the focal

plane onto BBO is better (side by side) than the horizontal polarization (figure

8.4a) which results in the higher intensity of SHG signal in vertical polarization

than horizontal polarization. The measured pulse widths are ∼ 146± 0.5 fs and

∼ 154± 0.7 fs corresponding to horizontal and vertical polarization respectively.

This deviation in the pulse width is due to the overlapping of pulses at the focal

plane. Depending upon certain conditions, non-collinear autocorrelation has few

Fig. 8.4.: Plots of non-collinear autocorrelation trace when laser is a) horizontally polar-
ized, and b)vertically polarized.

pros and cons:

• To measure the actual pulse width, we have to pre-assume the type of the

pulse (Gaussian, Lorentz, sech etc.) so that we can calculate the pulse width

from the autocorrelation trace.

• The autocorrelation trace is symmetric about the axis, so IAC (−τ) = IAC (τ).
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• If the pulse width of the laser pulses is < 50 fs, then very thin crystal should

be used, so that phase matching bandwidth is enough to accommodate the

information about pulses.

• This technique does not provide any information about pulse phase and

chirping. It gives only the pulse width (envelope) information.

• Intensity autocorrelation can not give complete information about the pulse

intensity profile such as chirping, coherence time etc.

Collinear autocorrelation
In this autocorrelation technique, laser pulses are recombining at the same

straight-line path and focused onto pin-hole/ BBO/ sample depending on the

type of autocorrelation, as shown in figure 8.5. We have used two 50:50 beam

splitter. Among them, one is used to split the beam into two parts, and another

is used to recombine them. A 100 mm plano-convex lens is used to focus the

laser beam onto 200 µm thick BBO, and then the SHG signal is detected using

photodiode/PMT. Collinear auto-correlation is further characterized into three

different categories:

1. First-order autocorrelation

2. Second-order autocorrelation

3. Third order autocorrelation

In this thesis, we will rigorously explain the first-order and second-order autocor-

relation, which we have performed experimentally. Third-order autocorrelation

can be done using third-harmonic generation or through the Kerr experiment,

which we did not do experimentally.

First order autocorrelation

Field autocorrelation

In the field autocorrelation technique, a pin-hole is used instead of BBO. Field

autocorrelation is the first-order autocorrelation, also known as linear autocor-

relation. The principle behind this technique is based upon the Mach-Zehnder

interferometer.

Mathematical formulation

The measured field autocorrelation intensity can be written as:

IFA ∝
∫ ∞
−∞
|E (t) + E (t− τ) |2dt (8.8)
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Fig. 8.5.: Schematic diagram for collinear autocorrelation set-up.

IFA ∝
∫ ∞
−∞

(
|E (t) |2 + |E (t− τ) |2 + E∗ (t)E (t− τ) + E (t)E∗ (t− τ)

)
dt (8.9)

IFA ∝ 2
∫ ∞
−∞

I (t) dt+2Re
∫ ∞
−∞

E (t)E (t− τ) dt = 2
∫ ∞
−∞

I (t) dt+2G1 (τ) (8.10)

In the above equation, the first term corresponds to the pulse energy and the the

second term corresponds to the first order autocorrelation function. The measured

pulse width and the actual pulse width are related as τFWHM
FA =

√
2τFWHM
p . This

method also does not reveal any information about the phase of the pulse.

Experimental pulse width measurement

The field autocorrelation trace is shown in figure 8.6. The pulse width is deter-

mined using the upper envelope, and lower envelope fitting is ∼ 39.39 fs and

∼ 39.37 fs, respectively. As field autocorrelation has no information about the

chirping, so this pulse width is equivalent to the coherence time of the laser pulse.

Coherence time: Coherence time is the time during which two simultaneously

propagating pulses are in phase. However, depicting the actual pulse width using

this method is difficult if the pulses are chirped.
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Fig. 8.6.: Plot of collinear first order, field autocorrelation trace.

Second-order autocorrelation

Unlike the field autocorrelation, second-order autocorrelation gives the informa-

tion about chirping and phase of the laser pulse. In general, the higher-order

correlation functions are generated by multi-photon processes. Second-order

autocorrelation can be done using two different methods, which are two-photon

absorption and SHG. In the two-photon absorption method, the detector should be

excited at a wavelength less than its band gap cut-off. The measured second-order

correlation function mathematically can be written as:

ISHG/TPF (τ) ∝
∫ ∞
−∞

[
(E (t) + E (t− τ))2

]2
dt (8.11)

BBO autocorrelation

We have done SHG autocorrelation using a BBO having a thickness of 200 µm.
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Mathematical formulation

The measured field autocorrelation intensity can be written as:

ISHG (τ) ∝
∫ ∞
−∞

[
2I2 (t)

]
dt

+
∫ ∞
−∞

[4I (t) I (t− τ)] dt

+
∫ ∞
−∞

[4E (t)E (t− τ) [I (t) + I (t− τ)] cos [ωτ + φ (t)− φ (t− τ)]] dt

+
∫ ∞
−∞

[2I (t) I (t− τ) cos [2 (ωτ + φ (t)− φ (t− τ))]] dt

(8.12)

For τ = 0, when both pulses are perfectly overlapping, known as coherent

superposition, the measured intensity becomes:

ISHG (τ = 0) ∝
∫ ∞
−∞

[
2I2 (t) + 4I2 (t) + 8I2 (t) + 2I2 (t)

]
dt

= 16
∫ ∞
−∞

[
I2 (t)

]
dt

(8.13)

Whereas, for τ =∞ , when both pulses are far apart, measured intensity becomes:

ISHG (τ =∞) ∝ 2
∫ ∞
−∞

[
I2 (t)

]
dt (8.14)

The above expression implies that the same ratio (2:16 or 1:8) of the intensity

should be observed in the autocorrelation trace i.e., when pulses are far apart, and

the delay between pulses is zero. In the above equation 8.12, the first term corre-

sponds to the background signal, the second term corresponds to the intensity

autocorrelation, the third term corresponds to the coherence time oscillation with

frequency ω, and the fourth term corresponds to the coherence time oscillation

with frequency 2ω. This method gives information about the phase and chirping

of the laser pulses.

Experimental pulse width measurement

The SHG autocorrelation trace is shown in figure 8.7. The obtained pulse width

is ∼ 274.58 ± 0.93 fs, fitted with a Gaussian distribution. Coherence time for

an upper and lower envelope for TPF is ∼ 56.76 fs and ∼ 60.18 fs, respectively,

using BBO. It can be observed that the background signal to the peak of the upper

fringe envelope signal ratio is approximately 1:8.
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Fig. 8.7.: Plot of collinear second order SHG autocorrelation trace.

TPF autocorrelation

TPF autocorrelation is similar to SHG autocorrelation because it is also a two-

photon process. To check whether TPF and SHG autocorrelation methods yield

the same results, we have performed the free-space measurement of the pulse

width using both SHG and TPF autocorrelation. TPF autocorrelation is done using

Rhodamine 6G, in which sample (rhodamine 6G dissolve in water) is placed at

the focal plane in 1 mm quartz cuvette placed instead of BBO. The obtained pulse

width is ∼ 298.97± 2.51 fs. This small deviation in the pulse width as compared

to BBO is due to chirping by the wall of the cuvette.

8.3 Experimental technique
We have built a table-top optical tweezer set up from scratch, which is designed

solely by us. It is a versatile setup which can be used in:

• wide-field detection mode using camera (with CMOS or EMCCD detector):

we can detect both

– bright-field images to record transmitted images under white-light

illumination.

– dark-field images to record both TPF and backscattered signals.

• point detection mode using photo-multiplier tubes (PMTs): we can simulta-

neously detect both TPF and backscattered signal
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A detailed discussion is given below.

We have used commercial laser in both continuous-wave (CW) and high repetition-

rate (80 MHz) femtosecond pulsed excitation mode for trapping.

8.3.1 Wide field microscopy using CMOS camera
The experimental set up for the home built table-top optical tweezer is shown

in figure 8.8. A linearly polarized laser beam from a Ti-Sapphire oscillator is

centered at ∼ 800 nm and 80 MHz repetition rate with a Gaussian beam profile.

A 50 µm diameter pin-hole is used to clean-up the spatial mode of the Gaussian

beam profile, and laser power is controlled by using a combination half-wave

plate and polarizer. The oscillator beam has a diameter of ∼4.8 - 5.2 mm. To

fill the back aperture of the objective, it is expanded to ∼ 10 mm using a beam

expander setup (a combination of the convex and concave lens). We use a dichroic

beam-splitter (FF670-SDi01-25× 36, Semrock Inc, New York) to route the beam

to an oil immersion objective (UPlanFLN100X UIS2, OLYMPUS Inc, Japan) with

NA=1.3 which focuses the beam onto the sample plane, and the sample holder is

kept at XYZ translational stage (PT3, Thorlab Inc).

The TPF signal is collected using a 680 nm short-pass filter (FF01-680/SP-25,

Semrock Inc, New York), and the backscattered signal is collected using a 770

nm long-pass filter (FF01-776/LP-25, Semrock Inc, New York). Bright field signal

is collected using 460± 10 nm bandpass filter for coated particles (to block TPF

signal from dye) and 680 nm short-pass filter for uncoated particles respectively.

The height of the focal plane from the glass substrate is ∼50 µm, and the

thickness of the glass substrate is ∼100 µm, and the interaction between the

particles and glass substrate is negligible.

All the data are collected at room temperature (295 K). The dark-field TPF and

backscattered signals are captured by a CMOS camera (DCC1645C, Thorlabs Inc,

USA).

8.3.1.1. Mapping trapping plane to CMOS camera

Figure 8.9 shows the schematic for imaging the focal plane onto the CMOS

camera plane. When the particle is trapped, the projection of the radial profile is

projecting onto the CMOS plane. If a particle moves axially, the signal intensity

fluctuates, but if the particle moves radially then average intensity remains

approximately the same, however, fluctuations increase with time along both

radial and axial directions, and the radial fluctuations can be seen through the
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Fig. 8.8.: A schematic diagram for experimental set-up of a home built optical tweezer
for wide field microscopy.

video microscopy whereas axial fluctuations can be analyzed by integrating over

the radial projection for a fixed time interval.

For the study of the dynamics of the particle, we should be more careful about

the focal plane of CMOS camera because if we are imaging any other plane

instead of the focal plane, then the signal might be distorted.

8.3.1.2. Demonstration of stable trapping using video microscopy

With our home-built optical tweezer set-up, we demonstrated stable optical

trapping of fluorophore-coated and uncoated particles. Figure 8.10 shows the

snapshots taken from the bright-field video as the particle is gradually dragged

towards the trap and from the dark-field video when it is trapped. Here, the

blue circle represents the position of the particle, and the arrow represents the

direction in which the particle is dragged towards the trap center.
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Fig. 8.9.: Schematic diagram for imaging the focal plane onto a CMOS camera plane.

Fig. 8.10.: Snapshots capturing events of optical trapping in different modes of detection
for 1 µm polystyrene bead (diameter), and size of the image is ∼ 170× 190
pixels.

8.3.2 Point detection using PMTs
Figure 8.11 shows the modified home-build optical tweezer for the simultaneous

detection of TPF and backscattered signals for polystyrene micron and nanometer-

sized particles. We have performed experiments without confocality as well as
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with confocality, and all the data are collected using PMTs. Simultaneous data

for both the channels (TPF and backscattered) are collected using a picoscope

(PicoScope 3405D, Pico Technologies, Vigven Tech Mark Pvt Ltd.) at 400 µs and

400 ns time intervals. In TPF channel we have used 680 nm short-pass filter since

our emission is near 575 nm, and for the backscattered signal we have used 770

nm long-pass filter.

While performing the experiment using point detection mode with confocality,

Fig. 8.11.: Schematic of home-built optical tweezer set-up using point detection mode.

first, we need to do calibration of the system.

8.3.2.1. PMTs Calibration

For the TPF detection channel, we are using visible range PMT and for backscat-

tered detection channel near IR. The near IR spectrum range PMT (PMM02,

Thorlabs Inc, USA) is more sensitive as compared to the visible spectrum range

PMT (PMM01). To calibrate the PMTs for visible, we have measured the Rho-

damine 6G TPF signal, and for near IR, we have measured the backscattered

signal from the glass slide at a different gain. The corresponding gain curve is

shown in figure 8.12. For collecting the data, we have kept gain 0.7 for both

near IR (PMM02, Thorlabs Inc, USA) and visible (PMM01, Thorlabs Inc, USA)

spectrum range PMT respectively.
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Fig. 8.12.: Plot of the photo-multiplier tubes (PMTs) gain curve for near IR and visible
range.

8.3.2.2. Calibration of confocal arrangement

The confocal arrangement is used to enhance the signal to noise ratio because

when the signal is detected from an optical path, a lot of backscattered signals

also contributes to it, which suppress the original signal. Here, in an optical

tweezer, this effect is prominent in backscattered than TPF detection because

the TPF signal is obtained only at the focal plane. Therefore, to reduce the out

of focus background backscattered signal, we are using a confocal arrangement.

A spatial pinhole of 200 µm aperture is used at the confocal plane of the lens

(Plano-convex lens of 10 cm focal length) onto a translational stage of minimum

step size 10 µm. First, the backscattered signal focus onto the pinhole and then an

another lens of the same focal length is used to collimate the beam. Subsequently,

it is focused onto the photo-multiplier tube. To optimize the accurate position for

pinhole, the backscattered signal from a glass cover-slip is obtained by placing

pinhole at different positions, as shown in figure 8.13. Eventually, the pinhole is

fixed at the position corresponding to the maximum signal.

Figures 8.14a, 8.14b, and 8.14c show the backscattered profile from glass cover-

slip without confocal arrangement, with the confocal arrangement, and trapped

particle profile with the confocal arrangement at PMT position taken by beam

profiling camera respectively. After confocal arrangement, all the backscattered

signal is minimized for the trapped particle at PMT position.
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Fig. 8.13.: Plot of the backscattered signal from glass cover-slip against the pin-hole
position.

Fig. 8.14.: Plots of the backscattered signal from a) glass cover-slip without confocality,
b) glass cover-slip with confocality, and c) trapped particle with confocality.

Power measurement at sample position

To determine the average power at the sample position, we have measured the

laser power just before the beam expander (figures 8.8 and 8.11), then kept long

focal length lens at the position of objective instead of objective and measured

the average power by putting adjustable iris. The iris is kept the same as the

back-aperture of the objective and then took 85 percent of the measured average

power because transmission from the objective is 85 percent. We have plotted the

average power before the beam expander against the average power measured at

the sample position and determined the slope, which is 0.47. All the average laser

power reported in this thesis for experimental analysis is calculated by measuring

the laser power before the beam expander, and 0.47 of that power is assumed at

the sample stage.
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Pulse Width measurement at the sample position of optical tweezer

Since it is very difficult to calculate the exact pulse width at the sample position

using second harmonic generation (SHG) autocorrelation, so we have used

the TPF signal from Rhodamine 6G to measure the pulse width [160] which

is ∼526±5.61 fs. The corresponding signal is shown in figure 8.15; where

black curve corresponds to the experimental data and the red curve to the fitted

Gaussian distribution.

We have estimated the pulse width using the following theoretical formulation

[160, 161]:

τout = τin

√√√√1 + 7.7
(
D2

τ 4
in

)
(8.15)

Here, τin is input pulse width measured on the table using BBO and TPF, and D

is the product of group velocity dispersion (GVD) and propagation length. We

have used GVD for SF-10 glass that is ∼ 159.2 fs2/mm at ∼ 800 nm [161] and

the propagation length is ∼ 45 mm (length of the objective). The calculated

pulse width for TPF autocorrelation in free space using this equation is ∼ 306.27±
2.33 fs. If the laser pulse is chirped with a significant amount, SHG and TPF

autocorrelation traces give the pulse width and coherence time of the chirped

pulse. The coherence time for the upper and lower envelope in case of TPF (at

the sample stage) is ∼ 56.76 fs and ∼ 60.18 fs; in the case of BBO and TPF (on

the table; before the objective), ∼ 63.21 fs & ∼ 64.91 fs and ∼ 60.55± 6.91 fs &

58.07± 3.03 fs respectively. The coherence time for TPF and BBO autocorrelation

is almost comparable, whereas pulse width shows a significant difference, which

might be due to the photo-bleaching occurring in TPF. Although theoretically

estimated and the measured pulse width is not matching in literature, it is well

known that when it passes through SF-10 objective (Olympus objective), the

pulse width can increase dramatically [162]; therefore, in theoretical simulations,

∼ 526 fs pulse width is used.

8.4 Sample preparation
The fluorescence emission spectrum is recorded using a steady-state fluorimeter

(RF-6000, Shimadzu) by exciting the sample at 535 nm, and the fluorescence

excitation spectrum is recorded by fixing the emission at 575 nm; the spectra

are shown in figure 8.16. For trapping, we have used both fluorophores coated

(F8819: 1 µm; F8800:100 nm, Thermo Fisher Scientific, USA) and uncoated
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Fig. 8.15.: Plot of TPF autocorrelation trace for pulse width measurement at the sample
position.

Fig. 8.16.: Plot of fluorescence excitation spectrum (shown in blue) recorded at 575
nm emission wavelength and fluorescence emission spectrum (shown in red)
recorded at 535 nm excitation wavelength.

(C37274, Thermo Fisher Scientific, USA) polystyrene beads of 1µm in diameter

suspended in water. To prevent the occurrence of the hydrodynamics reaction

as well as aggregation between the particles and the environment, the sample

is prepared in ultra-pure water by diluting it to 1:8000 ratio (v:v), followed by

sonicated for ∼3 hours, and then kept onto a glass cover-slip with a substrate

thickness of 100 µm.

8.4 Sample preparation 201



8.5 Data analysis
8.5.1 Autocorrelation
For autocorrelation data collection, we have written Lab-VIEW code to synchronize

translation stage and picoscope. The delay is converted into time as follows:

Minimum step size is 0.1 µm and considering twice the delay at each point

because of the retro-reflector, the minimum delay is: 2×10−7

3×108 ≈ 0.67fs.
After collecting data, FWHM calculations are determined using Origin and Matlab

(Mathwork).

8.5.2 Wide field microscopy
The dark-field TPF signal are taken at 15 frames per second (fps) and the backscat-

tered signal at 15 and 25 fps while the bright field images are collected at 100

fps in cropped mode.

From wide-field video microscopy, we have analyzed the trapping data by mea-

suring the TPF/backscattered intensity of a region-of-interest of every frame over

time by extracting each frame using the open-source ‘Physics Tracker’ software

[163]. Contour plots of images are plotted by extracting counts from each pixel

of the image after converting it into the gray-scale to the color-coded images, and

data processing/fitting are done in Matlab (Mathworks).

8.5.3 Point detection mode
Simultaneous detection of dark-field TPF and backscattered signals are collected

using a picoscope (PicoScope 3405D, Pico Technologies, Vigven Tech Mark Pvt

Ltd.) at 400 µs and 400 ns time intervals. Origin and Matlab (Mathworks)

software are used for data processing and fitting.
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9Optical Trapping of 1µm

dielectric particles

9.1 Introduction
In earlier chapters, theoretically, we have shown that at lower power levels, the

trap becomes progressively more stable upon increasing the power. However, as

nonlinearity sets in, the trapping potential along axial direction becomes more

asymmetric, and above a critical power level, it becomes completely unbound.

In spite of these stimulating experimental [68, 74, 77, 81, 82] and theoretical

endeavor (chapter 3 to 7), till date there has been no theoretical development

to include OKE for particles having diameter comparable with laser wavelength

(d ≈ λ) and no experimental demonstration to map the nonlinear force/potential,

both of which we present here in this chapter. Using a theory to include OKE

developed within the framework of EMT [141] combined with analysis from time

traces of TPF signal (for fluorophore coated particles) and of backscattered signal

(for both coated and uncoated particles) in detail video microscopy of optical

trapping of micron-sized polystyrene particles, we show how to map the nonlinear

potential as the particles execute orchestrated excursion under the influence of

nonlinear optical force created by a train of femtosecond laser pulses. In this

chapter, we present the very first attempt in building a bridge between nonlinear

optical phenomena and optical trapping.

9.2 Probing dynamics through wide field
microscopy
9.2.1 TPF signal analysis
9.2.1.1. TPF signal profile

Figure 9.1 shows that a TPF image of a single particle confined in an optical trap

where figures 9.1a and 9.1b show the image and 2D intensity distribution of

TPF signal. Figure 9.1c shows the normalized 1D intensity distribution for pixel

average over the region of interest (ROI; rectangular region in figure 9.1a), where

black dots correspond to the experimental data, and the red line is a Gaussian fit.

The center of the rectangular region (∼ 15 pixel) chosen in Tracker software to

analyze TPF data.
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Fig. 9.1.: Plots of TPF profile of single particle inside the optical trap a) image b) 2D
intensity distribution and c) normalized 1D intensity distribution.

9.2.1.2. Stuck particles

To study the effect of photo-bleaching, one drop of the diluted sample (∼ 400
µL) is put onto cover-slip following putting it in the air (free space) to evaporate

the water. Consequently, the particles get stuck on the surface of the cover-slip.

Afterward, cover-slip is put on the sample stage, and one of the particles is

brought in the focal plane manually, and the TPF signal is captured over time.

The normalized TPF signal decays over time fits into a double exponential:

ae
− t
τ1 + be

− t
τ2 (9.1)

by using the constraint a + b = 1. Figure 9.2 shows the TPF signal for the

dry sample at 5.17 mW and 9.40 mW average power; here, the black curve

corresponds to the experimental data, and the red curve corresponds to the

exponential fit. It is observed that the TPF signals have no fluctuations over

time, and photo-bleaching decay is smooth. Tables 9.1 and 9.2 show 10 sets

of data fitting parameters at these two average powers. For a dry sample, the

average time constants are random, as there is always some error associated

while bringing the particle in the focal plane. Another important factor that could

be possible is that the coating of particles is a statistical probability, thence, all the

particles are not uniformly coated. Due to the occurrence of photo-bleaching, the

overall/average time constant decreases while intensity increases with increasing

average power (as shown in table 9.3). The data cannot be collected at high

average power because the particle starts melting or ablating [164].
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Fig. 9.2.: Plots of TPF signal analysis over time for stuck particle under pulsed excitation.

Peak Intensity (a. u.) a τ1 (s) b τ2 (s) τavg (s) R2

209.76 0.30 324.6 0.71 16.37 107.30 0.99

287.30 0.24 332.2 0.76 9.95 87.42 0.97

298.40 0.24 374.6 0.76 10.25 95.87 0.97

256.27 0.31 307.6 0.70 15.24 104.30 0.98

277.80 0.28 337.4 0.73 14.76 103.49 0.96

232.10 0.26 411.7 0.74 15.35 118.04 0.96

233.30 0.30 326.5 0.70 10.63 104.13 0.97

291.18 0.26 370 0.74 10.57 105.46 0.96
Tab. 9.1.: Fitting parameters for the TPF signal collected for a single stuck particle after

normalization for 5.17 mW average power.

9.2.1.3. Trapped single particle dynamics

When the particle is dragged to the trap center, there is an immediate rise in the

TPF signal followed by decay over time due to photo-bleaching as shown in figure

9.3 for different average powers; here black dots represent the experimental

data, and the red curve represents the fitted curve using equation 9.1. It can

be observed that at high average power, the TPF signal shows more fluctuations

as compared to low average power because when a laser beam is incident on a

fluid sample containing the polystyrene particles, the local temperature around

the particle will change. The temperature distribution follows the Gaussian

distribution of the incident laser beam, and due to the inhomogeneous distribution

of temperature [165], the surface tension non-uniformly varies, which results

in exerting a net force on the particles that lead to a change in MSD of the

particle. If the temperature profile is uniform, the particle would not have
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Peak Intensity (a. u.) a τ1 (s) b τ2 (s) τavg (s) R2

436.04 0.27 128.8 0.73 8.55 41.33 0.99

375.91 0.27 167.6 0.73 8.83 52.25 0.98

364.17 0.31 152.2 0.69 8.34 52.73 0.99

405.14 0.21 199 0.78 8.55 49.52 0.94

465.25 0.25 161.1 0.74 6.09 45.52 0.98

449.33 0.26 159.6 0.74 8.05 47.21 0.98

392.54 0.25 154.5 0.75 9.27 45.68 0.98

433.20 0.30 153.4 0.70 6.68 50.48 0.98

498.94 0.33 116.9 0.67 4.45 42.01 0.98

394.69 0.28 140.9 0.72 8.33 45.52 0.99
Tab. 9.2.: Fitting parameters for the TPF signal collected for a single particle after

normalization for 9.40 mW average power.

Power (mW) Peak Intensity (a. u.) τavg(s)
5.17 255.67± 37.37 105.61± 10.58
9.40 421.52± 42.46 47.22± 3.97

Tab. 9.3.: Average fitting parameters for 10 set of data for TPF signal collected for a
single particle after normalization at different average power.

experienced any net force due to zero surface tension gradient, which results in

no change in MSD. The temperature of the local environment rises with increasing

power, and the particles experience more thermal kicks in order to conserve the

momentum. When the particles are stuck on the surface, they do not experience

any thermal kicks due to the absence of the surrounding medium. Therefore,

the TPF signal does not fluctuate in the case of the dry sample, while in the

solution phase, the particles experience thermal kicks and signal fluctuate more

with increasing average power. Tables 9.4, 9.5, 9.6, 9.7, and 9.8 show 10 sets of

data fitting parameters for different average powers. The average time constants

are comparable for all these data sets at a particular average power because the

particle is dragged in an optical trap. However, for the dry sample, they are not

comparable as the particle is forcefully brought within the focal plane. Table 9.9

shows that the average time constant of all these data sets, and it decreases while

intensity increases with increasing average power.
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Fig. 9.3.: Plots of TPF signal from a trapped particle at different average powers under
pulsed excitation.

Peak Intensity (a. u.) a τ1 (s) b τ2 (s) τavg (s) R2

141.59 0.48 97.88 0.52 6.32 50.55 0.98

145.22 0.47 96.8 0.53 5.42 48.85 0.97

139.57 0.49 97.04 0.51 6.52 50.75 0.99

141.56 0.55 82.24 0.45 8.03 48.44 0.99

139.82 0.40 112.2 0.60 11.95 51.88 0.98

144.58 0.48 99.59 0.52 10.24 53.46 0.99

146.87 0.50 92.47 0.50 8.85 50.93 0.99

123.77 0.49 106 0.51 11.78 58.44 0.98

123.10 0.50 105.7 0.50 11.73 58.36 0.99

148.41 0.51 91.68 0.49 8.88 51.02 0.99
Tab. 9.4.: Fitting parameters of the TPF signal collected for a single particle after nor-

malization at 5.17 mW average power.
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Peak Intensity (a. u.) a τ1 (s) b τ2 (s) τavg (s) R2

174.08 0.53 39.92 0.47 4.31 23.25 0.97

170.92 0.51 40.07 0.49 4.51 22.73 0.96

182.81 0.53 36.15 0.47 4.95 21.52 0.98

199.13 0.5 34.74 0.5 2.84 18.87 0.93

184.58 0.5 36.96 0.5 4.37 20.77 0.95

173.7 0.51 35.92 0.49 4.13 20.29 0.98

220.63 0.41 37.03 0.59 5.24 18.3 0.96

175.92 0.71 23.17 0.29 2.1 17.05 0.96

235.65 0.51 30 0.49 3.54 16.94 0.96

218.1 0.48 29.57 0.52 3.94 16.14 0.94
Tab. 9.5.: Fitting parameters of the TPF signal collected for a single particle after nor-

malization at 9.40 mW average power.

Peak Intensity (a. u.) a τ1 (s) b τ2 (s) τavg (s) R2

249.16 0.57 16.3 0.43 2.37 10.35 0.97

256.75 0.56 15.59 0.44 2.34 9.80 0.98

261.17 0.54 15.95 0.46 2.47 9.73 0.97

261.58 0.48 16.97 0.52 2.66 9.52 0.95

251.56 0.39 21.87 0.61 3.57 10.71 0.93

271.45 0.51 16.65 0.49 2.5 9.66 0.97

265.47 0.46 18.12 0.54 2.95 9.87 0.96

291.18 0.49 14.73 0.51 2.43 8.45 0.96

288.02 0.51 14.33 0.49 2.66 8.60 0.98

280.11 0.31 19.34 0.69 3.46 8.39 0.96
Tab. 9.6.: Fitting parameters of the TPF signal collected for a single particle after nor-

malization at 14.10 mW average power.

9.2.1.4. Trapped multiple particles dynamics

Figure 9.4 shows the different or possible TPF signals for different trapping events.

From figure 9.4a, it can be seen that when the particle is dragged towards the

optical trap, there is a sudden rise in the signal, and then the signal immediately

drops down to the baseline. There are two possibilities: ablation due to high

peak power and unwanted species (dust particle/impurity) present in the sample
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Peak Intensity (a. u.) a τ1 (s) b τ2 (s) τavg (s) R2

322.46 0.66 4.52 0.34 0.5 3.15 0.98

322.46 0.42 6.16 0.58 1.06 3.22 0.93

334.82 0.63 4.79 0.37 0.4 3.18 0.96

321.07 0.67 4.71 0.33 0.56 3.35 0.98

334.52 0.61 4.91 0.39 0.58 3.23 0.97

358.46 0.58 4.71 0.42 0.36 2.9 0.95

322.45 0.74 4.04 0.26 0.18 3.02 0.95

359.22 0.65 4.24 0.35 0.34 2.88 0.98

332 0.61 4.31 0.39 0.52 2.82 0.97

327.07 0.5 5.34 0.5 0.86 3.1 0.97
Tab. 9.7.: Fitting parameters of the TPF signal collected for a single particle after nor-

malization at 18.80 mW average power.

Peak Intensity (a. u.) a τ1 (s) b τ2 (s) τavg (s) R2

358.08 0.66 4.52 0.34 0.5 3.15 0.98

380.32 0.42 6.16 0.58 1.06 3.22 0.93

413.33 0.63 4.79 0.37 0.4 3.18 0.96

361.42 0.67 4.71 0.33 0.56 3.35 0.98

384.63 0.61 4.91 0.39 0.58 3.23 0.97

395.45 0.58 4.71 0.42 0.36 2.9 0.95

406.98 0.74 4.04 0.26 0.18 3.02 0.95

379.21 0.65 4.24 0.35 0.34 2.88 0.98

341.48 0.61 4.31 0.39 0.52 2.82 0.97

387.05 0.5 5.34 0.5 0.86 3.1 0.97
Tab. 9.8.: Fitting parameters of the TPF signal collected for a single particle after nor-

malization at 23.50 mW average power.

that collide with trapped particles inelastically and take particle out from the

trap forcefully. Figure 9.4b shows the TPF signal, which represents that initially,

one particle is dragged towards the trap center and then another particle, which

can be traced by an immediate rise in the TPF signal. It is difficult to get the

information about the particles whether the first particle is still confined or not.

On the basis of rising in the TPF signal, it can be depicted that only one particle

stays back. Since the height of the TPF signal approximately equals to the height
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Power (mW) Peak Intensity (a. u.) τavg(s)
5.17 139.45± 8.93 52.30± 3.52
9.40 193.55± 23.41 19.6± 2.50
14.10 267.65± 14.70 9.51± 0.79
18.80 333.45± 14.34 3.09± 0.17
23.50 380.79± 22.24 2.98± 0.24

Tab. 9.9.: Average fitting parameters of the TPF signal collected for a single particle
after normalization at different average power.

of the TPF signal when the first particle is dragged and gets photo-bleached.

So, the second particle stays back, but due to the non-uniform distribution of

dye on top of the particle surface, it fluoresces more as compared to the first

signal or possibility of the presence of both particles, but we cannot distinguish

between them. A similar trend is observed in figure 9.4c where it is very difficult

to say that whether the second particle is dragged into the optical trap or TPF

signal gets enhanced by the existing particle due to the non-uniform coating

at the surface. Figure 9.4d shows the multiple particle phenomena, however,

getting information about the individual particle dynamics is very difficult. The

particle gets photo-bleached, and the TPF signal decays while the particle is still

trapped, and it is difficult to distinguish the multiple particle phenomena by the

TPF signal alone. Thus, the analyzing trapping by TPF signal is not a good way to

give concrete evidence for particle dynamics, so analysis by backscattered signal

would be a better way.

9.2.2 Backscattered signal analysis
9.2.2.1. Backscattered profile

Figure 9.5 shows spatial backscattered snapshots of a particle confined in an

optical trap where Figures 9.5a-b show the image and 2D intensity distribution

of the backscattered signal. The region of interest (ROI; rectangular region of

figure 9.5a) is chosen to take an average over pixel for normalized 1D inten-

sity distribution, as shown in figure 9.5c; where black dots correspond to the

experimental data and red line curve represents the Gaussian fit for each lobe.

The center of the rectangular region (∼ 15 pixel) chosen in Tracker software to

analyze backscattered data.

210 Chapter 9 Optical Trapping of 1µm dielectric particles



Fig. 9.4.: Plots of TPF signal from multiple or aggregated trapped particles at 18.80 mW
average power.

The backscattered patterns are shown in figure 9.6, and it is observed that

Fig. 9.5.: Plots of backscattered signal of the single particle inside the optical trap a)
image b) 2D intensity distribution and c) normalized 1D intensity distribution
(over the rectangular regime shown in a).

the pattern contains a quadrupole mode. When light interacts with a particle,

multipolar modes are induced due to the interaction of electromagnetic field

(asymmetric distribution of charge), which can be written as infinite series of

spherical harmonics functions of electromagnetic scattering field. Depending on
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the particle size and wavelength of the laser beam, the scattering pattern from

the particle is dominated by different modes, so that it is different [134, 166,

167]. The occurrence of electric quadrupole moment [168] inside the dielectric

particle is due to the dominance of quadrupole over a dipole and other modes,

which occurs due to the simultaneous coherent excitation of the dipole and

quadrupole moments. This phenomena can be observed in near field imaging,

however, we are doing far field imaging for our experiments. So, this imaged

quadrupole pattern arises in focused field depending on the orientation of the

induced dipole with respect to the field polarization. In our case, incident laser

beam is s-polarized, which is tightly focused with high NA objective onto the

dielectric medium. The reflected light is collected through the same objective,

which contains both s- and p- polarization components. The reflected light then

passes through the dichroic mirror (FF670-SDi01-25x36, Semrock Inc, New York),

which only transmit ∼ 2% of the p-polarized light and block the s-polarized light

for 800 nm wavelength. Therefore, the measured light is p-polarized, which

corresponds to the pattern as shown in figure 3.20 in the reference [169]. The

percentage of signal extracted determines the resolution of scattering pattern,

where 1-2 % signal extraction leads to quadrupole scattering pattern as shown in

figures 9.6a-b, 10 % signal leads to merging of lobes which results in a distorted

pattern (figure 9.6c), and more than 10 % signal results in merging of all the

four lobes that give rise to a circle along with diffraction rings (figure 9.6d).

This is because when beamsplitter is used instead of dichroic mirror, both s- and

p-polarized light will transmit and a pattern similar to figure 3.19 in the reference

[169] is observed due to induced dipole with respect to the field polarization .

9.2.2.2. Backscattered signal analysis for coated particles

A sharp rise in the backscattered signal represents that the particle is trapped, and

the height of the backscattered signal helps in determining the number of particles

that have been trapped. So, first, we have rigorously studied the single-particle

dynamics using backscattered signal. The backscattered signal is collected at

different average power, and it is found that the trapping/confinement time of

the particles changes with average power (table 9.10). Figure 9.7 represents

the backscattered data of CW and pulsed excitation for coated particles, where

black/blue curves correspond to CW/pulsed excitation at different average power.

For pulsed excitation, the backscattered signal shows a sharp rise followed by a

plateau region, afterward signal decays gradually, whereas under CW excitation
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Fig. 9.6.: Plots of scattering pattern when a) single particle is inside the trap, b) two
particles are inside the trap, c) single particle is present with approximately
10 percent of the total backscattered signal collected and d) single particle is
present for approximately 30 percent of the backscattered signal collected. In
(d) white arrow shows the diffraction pattern (image imperfection)

Power (mW) Confinement time (s)

5.17 > 2300
9.40 786 ± 81.56

14.10 240 ± 10.52

18.80 103 ± 6.72

23.50 76.2 ± 3.52

28.20 57.49 ± 4.29

32.90 9.12 ± 1.41
Tab. 9.10.: List of confinement or trapping time of a single coated particles inside an

optical trap at different average power under pulsed excitation.

backscattered signal gives just a plateau in the pulsed excitation time domain.

Under pulsed excitation, the time range of the plateau region is decreasing with

increasing average power, as shown in figure 9.8. It has been observed that
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Fig. 9.7.: Plots of normalized backscattered signal of single particle over time under
both CW and pulsed excitation at different average power.

fluctuations in the signal increase with time along both radial and axial directions

owing to the asymmetric trap. Till now, it was assumed that the optical trapping

potential is harmonic, but we have studied theoretically (in chapters 3 to 8)

and experimentally that the trap potential is asymmetric, henceforth, the overall

signal is decaying.

Table 9.10 shows the confinement time of a single particle within the optical trap

for coated particles at the different average power. Here, the confinement time of

the particle strongly dependent upon the asymmetricity of an optical trap, which

is indirectly proportional to the average power of the trapping beam. So, it can

be seen that confinement time for coated particles decreases with an increase in

the average power as the asymmetricity of the trap is increasing, and the barrier

to well depth height is decreasing.

Proposed model for single particle dynamics

In figure 9.9, we proposed a model for the behavior of a single particle in water

confined by asymmetric potential. Here, the first row (figures 9.9a-c) is the

experimental backscattered signal in different trapping time windows. Second

and third rows are hypothetical models depicting asymmetric potential along

the axial direction and 2D representation of optical trapping along radial as

well as axial directions, respectively. Figures 9.9a, 9.9d, and 9.9g represent the
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Fig. 9.8.: Plots of plateau region of normalized backscattered signal of single particle
over time under both CW and pulsed excitation at different average power.

particle dragging; figures 9.9b, 9.9e and 9.9h show behavior of particle in initial

time of trapping (when particle is trying to equilibrate inside the trap and starts

fluctuating along radial and axial directions due to thermal kicks) as shown by

green arrow in figure 9.9h. Afterward, the particle fluctuates slowly, and then

fluctuations become faster due to the asymmetric nature of trap and particle

experiences thermal kicks from the environment. Thus, at this point of discussion,

we conjecture that the particle gets ejected from the trap following a particular

trajectory shown in figure 9.9f as analyzed from the change in the backscattered

signal pattern. The 2D representation of this ejection process is shown in figure

9.9i. To visualize the particle’s motion inside the optical trap, we further analyze

the backscattered signal from each lobe shown in figure 9.10a. It is observed that

the intensity of the signal from each of these four lobes varies differently with

time (figure 9.10b-e) compared with the overall intensity integrated over all the

four lobes (figure 9.10f). At different time windows, the intensity of any two

lobes may vary in a correlated or anti-correlated or un-correlated fashion (figure

9.10g-i). From this, we can say that while being trapped, the particle may have

(harmonic) motion along with all possible radial directions inside the optical trap

(figure 9.11a). To simplify the discussion, we have considered only the motion1

(M1) and motion2 (M2) and the phenomena exhibiting by these two motions can

further replicate on the other motions. When the particle moves along M1, there

is an intensity correlation between lobe 1 and lobe 4, but the other two (lobe
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Fig. 9.9.: Top pannel: Plots of time traces of backscattered signal depicting significant
sequential steps under pulsed excitation at 18.80 mW average power. Middle
panel: A proposed model for trapping dynamics along axial direction depicting
the sequential event. Bottom panel: A proposed model for 2D representation
of trapping dynamics along axial and radial direction depicting the sequential
event.

2 and lobe 3) lobes may or may not be correlated, as shown in figure 9.11b. A

similar intensity correlation between lobe 1 and lobe 2 can be defined when the

particle is along M2, as shown in figure 9.11c. The random motion comprises

of four/three/two/one or no correlation among the lobes is shown in figures

9.10c-e.

9.2.2.3. Backscattered signal analysis for uncoated particles

The backscattered signals shown in figure 9.12 for single-particle confinement

at different average power under pulsed excitation, where black/blue curves

correspond to CW/pulsed excitation. It is observed that the trapping/confinement

time changes with average power as shown in table 9.11.
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Fig. 9.10.: Image of backscattered from an optically trapped particle. b-e) Time traces
of intensity of individual lobes of the scatter pattern (shown in figure a) and
f) time trace of the integrated intensity of all four lobes (shown in figure a).
g-i) zoomed-in time traces the intensity of individual lobes.

Fig. 9.11.: The schematic diagram for a single particle motion inside an asymmetric
optical trap.

In the comparison of coated and uncoated particles, it can be seen that they

behave similarly under CW excitation but differently under pulsed excitation.

The most significant effect which can be observed under pulsed excitation is

that confinement time for coated particles is less than the uncoated particles.

This is because when the light is incident on a coated particle, the dye molecule

absorbs, and the particle gets more heat accumulation than the uncoated particle.

Thus, fluctuations are more in the case of coated particles than an uncoated

particle, which results in decreasing the confinement time for coated particles

under similar conditions. Since we did not observe any change in CW excitation,
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Fig. 9.12.: Plots of backscattered signal of uncoated single particle for normalized
backscattered signal over time under pulsed and CW excitation at differ-
ent average power.

Power (mW) Confinement time (s)

5.17 > 2700
9.40 ≈ 1413.93

14.10 765 ± 88.70

18.80 317 ± 22.7

23.50 128.0 ± 7.45

28.20 78.03 ± 5.29

32.90 16.9 ± 1.89
Tab. 9.11.: List of confinement or trapping time of a single uncoated particle inside an

optical trap at different average power under pulsed excitation.

we discuss single and multiple particle dynamics inside the optical trap under

pulsed excitation only.

Trap stiffness

The optical trap can be characterized in terms of the potential well by monitoring

the displacement of trapped particles through the bright field transmitted images.

The trap stiffness is calculated by using the following relation kstiffness = kBT
x2 ;

here x corresponds to MSD. To understand the detailed dynamics of a single
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particle, trap stiffness calculations have been done at 5.14 mW average power

under pulsed excitation, and signal has been collected at 100 fps in cropped mode.

All the calculations have done for initial 36000-42000 frames when the particle

is dragged within the focal volume. To calculate the trap stiffness, the exposure

time plays an important role, as shown in figure 9.13, where red, blue, and black

trap stiffness corresponds to the x-axis, y-axis, and radial direction respectively.

At 100 fps, maximum exposure time is 10 ms, but the sensor requires a few µs

(dead time) to relax; therefore, maximum exposure time can be given as 9.94

ms. The trap stiffness shows a sigmoidal curve with increasing exposure time.

So, for getting accurate trap stiffness, we have to capture the dynamics with

relevant exposure time because the MSD decreases with increasing exposure time

by averaging over the particle’s positions. For further analysis, we have chosen

Fig. 9.13.: Plot of trap stiffness against exposure time of uncoated particle at 5.17 mW
average power under pulsed excitation.

100 µs exposure time for capturing the fast dynamics of the particle by comparing

the trap stiffness of CW and pulsed excitations at two different average power, as

shown in table 9.12. It can be seen that the trap stiffness increases significantly

with increasing average power and also depends upon the nature of the potential.

As per the above discussion, pulsed excitation shows a stable trap at low average

power as compared to higher while increasing power stabilizes the trap stiffnesses

corresponding to the low power domain in the case of CW excitation. At low (5.17

mW) average power, CW and pulsed excitations show stable trapping implying

approximately equal trap stiffness. However, CW excitation shows stable trapping

at high average power as compared to pulsed excitation, which reveals that the

particle is more stably confined in CW excitation. Therefore the motion of the

particle is bounded within the limit, and average distance (moved by the particle)

is less as compared to pulse excitation. If the MSD is less, then trap stiffness is

more as shown in table 9.12. A slight change in trap stiffness along x- and y-axis
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which might be due to asymmetry in the beam profile or slope/tilt in the sample

stage.

Figures 9.14a and 9.14d show the trajectory of a single particle, figures 9.14b and

Fig. 9.14.: Plots of a) trajectory of a single uncoated particle, distribution along the b)
x-axis and c) y-axis under CW excitation; d) trajectory of single uncoated par-
ticle; distribution of along the e) x-axis, and f) y-axis under pulsed excitation;
g) trajectory of a single coated particle; distribution of coated particle along
the h) x-axis, and i) y-axis under pulsed excitation at 18.80 mW average
power respectively.

9.14c and 9.14e and 9.14f show the position distribution of particle along x- and

y-axis where blue color corresponds to the experimental data and the red color is

fitted to a normal distribution. Figure 8.2b shows the asymmetry in the radial

beam profile, which results in an asymmetry in the trap stiffness values along the

x- and y-axis. However, pulsed excitation shows more asymmetric as compared to

CW excitation, because under pulsed excitation, nonlinear effects also contribute
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which results in an increase in asymmetry along the radial direction.

Figures 9.14g-i show the trajectories and position distributions along the x-

Power (mW) 5.17 mW 18.80 mW

kstiffness(pN/µm) kx ky kr kx ky kr

CW excitation 5.59 ± 0.13 6.30 ± 0.05 4.18 ± 0.06 20.90 ± 1.55 25.95 ± 1.81 16.27 ± 1.12

Pulsed excitation 5.47 ± 0.18 6.93 ± 0.19 4.30 ± 0.13 9.01 ± 0.45 12.38 ± 0.31 7.28 ± 0.28

Tab. 9.12.: Trap stiffness (kstiffness) for uncoated particles at different average power
under CW and pulsed excitations.

and y-axis of the coated particle inside the optical trap. The total number of

frames for a coated particle is less than an uncoated particle at similar average

power. In the case of coated particles, the dye layer absorbs energy, which down-

converts into heat, increasing the temperature of the local environment, which

results in an increased thermal fluctuation of the trapped particles. However,

the slow frame rate may not be able to capture the individual steps, which may

create a false impression that the MSD is decreased (and hence the trap stiffness

is increased) for coated particles. The trap stiffness kx, ky and kr for coated

particle are 21.91 ± 3.26 pN/µm, 20.04 ± 2.59 pN/µm and 14.43 ± 0.24 pN/µm
respectively, at 18.80 mW average power. A significant difference in the numerical

values of trap stiffness (calculated for overall confinement time) for coated and

uncoated particles is observed. Therefore, better temporal resolution is needed

for measurements involving coated particles.

Quite interestingly, under pulsed excitation, the trap is more stable at low average

power while increasing power stabilize the trap under CW excitation, as shown

in figure 9.15. To estimate how the trap stiffness changes as the particle leave the

trap, we measure trap stiffness from MSD over 20 sec time window (keeping 100

µs exposure time); this is shown in figure 9.15d (along with an exponential fit).

Under pulsed excitation, the harmonic approximation is valid when the trapped

particle is at the bottom of the potential well. As the particle leaves the trap, it

experiences the more asymmetric part of the well, which is characterized by a

lower trap stiffness due to a progressive change in curvature of the well.

9.2.2.4. Two particles dynamics

Figure 9.16 shows the backscattered signal pattern for two particles, where the

first row corresponds to a contour plot captured by the CMOS camera when two

particles are present inside the optical trap. It is noticeable that this pattern is

changing over time, which can be inferred from the video microscopy. The second
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Fig. 9.15.: Plots of the evolution of trap stiffness evaluated at every 20 sec interval at 5.17
mW average power under a) CW and b) pulsed excitations and at 18.80 mW
average power under c) CW and d) pulsed excitation. Color: Red/Blue/Black
curves correspond to the trap stiffness along x-axis/y-axis/radial direction
respectively.

row is a radial (top) view of the particle inside the optical trap with respect to the

reference particle P1. The third row shows a hypothetical 3D representation of

two particles inside the trap. The fourth row shows the different configurations of

the two confined particles inside the asymmetric well. The first column represents

the backscattered signal pattern in which one particle is residing in the trap,

after that, the second particle is superimposing on the first, and this will make

all the four lobes equally intense along with first-order diffraction ring. After

superimposing on the first particle, the particle relaxes in all directions due to its

internal and collisional degrees of freedom. The intensity of lobes will determine

the overlapping region of two particles. This statement is confirmed by the

proposed schema in the second, third, and fourth row. Figure 9.17a shows an

overall backscattered signal for two particles confined in an optical trap where the

trapping of the second particle gives an immediate rise in the signal. Figure 9.17b

show the dragging of the second particle where one particle is already confined

in the trap. For confining the second particle inside the trap, the residing particle
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Fig. 9.16.: Plots of two-particle backscattered signal images (pattern) changing over
time, where vertical solid and dotted arrow represents the particle axis of
P1 and P2 particles respectively, and horizontal dotted arrow represent the
z0 under pulsed excitation at 18.80 mW average power. The first row is
the scattering pattern captured while two-particle are trapped within the
focal volume. The second row represents a hypothesis that represents the
X-Y projection of trapped particles. The third row shows the axial alignment
of these particles inside the focal volume. The fourth row represents the
alignment of these particles inside the potential well.

has to shift its position inside the optical trap. Afterward, it can adjust itself in

many possible configurations, as shown in figure 9.16. It is unlikely, both particles

can go out from the trap due to the collisional degree of freedom, or the residing

particle can go out from the trap and dragged particle stays there due to an elastic

collision and vice versa. Figure 9.18 shows that the two particles backscattered

Fig. 9.17.: The plot of the backscattered signal (integrated for all four lobes) during
trapping of two particles under pulsed excitation; a) at 18.80 mW, b) a
proposed model when the second particle is dragged inside the focal volume
while one particle is already confined within the focal volume.
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signal at different average power, and it can be seen that confinement time

for particles inside the trap decreases with increasing average power. This is

strongly dependent upon the barrier to well depth height of the potential well,

which decreases with the average power within this limit; consequently, there is

a decrease in the residing time inside the trap. For similar average power, the

Fig. 9.18.: Plots of backscattered signal (integrated for all four lobes) during trapping of
two particles under pulsed excitation; a) at 18.80 mW, b) at 23.50 mW, and
c) at 28.20 mW average powers.

arrival time of dragging the second particle within the focal volume also matters.

For example, if the second particle is dragged when the first particle is about to

leave the trap, the existing particle needs tiny momentum to escape from the

trap, henceforth, when the second particle is dragged within the focal volume,

the first particle gets a momentum kick and escapes the trap due to collision

with the first particle and the second particle stays back as shown in figure 9.19a.

If the second particle comes earlier, then the confinement time of the second

particle will depend on the barrier to well depth height. If the barrier to well

depth height is higher than the required well depth height to stay two particles

inside the trap, then these particles will stay for longer, as shown in figure 9.18. If

escape potential is not enough to sustain two particles, then the second particle is

dragged or trapped inside the optical trap and tries to stabilize. However, due to

inelastic collisions with the residing particle and the surrounding molecules, the

particle crosses the barrier of the asymmetric potential, resulting in both particles

leaving the trap, as shown in figure 9.19b. But there might be a possibility that

instead of two particles, only one will cross the barrier and another stays back as

shown in figure 9.19c.

The dynamics of two particles inside the trap involve a collision between the

particles and surrounding molecules. To understand the dynamics, we analyze

the backscattered signal, as shown in figure 9.20a (image), and figures 9.20b
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Fig. 9.19.: Plots of backscattered signal (integrated over all four lobes) during trapping
of two particles under pulsed excitation a) the Second particle is dragged
when the first particle is about to leave so due to the collision, one is retained
and other leaves the trap, b) the second particle is dragged when particle is
settled at equilibrium position and start leaving the trap but after collision
both went out and c) the second particle is dragged after first, because of
small escape potential, two-particle cannot stay together, so one is ejected at
28.20 mW average power.

to 9.20e show the individual time trace signal of all the four lobes marked in

the figure 9.20a. It can be observed that all four lobes have different decay for

the signal of the second particle. Decay signal of lobes 1 and 3 looks similar

showing oscillatory nature, and that of lobes 2 and 4 looks similar, which reveals

that there is some correlation between the lobes. Figure 9.20f shows the total

backscattered signal (integrated over all four lobes), and the decay observed in

this case is similar to that of lobes 2 and 4. This is because lobes 1 and 3 are

anti-correlated to each other, which results in the canceling of their contribution

to the total backscattered signal. This correlation behavior of the two sets of

the lobes is further illustrated by zoomed time traced windows shown in figures

9.20g-j, where figure 9.20g shows the time window for lobes 1 and 3 which are

anti-correlated while figure 9.20h shows that lobes 2 and 4 does not correlate with

the same time window. However, in subsequent time windows, the lobes 1, 3 and

lobes 2, 4 become anti-correlated to each other, as shown in figures 9.20i-j. Thus,

it is observed that decay in lobes 1 and 3 are anti-correlated, while lobes 2 and 4

have a random correlation in different time windows of trapping time. Similarly,

when we analyze the complete signal in small steps of duration, either lobes 1, 2

are correlated, or both are anti-correlated with the lobe 3 or all four, three or just

two could be correlated. In the case of multiple particles, the collisional degree of

freedom is more, and the force experienced by the individual particles might be

different due to the temperature gradient. Therefore, the occurrence of a collision

between the particles might be inelastic or elastic, depending on the cumulative
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energy gained by each particle. Accordingly, the trajectory of the particle gets

changed. Eventually, both particles leave the trap. One of the particles, which is

away from the potential minimum, exhibits large amplitude motion while being

trapped, modulating the intensity of the individual lobes of the backscattered

pattern. Just like the single particle, the motion of two particles can give rise

to correlated/anti-correlated/un-correlated intensity fluctuations between the

lobe-pairs.

Fig. 9.20.: a) Image of backscattered from an optically trapped two particles at 18.8mW
average power under pulsed excitation. b-e) Time traces of intensity of
individual lobe of the scatter pattern (shown in figure a) and f) time trace of
the integrated intensity of all four lobes (shown in figure a). Time traces for
g) time window where lobes 1 & 3 are anti-correlated, h) same time window
of g where lobes 2 & 4 do not correlate; i) another time window where lobes
1 & 3 are anti-correlated; j) lobes 2 & 4 are anti-correlated, but both do
not correlate. Color: blue/green/yellow/red/light blue corresponds to the
backscattered all four lobes/ lobe1/lobe2/lobe3/lobe4 respectively.

9.2.2.5. Multiple particles dynamics

Figure 9.21a shows the backscattered signal (integrated over four lobes) for

multiple particles trapping at 18.80 mW average power under pulsed excitation.

We observed that more than two particles could not stay inside the optical trap

due to asymmetric potential boundary conditions created by a trapping beam

due to certain limitations on escape potential. These conditions are different

for different average power, such as at high average power, only one particle

can stay, as discussed above. The circles in figure 9.21a represent a kink (signal

decreasing followed by immediate rise) in the backscattered signal, which can

be explained by the corresponding proposed model shown in figure 9.21b. The

proposed model shows that the incoming particle collides with the two existing
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particles and eject one of them. Eventually, both particles go out from the trap,

which results in an immediate drop in the backscattered signal. However, in

general, the incoming particle collides with existing particles that will result in

the ejection of any one/two/all particle(s) depending on the elastic or inelastic

collision between particles and the average power of trapping beam. As average

power increases, asymmetricity also increases; hence, escape potential height

decreases, so higher the average power lesser will be the probability of finding

particle(s) in the trap. For example, another possible case can be seen in figure

9.21c, which shows the backscattered (integrated over all four lobes) signal for

multiple particles trapping at 28.20 mW average power under pulsed excitation.

This backscattered signal can be well explained by the proposed model, as shown

in figure 9.21d. The model shows that initially, one particle is dragged, which

results in a rise in the signal, but after some time, another particle is dragged,

interestingly due to collision, second dragged particle is kicked out from the trap.

Later the third particle is dragged while the second dragged particle is in an

equilibrium position. When the third particle interacts with any of the existing

two particles, it starts collision with either one of them or both the particles,

for getting stable trapping, but due to limited focal volume, both the particles

go out from the trap. Therefore, the corresponding scattering signal is dropped

immediately.

Fig. 9.21.: Dynamics of trapping of multiple particles under pulsed excitation: a)
backscattered (integrated over all four lobes) at 18.80 mW average power, b)
proposed model corresponding to a; c) backscattered signal (integrated for all
four lobes) at 28.20 mW average power; d) proposed model corresponding
to c.
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9.3 Probing dynamics through simultaneous
detection of TPF and backscattered signals
Earlier, we have discussed the dynamics of 1 µm coated and uncoated polystyrene

particles using wide-field microscopy. It is observed that to get the complete

information about particle dynamics, the TPF signal alone is inadequate since the

particle gets photo-bleached while trapping. So, it is difficult to predict whether

the particle is still confined or not. When the second particle is dragged into the

optical trap, either the first particle is already photo-bleached or started getting

bleached. Therefore, it is very difficult to get information from the height of the

TPF signal. To get the complete information about two-particle dynamics by TPF

detection alone is difficult since we are not able to get any information about

a single particle from the TPF signal alone. Sometimes, it is quite possible that

instead of the particle, some other impurity or dust particle has been trapped,

which significantly increases the backscattered signal. In this case, the TPF signal

can act as a trigger to identify whether the particle is trapped or any unwanted

impurity. Also, using wide-field microscopy, the overall motion of the particle can

be broken down into four major events: 1) drag, 2) equilibration, 3) (thermal)

fluctuation and 4) ejection, where the first and the last steps are not well time-

resolved (limited by frames per second (fps) of the video recording). To confirm

the dynamics of a single particle, we have repeated the same experiment using

PMTs to time-resolve the faster dynamics. We observe the rise (due to drag),

followed by a quick decay of the backscattered signal, which was not captured by

the camera. Since a confocal aperture was used, this decay may be attributed to

some fast movement of the particle along axial direction; so, we call this motion

adjustment.

9.3.1 Optimization of plane for stable trapping
To analyze the dynamics of the single trapped particle, first, we require the

optimization of the focal plane for trapping the particle. Figure 9.22 shows the

schematic diagram for different planes and corresponding backscattered and TPF

signals at 18.80 mW average power under pulsed excitation shown in figure

9.23; where blue and red curves correspond to backscattered and TPF signals

respectively. Here, we consider plane 0 as a reference in which backscattered

signal from the glass substrate is maximum. Since we are using a manual

translation stage of minimum precision ∼ 10 µm, the exact gap between one
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plane and another is ∼ 10 µm. The fraction of light backscattered from the glass

substrate reduces as the beam focus moves inside the sample. Therefore, an

increase in transmitted light results in a decrease in the peak intensity of the

backscattered signal (as well as TPF signal, most likely due to increased photo-

bleaching) when the particle is dragged within the optical trap. This movement

of beam focus within the sample also reduces the interfacial interactions of the

microsphere with the glass substrate, and stable trapping is observed (confinement

time increases for a single particle). Table 9.13 lists all the parameters such as

confinement time, backscattered/TPF signal peak intensity, and the average

lifetime of TPF signal for different planes. The optical trap stabilizes after a

certain limit if the beam focus moves further inside the sample. Wherefore,

the optical trap first stabilizes then destabilizes as beam focus moves inside the

sample. Thus, we have determined that stable trapping occurs in plane 4 because

confinement time for a single particle inside the asymmetric potential well is

more. This optimization holds for different average powers as well. Conclusively,

to get stable trapping, beam focus should be inside the sample of the order of few

tens of micrometers from the glass surface. Quantitatively, it should be ∼ 50 µm

above the glass cover-slip plane. Hereafter all the analysis are done for plane 4.

Fig. 9.22.: The schematic diagram for trapping the single particle in a different plane.

9.3.2 Moving-averaging analysis of backscattered and
TPF signals for single particle confinement
Figure 9.24 shows the backscattered and TPF signals at 18.80 mW average power

under pulsed excitation, where figure 9.24a shows the raw data and figures

9.24b-c show the 50-pt, 100-pt, and 150-pt moving-averaging of raw data. The
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Fig. 9.23.: Plots of 50-pt moving-averaging of raw data for backscattered and TPF signals
for single particle against real-time a) plane 2, b) plane 3, and c) plane 4 at
18.80 mW average power under pulsed excitation.

Confinement Maxima of τavg of τavg of Maxima of

Plane time (s) backscattered two exponential three exponential TPF signal

signal (a. u.) (s) (s) (a. u.)

2 22.35 ±5.47 0.40 ±0.04 0.83 ±0.09 0.99 ±0.09 1.93 ±0.04

3 65.20 ±3.40 0.38 ±0.04 1.43 ±0.21 1.58 ±0.23 1.68 ±0.07

4 102.47 ±23.91 0.33 ±0.04 3.09 ±1.15 3.13 ±0.86 1.29 ±0.19

Tab. 9.13.: For different plane : confinement time, average lifetime, maximum of
backscattered and TPF signals at 18.80 mW average power under pulsed
excitation.

moving-averaging method is used to get information from noisy data. Tables

9.14 and 9.15 show the average lifetime of TPF signal at different average power

under pulsed excitation. The particle gets photo-bleached faster with an increase

in average power, thence, average lifetime decreases. A similar trend is observed

for 50-pt, 100-pt, and 150-pt moving-averaging of raw data. However, at fixed

average power, the average lifetime of the TPF signal increases with an increase

in the number of raw data points for moving-averaging. Inevitably, an increasing

number of data points for moving-averaging results in losing the information

about the system. The same trend is observed for three exponential fittings. The

fitting equation for two and three exponentials are:

Ae
− t
τ1 +Be

− t
τ2 + const (9.2)

Ae
− t
τ1 +Be

− t
τ2 + Ce

− t
τ3 + const (9.3)

by using constraint for two exponential is A+B+const = 1, and three exponential

is A+B + C + const = 1. Thus, all the plots shown for 50-pt moving-averaging,
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and analysis is done for raw data.

Power (mW)
Two exponential (τavg): Average lifetime (s)

Raw 50-pt 100-pt 150-pt
data mov-avg mov-avg mov-avg

9.40 9.95 ± 4.22 13.45 ± 5.68 14.61 ± 6.23 15.36 ± 6.59
14.10 5.62 ± 1.56 7.33 ± 1.67 8.28 ± 1.92 9.05 ± 2.07
18.80 3.09 ± 1.15 3.97 ± 1.51 4.50 ± 1.64 4.85 ± 1.87
23.50 1.17 ± 0.06 1.66 ± 0.14 1.92 ± 0.21 2.08 ± 0.21
28.20 0.76 ± 0.04 1.08 ± 0.05 1.24 ± 0.05 1.32 ± 0.04
31.96 0.42 ± 0.05 0.64 ± 0.09 0.80 ± 0.19 0.88 ± 0.22

Tab. 9.14.: Average lifetime of TPF signal at different average power for raw data, 50-
pt, 100-pt, and 150-pt moving-averaging (mov-avg) of raw data using two
exponential fitting.

Power (mW)
Three exponential (τavg): Average lifetime (s)

Raw 50-pt 100-pt 150-pt
data mov-avg mov-avg mov-avg

9.40 11.61 ± 4.66 14.75 ± 5.83 15.60 ± 6.26 16.22 ± 6.59
14.10 7.27 ± 1.02 8.66 ± 1.18 9.64 ± 1.25 10.30 ± 1.27
18.80 3.13 ± 0.86 4.38 ± 1.69 4.86 ± 2.04 5.17 ± 2.21
23.50 1.27 ± 0.05 1.74 ± 0.06 1.96 ± 0.08 2.09 ± 0.08
28.20 0.83 ± 0.04 1.20 ± 0.13 1.38 ± 0.16 1.47 ± 0.13
31.96 0.56 ± 0.13 0.81 ± 0.19 0.95 ± 0.21 0.97 ± 0.20

Tab. 9.15.: Average lifetime of TPF signal at different average power for raw data using
three exponential fitting.

Power (mW)

Two exponential (τavg (s))

A τ1 B τ2 Const

9.40 0.40 ± 0.07 23.13 ± 7.95 0.59 ± 0.08 0.39 ± 0.25 0.014 ± 0.016

14.10 0.42 ± 0.08 13.29 ± 3.28 0.56 ± 0.08 0.07 ± 0.038 0.017 ± 0.0037

18.80 0.45 ± 0.03 6.70 ± 2.75 0.53 ± 0.03 0.06 ± 0.056 0.018 ± 0.0029

23.50 0.41 ± 0.03 2.74 ± 0.27 0.57 ± 0.03 0.022 ± 0.009 0.019 ± 0.0039

28.20 0.43 ± 0.02 1.71 ± 0.17 0.55 ± 0.02 0.016 ± 0.004 0.019 ± 0.0030

31.96 0.39 ± 0.02 1.02 ± 0.17 0.57 ± 0.03 0.014 ± 0.003 0.038 ± 0.016

Tab. 9.16.: Fitting parameters for TPF signal at different average power for raw data
using two exponential fitting.
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Power (mW)

Three exponential (τavg(s))

A τ1 B τ2 C τ3 Const

9.40 0.23 ± 0.09 41.09 ± 9.91 0.35 ± 0.06 5.62 ± 2.13 0.41 ± 0.04 0.0256 ± 0.0154 0.0084 ± 0.0122

14.10 0.28 ± 0.05 22.28 ± 4.68 0.28 ± 0.04 3.94 ± 1.39 0.43 ± 0.02 0.0204 ± 0.0060 0.0114 ± 0.0011

18.80 0.26 ± 0.06 9.72 ± 2.26 0.31 ± 0.06 1.89 ± 0.61 0.42 ± 0.04 0.0153 ± 0.0066 0.0139 ± 0.0027

23.50 0.26 ± 0.09 4.20 ± 0.76 0.27 ± 0.08 0.78 ± 0.44 0.46 ± 0.03 0.0093 ± 0.0028 0.0162 ± 0.0017

28.20 0.22 ± 0.07 2.89 ± 0.66 0.29 ± 0.07 0.68 ± 0.27 0.47 ± 0.04 0.0088 ± 0.0023 0.0161 ± 0.0019

31.96 0.28 ± 0.07 1.85 ± 0.69 0.24 ± 0.06 0.30 ± 0.17 0.47 ± 0.06 0.0076 ± 0.0021 0.0160 ± 0.0193

Tab. 9.17.: Fitting parameters for TPF signal at different average power for raw data
using three exponential fitting.

Fig. 9.24.: Plots of backscattered and TPF signals for single-particle against real-time
a) raw data, b) 50-point moving-averaging, c) 100-point moving-averaging,
and d) 150-point moving-averaging of raw data at 18.80 mW average power
under pulsed excitation. Color: blue and red correspond to backscattered
and TPF signals, respectively.

9.3.3 Backscattered and TPF signal analysis for
single particle dynamics
When the particle is dragged to the optical trap, an immediate rise is obtained

in both TPF and backscattered signals, followed by a decay. This decay is a

continuous process in the TPF signal due to photo-bleaching of dye molecule

on the surface of the trapped particle, whereas in backscattered signal decays
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followed by a plateau in which the first particle tries to adjust itself at the bot-

tom of the potential well or equilibrium position. In the TPF signal, sudden

rise followed by the decay contains drag and adjustment time information of

the trapped particle along with the rising and decaying time of fluorescent dye

molecule surrounded at the surface of the trapped particle. The deconvolution of

drag and rising, adjustment, and decaying time signals is very difficult because

we do not have enough information about the dye molecules surrounded on

the surface of the particle. However, after a certain time when the particle gets

photo-bleached, a residual fluorescence signal is present. Although the residual

fluorescence signal is very less and difficult to get information from raw data,

it stays until the particle is confined within the optical trap. The information

of the residual signal can be gathered by moving-averaging of raw data, and

it is observed that residual signal increases with an increase in average power

quantitatively, as can be seen from tables 9.16 and 9.17. Since the particle gets

photo-bleached during trapping, it is difficult to get information whether the

particle is still in the trap or went out from the trap from the height of the TPF

signal after a certain time, as shown in figure 9.25. TPF signal decays very fast

due to photo-bleaching; consequently, determining the dynamics of the trapped

particle through the TPF signal alone is very difficult. Therefore, simultaneous

detection of backscattered and TPF signals is necessary to assess the dynamics

of the trapped particle. Hereafter, all the analysis under pulsed excitation has

been done through simultaneous detection for backscattered and TPF signals, to

determine the dynamics of a single particle. Figure 9.25a shows the TPF signal

for a single trapped particle against real-time. Figure 9.25b showed the maxima

Fig. 9.25.: Plots of a) TPF signal over time for single-particle under pulsed excitation, b)
maximum value of TPF signal when the particle is dragged to the optical trap
against average power, and c) average fluorescence lifetime against average
power for trapped particle.

of the TPF signal against average power when the particle dragged within the
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optical trap. It can be observed that TPF maxima increase with an increase in

average power. The fitting slopes 0.00204, 0.00131, 0.00113, and 0.001025

correspond to raw data, 50-pt, 100-pt, and 150-pt moving-averaging of raw data,

respectively. Noticeably, deviation in the slope also increases with an increase

in the number of raw data points for moving-averaging. Figure 9.25c shows

the average lifetime (overall time constant) of the TPF signal for both two and

three exponential fits against average power. The overall time constant decreases

while intensity increases with an increase in average power as the maximum

intensity of the TPF signal is proportional to average power. Consequently, the

process of photo-bleaching in TPF occurs faster at high average power, which

results in decreasing the overall time constant and increasing the peak intensity.

For fixed average power, the overall time constant for the TPF signal increases

while intensity maxima decrease with the increase in the number of raw data

points for moving-averaging. Thus, an increasing number of data points for the

moving-averaging results in losing the original information about the system can

be seen from figures 9.25b and 9.25c.

Figures 9.26 shows the confinement of a single particle, confined by an asym-

Fig. 9.26.: Plots of 50-point moving-averaging of raw data for backscattered (under
both CW and pulsed excitation) and TPF (under pulsed excitation) signals
for single-particle against real-time a) 9.40 mW, b) 14.10 mW, c) 18.80 mW,
d) 23.50 mW, e) 28.20 mW, and f) 31.96 mW average power.

metric potential well at different average power under both CW and pulsed

excitation. Under CW excitation, we are limited by the average output power;
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hence, data is shown till 23.50 mW average power. Under CW excitation, the only

backscattered signal is determined, whereas both backscattered and TPF signals

are obtained under pulsed excitation because nonlinear effects are prominent.

With increasing average power, confinement time for particle decreases, and

eventually trap becomes unbound at high average power. Therefore, the particle

cannot be trapped. At low (5.14 mW) average power, particle stays for more

than half an hour under both CW and pulsed excitation, quantitatively listed in

table 9.18. The confinement time of the single-particle strongly depends upon

the average power and wavelength of the trapping beam. With an increase in the

average power, asymmetricity of the optical trap increases due to the dominance

of scattering force over gradient force under pulsed excitation. The asymmetricity

of the potential well is more under pulsed excitation than CW excitation. Because

under CW excitation, the nonlinear effect does not contribute significantly due to

less average power. Therefore, increasing average power leads to a monotonic

increase in both absolute potential and escape potential. The wavelength of the

trapping beam also plays an important role, whether the wavelength we are

using is resonant or non-resonant. In the case of resonant, thermal effects are

prominent under CW excitation as well. Since we are working in the non-resonant

scenario, no thermal effects are observed under CW excitation, whereas, under

pulsed excitation, TPF is observed. Consequently, thermal effects are observed

due to the accumulation of kinetic energy over time. Thus, no such behavior

is observed under CW excitation. Hereafter, all the analysis done under pulsed

excitation only.

Figure 9.27a shows the drag, figure 9.27b shows the adjustment of the particle

Power (mW) Confinement time (s)

4.70 > 1560 min

9.40 558.14 ± 28.96

14.10 169.13 ± 25.95

18.80 102.47 ± 23.91

23.50 57.96 ± 3.75

28.20 42.87 ± 5.98

31.96 7.15 ± 2.51
Tab. 9.18.: The confinement time for single particle under pulsed excitation at different

average power.

at the bottom of the potential well, figure 9.27c shows the confinement time, and
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Fig. 9.27.: Plots of the backscattered signal of a single particle confined in an asymmetric
potential well a) drag, b) adjustment, c) confinement time, and d) ejection of
a single particle under pulsed excitation at 18.80 mW average power.

figure 9.27d shows the ejection of a single particle inside the potential well at

18.80 mW average power under pulsed excitation. A similar feature is observed

under CW excitation as well, but it is difficult to get information about ejection

dynamics because under CW excitation particle is quite stable.

Note: The drag and adjustment dynamics of the single-particle are collected at

both 400 ns and 400 µs time intervals, whereas the ejection dynamics is at 400 µs

time interval only because adjustment dynamics for CW excitation is not apparent

at 400 µs time interval. Both 400 µs and 400 ns time interval data follows a

similar trend, and quantitatively all the values listed in the tables 9.19, 9.20, 9.21,

9.22, 9.23, and 9.24. Ejection dynamics also capture at 400 ns time interval but

at 9.40 mW average power where particle confinement time is around 600 s.

So, the capturing ejection dynamics at 400 ns time interval is difficult because

the transfer rate of data collection is limited. At low average power, getting

information about drag, adjustment, and ejection dynamics from the raw data

is difficult because of the signal to noise ratio increases when average power

decreases. So, all data shown in plots are from 9.40 mW onward.
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9.3.3.1. Drag dynamics

The drag time of a single particle decreases with an increase in average power

under both CW and pulsed excitation because drag time is proportional to the

steepness of the potential well. Since steepness increases with average power,

particle takes less time in drag at high average power. The noticeable point here

is that drag time varies nonlinearly with average power under both CW and

pulsed excitation. However, nonlinearity is more under pulsed excitation than

CW excitation, as shown in figure 9.28.

Fig. 9.28.: Plot of drag time against average power under both CW and pulsed excitation.

Power (mW) Pulsed excitation (s) CW excitation (s)

4.70 —- 0.0162 ± 0.0036

9.40 0.0079 ± 0.0013 0.0078 ± 0.0032

14.10 0.0056 ± 0.0019 0.0044 ± 0.0013

18.80 0.0029 ± 0.0007 0.0034 ± 0.0009

23.50 0.0027 ± 0.0008 0.0027 ± 0.0006

28.20 0.0019 ± 0.0006 —-

31.96 0.0016 ± 0.0006 —-
Tab. 9.19.: The drag time for single-particle under both CW and pulsed excitation at

different average power at 400 ns time interval.
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Power (mW) Pulsed excitation (s)

4.70 —-

9.40 —-

14.10 0.0053 ± 0.0019

18.80 0.0038 ± 0.0024

23.50 0.0024 ± 0.0010

28.20 0.0020 ± 0.0006

31.96 0.0017 ± 0.0005
Tab. 9.20.: The drag time for single-particle under pulsed excitation at different average

power at 400 µs time interval.

9.3.3.2. Adjustment dynamics

The adjustment time of a single particle depends on both steepness and equilib-

rium position of the potential well. Since increasing average power increases Uabs
and shifts the equilibrium position towards the positive axial direction, which

results in decreasing the adjustment time, thence, at high average power, particle

adjusts itself with a faster rate as shown in figure 9.29. To determine the adjust-

ment time from the TPF signal corresponds to the backscattered signal, we fit

the TPF signal to three exponential and observed that time constants are of the

order of a few tens of seconds, second, and millisecond respectively (tables 9.17).

From the backscattered signal, we observed that adjustment dynamics happen

in the millisecond time scale, so we can say that the millisecond component of

the TPF signal contains adjustment dynamics information. But the millisecond

component of TPF and backscattered signals are not matching because the TPF

signal contains information of both photo-bleaching and adjustment dynamics,

and deconvolution of these two signals is difficult, so getting information about

adjustment dynamics from TPF signal is arduous.

Comparison of drag and adjustment dynamics

On comparison of drag and adjustment time, it can be observed that with an

increase in average power, drag time decreases with a faster rate than the ad-

justment time. At low average power, drag time is more than the adjustment

time; however, at high average power, the adjustment time is more than the drag

time. Because the dragging of the particle only depends on the steepness of the

potential well, which is directly related to average power, but adjustment time
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Fig. 9.29.: Plot of adjustment time against average power under both CW and pulsed
excitation.

Power (mW) Pulsed excitation (s) CW excitation (s)

4.70 —- —-

9.40 —- 0.0021 ± 0.0009

14.10 0.0037 ± 0.0003 0.0035 ± 0.0008

18.80 0.0034 ± 0.0005 0.0032 ± 0.0011

23.50 0.0031 ± 0.0007 0.0029 ± 0.0006

28.20 0.0023 ± 0.0005 —-

31.96 0.0020 ± 0.0004 —-
Tab. 9.21.: The adjustment time for single-particle under both CW and pulsed excitation

at different average power at 400 ns time interval.

Power (mW) Pulsed excitation (s)

4.70 —-

9.40 —-

14.10 0.0056 ± 0.0016

18.80 0.0051 ± 0.0015

23.50 0.0046 ± 0.0013

28.20 0.0044 ± 0.0009

31.96 0.0035 ± 0.0008
Tab. 9.22.: The adjustment time for single-particle under pulsed excitation at different

average power at 400 µs time interval.
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depends on both steepness and equilibrium position of the potential well. The

increase in average power results in shifting the equilibrium position towards

positive axial direction due to the significant contribution of the scattering force.

Wherefore, the contribution of steepness in adjustment time proportionally varies

with drag time, but shifting in the equilibrium position results in increasing overall

time constant for adjustment time. Thus, at low average power drag time is more

than the adjustment time and at high average power, the case is reversed.

Justification of adjustment dynamics due to particle alone

To verify the decay, which we have observed just after the immediate rise is only

particle effect, not due to the amount of light collected through the objective. We

have performed the experiment by changing the surrounding medium. We have

done a comparative study for two different types of medium: water and water-

glycerol mixture (75:25; water: glycerol). The obtained drag and adjustment

times for water-glycerol medium are ∼28.08 ms and ∼10.26 ms, whereas, for

water medium, ∼3.82 ms and ∼5.07 ms at 18.80 mW average power under

pulsed excitation. The drag and adjustment time of the trapped particle inside the

water-glycerol medium should be longer than that of the water medium because

it is denser medium.

Another point to be noticed is that at similar average power, in the water-glycerol

mixture, drag time is more than the adjustment time, whereas, for water medium,

the case is reversed. This is because the relative refractive index (which is a crucial

quantity that dictates the optimal power for a stable optical trap) is different for

both water and water-glycerol mixture. Corresponding optimal power is higher

for the water-glycerol mixture. Thus, the drag and adjustment dynamics of a

trapped particle in the water at high average power is similar to the dynamics

observed at low average power in the water-glycerol mixture. For example, the

trend of the drag and adjustment time we observed at ∼18.80 mW average power

for water-glycerol mixture should be similar to the trend we observed at ∼4 mW

average power for water medium. As shown in figures 9.28 and 9.29, at low

average power, drag time is more than adjustment time, and the case is reversed

at high average power. Consequently, drag time is more for the water-glycerol

mixture than adjustment time at 18.80 mW average power.

From this discussion, it is apparent that the decay we obtained in the backscattered
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signal just after the immediate rise is due to trapped particle adjustment at the

equilibrium position and not due to instrumental data collection.

9.3.3.3. Peak intensity of the backscattered signal

The peak intensity of the backscattered signal just after drag varies linearly with

average power under both CW and pulsed excitation, as shown in figure 9.30. At

low average power, peak intensity corresponding to CW excitation is more than

pulsed excitation; however, the case is reversed at high average power. Because

at high average power, nonlinear effect contributes significantly under pulsed

excitation, and it can be predicted that a further increase in average power results

in nonlinearly varying the peak intensity.

Fig. 9.30.: The plot of peak intensity of the backscattered signal against average power
under both CW and pulsed excitation.

9.3.3.4. Confinement time

Figure 9.31 shows that with increasing average power, the confinement time of

a single coated particle is decreasing as the asymmetricity of the trap increases

while Uesc decreases; quantitatively listed in table 9.18.

9.3.3.5. Ejection time

Figure 9.32 shows the ejection time against average power, and it is observed that

an increase in average power results in a decrease in the ejection time because,

asymmetricity of the potential well increases along the axial direction, quanti-

tatively listed in tables 9.23, and 9.24. The slope of Uesc becomes flatten along
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Fig. 9.31.: Plot of confinement/trapping time of a single particle against average power
under both CW and pulsed excitation.

the axial direction with increasing average power, which results in decreasing

the ejection time because the ejection of the particle is always along the axial

direction.

Fig. 9.32.: Plot of ejection time of a single-particle against average power under pulsed
excitation.

9.3.3.6. Mapping of confinement time with potential height

As per the above discussion, the confinement time of the coated single-particle

decreases, as shown in figure 9.31, because it is strongly dependent on the asym-

metricity of the optical trap which is indirectly proportional to the average power

of trapping beam. In figures 9.33, we have shown one to one mapping of potential
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Power (mW) Pulsed excitation (s)

4.70 —-

9.40 —-

14.10 0.1174 ± 0.0409

18.80 0.0772 ± 0.0150

23.50 0.0606 ± 0.0171

28.20 0.0308 ± 0.0234

31.96 0.0209 ± 0.0208
Tab. 9.23.: The ejection time for single-particle under pulsed excitation at different

average power at 400 ns time interval.

Power (mW) Pulsed excitation (s)

4.70 —-

9.40 0.1647 ± 0.0227

14.10 0.0829 ± 0.0402

18.80 0.0768 ± 0.0111

23.50 0.0702 ± 0.0243

28.20 0.0544 ± 0.0127

31.96 0.0170 ± 0.0131
Tab. 9.24.: The ejection time for single-particle under pulsed excitation at different

average power at 400 µs time interval.

by using e−U/kBT ∝ 1
tconfinement

. From the theoretical results, it is apparent that

increasing power first increases the confinement time then decreases. Therefore,

at low average power (5.14 mW), particle confinement time is long enough

that (> 1 hour) even before capturing the ejection dynamics, another particle is

dragged into the potential well. Also, the theoretical plots of Uesc against average

power indicate a mismatch between the theoretical and experimental results,

which could be because we did not incorporate the hydrodynamic effects (for

example, a change in convection current, etc). The stable maxima are obtained

theoretically at ∼20 mW average power when only OKE is incorporated while

incorporating nonlinear thermal effects along with OKE results in a shift in stable

maxima from ∼20 mW to ∼9 mW. However, experimentally, it is observed at ∼5

mW average power. A detail discussion on thermal nonlinear effect is given in

appendix F.
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Fig. 9.33.: a) The plots of confinement time vs average power for uncoated particles,
and b) plots of potential/escape potential vs time for uncoated particles. The
measured pulsed width while performing the experiment using PMT pulse
widths is ∼ 460 fs for uncoated particles.

9.3.4 Proposed model for single particle dynamics
From the above discussion, it can be inferred that when the particle is dragged

towards the focal volume, it tries to adjust itself at the equilibrium position,

followed by stabilizing the particle. The particle starts accumulating energy,

which conserves the momentum through thermal fluctuations, and eventually,

particle leaves the trap. Accordingly, figures 9.34a to 9.34e show all five steps for

motion of a single particle under pulsed excitation. A similar feature is observed

under CW excitation as well, but it is difficult to get information about (thermal)

fluctuation and ejection dynamics because under CW excitation particle is quite

stable within the observation window. Accordingly, figures 9.34f to 9.34j show

the schematic of the proposed model depicting the highly skewed potential along

the axial direction and 2D representation of optical trapping along both radial

and axial directions, respectively. Initially, the particle is dragged towards the

focal volume due to a steep (three-dimensional) gradient potential, which is

minimum at the geometric focus; subsequently, the particle moves forward due to

(axial) scattering force, adjusting itself to the global potential minimum which is

slightly ahead of the focus. In conclusion, the trapping dynamics can be described

in five sequential steps: 1) drag, 2) adjustment, 3) equilibration, 4) (thermal)

fluctuation, and 5) ejection. Theoretically, it can be seen through one to one

mapping with the phase space trajectory by the change in the magnitude of

velocity vectors of the single-particle, as shown in figure 6.23.
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Fig. 9.34.: a) to e): Plots of the backscattered of a single particle during optical trapping
under pulsed excitation at 18.80 mW average power depicting sequential
steps. Color: blue curve corresponds to raw data, and black correspond to
sigmoidal fit (drag and ejection) or exponential (adjustment) fit raw data.
Bottom panel: f) to j) A proposed model for trapping dynamics along axial
and radial directions depicting the sequential event. Note the global maxima
z = z0 is shifted from geometric focus (z = 0).

9.3.5 Backscattered and TPF signal analysis for two
particles dynamics

Fig. 9.35.: Plots of backscattered and TPF signals for two particles dynamics at 18.80
mW average power under pulsed excitation.

The backscattered signal in figure 9.35a reveals that initially, a particle is dragged

inside the optical trap, and sometimes later, the second particle is dragged, which
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are also marked by a concomitant rise in TPF signal. Figure 9.35b shows another

set of data for two particles. The height of the TPF signal alone is inadequate to

give information about the second particle because the first particle gets photo-

bleached while trapping, whereas the height of the backscattered signal changes

significantly, which reveals the confinement of the second particle inside the

optical trap along with the first particle. The critical point here is that the height

of the TPF signal is same for both the cases. In figure 9.35a, first particle went

out from the trap because the moment the second particle is dragged, the first

particle has accumulated enough energy to cross the barrier. Therefore, a small

momentum kick can throw particle out from the trap, and that momentum kick

provided by the second particle when it is dragged. As a result, the first particle

leaves the trap. In figure 9.35b, the first particle does not accumulate enough

energy when the second particle is dragged. Also, the collision of the second

particle with the first particle can not provide enough energy to cross the barrier;

consequently, both particles stay back in an optical trap. Whether both particles

are confined in the trap or the first particle leaves the trap depends on the amount

of energy accumulated by the first particle until the second particle is dragged,

and the energy required to cross the barrier is different for different average

power. TPF signals look similar for both the cases, but processes are different,

which can be analyzed through the backscattered signal. Thus, both signals have

a significant contribution to revealing the complete particles dynamics.

Figure 9.36 shows the simultaneous detection of backscattered and TPF signals

Fig. 9.36.: Plots of backscattered and TPF signals for second particle dragging, data
collected at a) 400 µs, and b) 400 ns time intervals at 18.80 mW average
power under pulsed excitation.

for two particles confined in an optical trap under pulsed excitation at 18.80

mW average power at 400 µs (figures 9.36a) and 400 ns (figures 9.36b) time
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interval. The zoomed plot in figure 9.36a shows the drag of the second particle,

and drag shows a smooth rise for both backscattered and TPF signals. Figure

9.36b shows the drag of the second particle for another set of data collected at

400 ns time interval. The rise of the backscattered signal is oscillatory. However,

these oscillations can be observed in 400 ns time interval data, but not in 400

µs interval data, whereas TPF rise is smooth in both the cases since the first

particle gets photo-bleached. This oscillatory nature of rising is coming due to the

interference between the backscattered signal of the trapped particle and dragged

particle.

9.4 Probing dynamics through simultaneous
detection of backscattered signal and video
microscopy
Later, we demonstrate the modulation of optical trap using trap stiffness and im-

mobilization dynamics of the 1 µm uncoated polystyrene particle by simultaneous

detection of video microscopy and backscattered signal detection.

9.4.1 Single particle dynamics
Figure 9.37 shows the single uncoated particle dynamics when the particle is

confined within a nonlinear optical trap at 14.10 mW average power under

pulsed excitation. For clear visualization, the data is plotted with 10-point moving

averaging of raw data. However, all the data analysis has been done for raw

data. A similar trend is observed that trapping occurs in five sequential steps, as

discussed above for coated particles. The drag, adjustment, and ejection time

corresponding to the signal are shown in figure 9.37a are 11.8 ms, 4.68 ms,

and 5.57 ms, respectively. Figure 9.37b shows the corresponding transmitted

wide-field microscopy images of drag, adjustment, and ejection dynamics. Figures

9.37c-d show the position distribution along x- and y-axis, and figure 9.37e shows

trajectory of a single particle when it is confined within optical trap corresponding

to backscattered signal shown in figure 9.37a. Figures 9.37f-g show the x and y

position of the confined particle against time and the trap stiffness kx, ky and kr for

the confined particle are ∼ 40.17 pN/µm, ∼ 29.41 pN/µm and ∼ 23.73 pN/µm

respectively. The difference in trap stiffness along x- and y-axis, which might
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be due to asymmetry in the beam profile or slight slope/tilt in the sample stage.

Moreover, under pulsed excitation, nonlinear effects also contribute significantly

to this power level. Figure 9.37h shows the trap stiffness measurement over 20 sec

time window to estimate the particle dynamics when the particle leaves the trap,

where the circle represents the experimental data, and the solid line represents

the exponential fit. It is observed that as the particle moves out from the trap, it

experiences more and more asymmetry along the axial direction, which results in

increasing the amplitude of motion along the radial direction. Hence, the trap

stiffness decreases. Under pulsed excitation, the harmonic approximation is valid

when the particle is at the equilibrium position. When particle leaves the trap, it

experiences the more asymmetric part of the well, which is characterized by a

lower trap stiffness due to a progressive change in curvature of the well. A similar

Fig. 9.37.: a) The plot of the backscattered signal, b) corresponding transmitted wide-
field microscopy images of the particle to map drag, adjustment, and ejection;
the plots of position distribution along c) x-axis, d) y-axis, e) xy trajectory;
the plots of the variation of f) x-position against time, g) y-position against
time, and h) evolution of trap stiffness evaluated at every 20 sec time interval
at 14.10 mW average power under pulsed excitation for a single confined
particle within nonlinear optical trap.
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trend is observed for uncoated particles as coated particles for confinement, drag,

adjustment, ejection, and trap stiffness changes at different average power, as

shown in figure 9.38a-e. In figure 9.38f, we have also shown the trap stiffness

against average power, and it can be seen that as power increases trap stiffness

increases, however, at low average power trap stiffness along x-axis and y-axis is

approximately equal, but the deviation between the trap stiffness increases with

increase in average power due to significant contribution of nonlinear effects and

asymmetry in radial beam profile. Also, the trap stiffness measurement over a

small time window (as shown in figure 9.37h) decays with a faster rate as average

power increases because escape potential is decreasing, so the curvature of the

potential changes rapidly.

Fig. 9.38.: The plots of a) confinement time, b) drag time, c) adjustment time, d)
maxima of backscattered signal, e) ejection time, and f) trap stiffness against
average power for a single confined particle within nonlinear optical trap
under pulsed excitation.

9.4.2 Two particles dynamics
Figure 9.39a shows the backscattered signal (from point detection) for two

particles confined in the optical trap at 14.10 mW average power. The sudden

rise in the backscattered signal (marked by 3) indicates the drag of the second

particle. The notable point here is that this rise is not followed by any decay in

the signal (that we called adjustment in the above discussion). This is because

the shift in the equilibrium position is significant for the first particle, but when

second particle is dragged, the optical trap is already modulated by the first

particle, so further modulation effects are not evident because the observed signal

is an integrated signal for both the trapped particles. Eventually, both particles
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leave the trap (marked as 4 in figure 9.39a), but this is one of the cases, there

is also a possibility that one particle leaves the trap earlier and one stays back.

Figure 9.39b shows the corresponding transmitted images of drag of second/latter

Fig. 9.39.: a) The plot of the backscattered signal for two particles, b) corresponding
transmitted wide-field microscopy images of the particles to map drag of
latter particle when the first particle is residing inside the nonlinear optical
trap and ejection of both the particles; the plots of position distribution along
c) x-axis, d) y-axis, e) xy trajectory at 14.10 mW average power; and f)
x-axis, g) y-axis, h) xy trajectory at 23.50 mW average power under pulsed
excitation for confinement of two-particle within the nonlinear optical trap.

particle and ejection of both the particles along the axial direction. Figures 9.39c-

d show the distribution of particle position along x- and y-axis, and figure 9.39e

shows the trajectory of particles inside the nonlinear optical trap at 14.10 mW

average power; here blue color represents the trajectory of a single particle, and

green color represents the trajectory when two particles are confined within the

optical trap. A shift in the mean position of the particle’s trajectories is obtained

from one to two particles confinement within the optical trap, from x = −21.24
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nm, y = 5.67 nm to x = 5.59 nm, y = −1.47 nm, respectively. However, when two

particles are present within the optical trap, fluctuations in the particle position

increase rapidly due to the collisional degree of freedom. Since particle adjusts

itself along the axial direction, the deconvolution of both particle trajectory

individually is complicated. In addition, the position distribution along x- and

y-axis are merged in such a way that it is difficult to deconvolute them, can be

seen from the figures 9.39c to 9.39e. This might be because the overall number

of frames is more since the particle stays ∼505 sec, so accordingly, the number

of frames is ∼75750. Hence, a clear distribution can not be seen along both

the x- and y-axis. However, a clear shift in the particle’s position distribution

and trajectories can be seen from figures 9.39f-h, because at 23.50 mW average

power where particle confinement time ∼84 sec, and asymmetry is more at high

average power so that shift can be detectable easily. Accordingly, we can see

two clear distribution along both x- and y-axis, and shift in the trajectory of the

particles as shown by the double-sided black arrow in figure 9.39h. Afterward, we

Fig. 9.40.: a) The plots of latter particle a) drag, and b) ejection time in two particles
dynamics against average power under pulsed excitation.

have also studied the drag time of second/latter particle and ejection time (when

both particles eject together) against average power, as shown in figures 9.40a-b.

It can be seen that drag time for the second particle decreases with increasing

average power because of the steepness of the potential increases significantly.

Similarly, ejection time also decreases with increasing average power because

asymmetry is more, so trap becomes smoothen towards ejection direction. The

notable point here is that at low average power, particle confinement time is

so long that detecting dynamics for the second particle is a bit difficult because

sample aggregates over time; hence, the local field modulates itself. At very

high average power, the escape potential is not enough to confine two particles.

Consequently, when the second particle is dragged, both particles leave the trap
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immediately. Moreover, the drag time for the second particle is different from

the first particle drag time because the second particle experiences a modulated

optical potential due to the presence of the first particle.

Fig. 9.41.: a) The plot of the backscattered signal for multiple (more than two) particles,
b) corresponding transmitted wide-field microscopy images of the particles
to map drag of second and third particle when first and among one of two
particles is residing inside the nonlinear optical trap respectively. The plots of
particle position along c) x-axis, d) y-axis against time, and e) xy trajectory
of confined particles within the nonlinear optical trap at 14.10 mW under
pulsed excitation.

9.4.3 Multiple particles dynamics
Figure 9.41a shows the backscattered signal (from point detection) of more than

two particles trapping inside a nonlinear optical trap at 14.10 mW average power.

A sudden rise of the signal indicates the drag of the third particle (marked by 4),

as shown in the zoomed window of the first red circle of figure 9.41a. The decay

in the signal followed by a sudden rise indicates the ejection of one of the residing

particles, not the adjustment. Depending on the particle size, wavelength of

trapping beam, and NA, more than two particles can not stay together inside the

optical trap because of the limitations of the focal volume. The zoomed window

of the second red circle shows the ejection of both the particles (marked by 5).

The corresponding transmitted wide-field microscopy images are shown in figure

9.41b. Here, the yellow dotted circle represents the trap center, and the red arrow

shows the drag direction of the second and third particles. From these images, it

is very clear that when the third particle is dragged, one of the exiting particles
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has to leave the trap, which is marked by the blue circle, and the particle is not

seen with a clear vision because ejection is along the axial direction. Figures 9.41c

and 9.41d show the plots of x- and y-position of the particles against time, and a

shift in the mean position of the particles (a diagonal shift most likely, although

this shift can be in any direction) is observed when second or third particles

are dragged within the focal volume. The red circle marks the drag of the third

and ejection of one of the existing particles. Figure 9.41e shows the trajectories

of the particles here, blue represents the trajectory of a single particle, green

represents the trajectory after the drag of the second particle, and red represents

the trajectory after the drag of third particle and ejection of the existing one. The

shift in the mean positions of the particle trajectories are also mentioned. Similar

behavior is observed at different average power as well.

9.5 Conclusion
We have observed from the experimental evidence that the TPF signal alone

is inadequate to get information about particle dynamics as particle gets pho-

tobleached while trapping. From the height of the TPF signal, it is difficult to

predict whether the particle is still trapped or not. Since we are not able to get

information about particle dynamics from the TPF signal, getting information

about second particle dynamics is even more difficult.

To get the complete information about particle dynamics, the backscattered signal

is the appropriate quantity because it is present as long as the particle is con-

fined within the optical trap. The height of the backscattered signal increases

significantly when another particle is trapped, which helps to detect the dynamics

of two particles. When a single particle is trapped, firstly, it tries to stabilize

at the equilibrium position, then accumulate energy over time and emit in the

non-radiative form to conserve the momentum. This non-radiative energy results

in increasing the thermal fluctuations of the particle along both radial and axial

directions over time. Due to an increase in the thermal fluctuations, the particle

crosses the escape potential and leaves the trap. We proposed a hypothetical

model accordingly which gives direct evidence of mapping the nonlinear nature

of optical trapping potential along with a detailed theory of trapping including

optical Kerr effect independent of particle size under pulsed excitation.

To the best of our knowledge, it is the first time the direct experimental mapping

of the nonlinear nature of optical trapping potential under pulsed excitation,

including optical Kerr effect independent of particle-size with a detailed theory of
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trapping has been performed. Most experimental groups rely on the TPF signal

to detect and analyze the trapped particle dynamics, but we have shown that

the TPF signal alone is not adequate since it gets photo-bleached while trapping.

Therefore, backscattered data is more appropriate to get information about the

particle dynamics as the signal stays throughout the particle confinement. Thus,

through the simultaneous detection of both the signals, we can study the detailed

dynamics of a trapped particle. From the study, we have observed that the trap-

ping occurs in five sequential steps: drag, adjustment, equilibration, fluctuation,

and ejection. We have proposed a model by integrating all these processes which

may apply to various kinds of the system such as the hard-sphere, lipids, etc. Also,

we have rigorously analyzed the effect of nonlinearity on each of these processes

by changing the average power for a trapped particle and shown a direct mapping

with theoretical results. Considering the wide range of practical applications

of optical tweezer, we envision the far-reaching application of tuning trapping

force/potential by harnessing optical nonlinearity.
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10Optical Trapping of 100 nm

dielectric nanoparticles

10.1 Introduction
We now extend our dynamical study from µm (as discussed in chapter 9) to

nm particles. In this chapter, experimentally, we have explored the dynamics

of nanoparticles by TPF signal detection using CMOS camera and simultaneous

detection of TPF and backscattered signals for 100 nm polystyrene nanoparticles.

We also discuss methods of analysis of the signal and show how moving-averaging

of the raw data can help in extracting a tiny signal embedded within a huge noise

floor, however, at the expense of losing valuable information on particle trapping

dynamics.

10.2 Result and discussion
10.2.1 TPF analysis
We explored the dynamics of 100 nm polystyrene beads using high repetition-rate

Ti-Sapphire oscillator pulsed laser with gaussian beam profile. The data for both

linearly polarized (LP) and circularly polarized (CP) light at 50 mW average

power is shown in figure 10.1. We have collected TPF signal for a particle while

it is trapped and how TPF decays with time. The signal is collected using a CMOS

camera and the counts are extracted by using the software Tracker (Open Source

Physics).

Fig. 10.1.: Plots show the TPF signal counts versus time for Linearly Polarized (LP) and
Circularly Polarized (CP) light for a concentrated solution.
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Fig. 10.2.: Plots show fitted curves for the TPF signal counts (normalised counts ver-
sus time) for a single particle (marked in blue in figure 10.1) for Linearly
Polarized (LP) and Circularly Polarized (CP) light.

Polarization a τ1 b τ2 τavg R2

Linear 0.03 3.83 0.97 0.02 0.12 0.97

Circular 0.07 2.07 0.93 0.05 0.19 0.93
Tab. 10.1.: Fitting parameters for the TPF signal collected for a single particle after

normalization.

We are exploring the dynamics of 100 nm polystyrene beads using high repetition-

rate Ti-Sapphire oscillator pulsed laser with a gaussian beam profile. The data for

both linearly polarized (LP) and circularly polarized (CP) light at 50 mW average

power is shown in figure 10.1. We have collected the TPF signal for a particle

while it is trapped and how TPF decays with time. The signal is collected using a

CMOS camera, and the counts are extracted by using the software Tracker (Open

Source Physics).

f = a ∗ exp
(
− x
τ1

)
+ b ∗ exp

(
− x
τ2

)
(10.1)

where, we are following the criteria, a + b = 1. From table 10.1 it can be seen

that the lifetime is changing with the change in polarization of light. It can also

be observed from figure 10.2 that the average lifetime of TPF differs by orders of

magnitude for different polarization. The possible reason for decaying the TPF

signal over time could be the particle getting photo-bleached.

Here, average life is calculated as:

τavg = a ∗ τ1 + b ∗ τ2

a+ b
(10.2)
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In conclusion, we can say that the CMOS camera is not a sensitive detector as

the TPF signal alone can not provide a detailed dynamics of single particles.

The detection of the backscattered signal using the CMOS camera for 100 nm

polystyrene bead is very difficult since the amount of backscattered signal is very

less. So, it is very hard to tell about the stability of the trap. Therefore, we have to

do simultaneous detection of TPF and backscattered signals to gather information

about particle dynamics by using more sensitive detectors like PMTs.

10.2.2 Simultaneous detection of TPF and
backscattered signals
Figure 10.3 shows backscattered and TPF signal for a single 100 nm polystyrene

particle suspended in water at 9.40 mW (figure 10.3a) and 28.2 mW (figure 10.3b)

average power respectively where blue curves correspond to the backscattered

and red curves correspond to the TPF signal. The data collected at 400 µs time

interval.

Figures 10.3c and 10.3d show the 100-point moving averaging of the raw data in

figures 10.3a and 10.3b respectively. From the amplitude of both signals and the

nature of the TPF signal at this power, it appears that most likely, a single particle

is trapped. It can be seen that in raw data, both backscattered and TPF signals

are not distinguishable at different average power, but after moving-averaging

(over 100 data points), it is very clear in 9.40 mW average power (figure 10.3c).

However, at 28.2 mW average power trapping signal is not very clear even after

moving-averaging (marked within a circle in figure 10.3d) since at high average

laser power background noise ratio is also increased significantly. It is clearly

observed that the TPF signal rapidly decays over time due to photo-bleaching, and

the backscattered signal persists as long as the particle is trapped. However, the

TPF signal is useful to distinguish whether a (TPF) particle is trapped instead of a

dust particle, which may also contribute to the backscattered signal. Therefore,

simultaneous detection of both types of signals is necessary to track the particle’s

motion.

Figure 10.4 shows backscattered and TPF signal for a sample after prolonged

(more than 3 hours) exposure when trapping of clusters (i.e. aggregates of 100

nm polystyrene particles suspended in water) were observed at 9.40 mW average

power. Figures 10.4b shows the 100 point moving-averaging of raw data in figure

10.4a. It can be seen that after moving averaging data shows a smooth rise in
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a) b)

d)c)

Fig. 10.3.: Plots of TPF and backscattered signals from a trapped single 100 nm fluores-
cent particle suspended in water at 9.40 mW (a & c) and 28.20 mW (b & d)
average power respectively; top panel (a & b) corresponds to raw data and
bottom panel (c & d) corresponds to the 100-point moving averaging of the
raw data.

both backscattered and TPF signal. In figure 10.4a zoomed-in, the plot shows

a sudden rise in signal followed by immediate fall, which may be due to PMT

response or early time signal captured when the particle is adjusting inside the

potential well. However, if we increase the number of data points more and

more for moving averaging, then this early ‘rise followed by fall’ feature is lost by

smoothing the data, and it becomes more difficult to get significant information

about the particle’s dynamics inside the potential well.

The rise part of the signal was fitted with a Sigmoidal (Boltzmann fit):

f = A2 + A1 − A2

1 + e
t−t0
dt

(10.3)

Figures 10.4c and 10.4d show the sigmoidal fit to the rise part backscattered

data corresponds to figures 10.4a and 10.4b. In all these plots, the baseline is

corrected according to A1 and time zero is chosen corresponds to t0 .
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a) b)

d)c)

Fig. 10.4.: Plots of trapping signal for a cluster of 100 nm particle suspended in water
at 9.40 mW average power a) raw data of TPF and backscattered signals;
b) 100 point moving-averaging of raw data shown in figure a; c) sigmoidal
fitting for backscattered data shown in figure a; b) sigmoidal fitting for 100
point moving-averaging of backscattered data shown in figure b.

Table 10.2 shows the sigmoidal fitting parameters for increasing the number of

data points in moving-averaging. It can be observed that as we increase the

number of data points, the fitting becomes better and smoother, but the rising

time also increases monotonically; consequently, we lose information about the

dragging of the particle inside the focal volume. We note that the time zero ( t0 )

remain the same, but A1 and A2 parameters decrease and increase respectively.

This is because, as the number of data points for moving averaging increases,

it becomes smoother and tries to maximize signal-to-noise ratio, which results

in a decrease in background noise (or equivalently the baseline, A1 ). However,

this also increases the window of averaging, allowing the inclusion of the data

points of the spike (corresponding to the adjustment dynamics), which results in

a simultaneous increase in maximum (or equivalently A2 ).

Figure 10.5 shows the FFT analysis of simultaneously detected signal for a

cluster of particles at 9.40 mW average power, where red, blue, black, gray,
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N A1 A2 t0 dt R2

Raw data 0.247 0.809 5.99 0.027 0.914

100 0.247 0.809 5.99 0.028 0.99

200 0.245 0.809 5.99 0.033 0.994

300 0.244 0.809 5.99 0.041 0.996

400 0.242 0.81 5.99 0.051 0.997

500 0.24 0.811 5.99 0.06 0.998

600 0.238 0.812 5.99 0.069 0.998

700 0.237 0.813 5.99 0.078 0.999

800 0.236 0.814 5.99 0.086 0.999

900 0.234 0.815 5.99 0.095 0.999

1000 0.233 0.817 5.99 0.103 0.999
Tab. 10.2.: The sigmoidal fitting parameter for increasing number of data points in

moving averaging; N : number of data points chosen for moving averaging.

green curves correspond to TPF, backscattered, fitted curve, residual, FFT signals

respectively. Figure 10.5a shows the decay of the TPF signal with time where the

red curve corresponds to the raw data, and the black curve corresponds to the

two exponential fits of the same. Figure 10.5b shows the residual signal obtained

by subtracting the fitted curve from raw data. Figure 10.5c shows the FFT of the

residual signal, and it can be observed that there are three frequencies (around 50

Hz, 150 Hz, and 250 Hz) as numbered (1, 2 and 3) in the zoomed inset. Figures

10.5d, 10.5e, and 10.5f are obtained in similar manner for 100-point moving

averaging of TPF signal. Figures 10.5g, 10.5h, and 10.5i are obtained by following

the same procedure for raw data of backscattered signal. It can be observed that

the same frequencies are also observed, as shown in zoomed inset figure 10.5i.

Figure 10.5j, 10.5k, and 10.5l are obtained in the similar manner for 100-point

moving averaging of backscattered signal. The FFT after moving-averaging does

not contain any unique frequency which implies that moving-averaging of signal

leads to a loss in the information about the particle’s dynamics. This behavior

is evident from the figures 10.6a, 10.6b, & 10.6c and figure 10.6d, 10.6e, &
10.6f for both TPF and backscattered signals respectively, which shows 5-point,

20-point and 45-point moving averaging of the backscattered signal at 9.40 mW

average power. It can be seen that loss in the information about particle dynamics

increases as the number of points in moving averaging increases for both TPF and
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Fig. 10.5.: Plots of trapping signal for a cluster of 100 nm particle suspended in water at
9.40 mW average power; first row (a-c) corresponds to TPF signal; second
row (d-f) corresponds to 100 points moving-averaging of TPF signal; third
row (g-i) corresponds to backscattered signal; fourth row (j-l) corresponds to
the 100 points moving-averaging of horizontal middle panel; however left
panel (a, d, g, & j) corresponds to the raw data; vertical middle panel (b, e,
h, & k) corresponds to the residual intensity obtained by subtracting fitted
curve from raw data; right panel (c, f, i, & l) corresponds to FFT of residual
signal.

backscattered signals. For 5-point moving-averaging, all the three frequencies

are present, whereas 20-point moving-averaging shows two frequencies, 45-point

moving-averaging shows one frequency, and 100-point moving-averaging shows

no frequency. Starting from raw data, as the number of averaging points increases
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(5-point, 20-point, 45-point, and 100-point), the frequency bandwidth decreases

from 1250 Hz to 500 Hz, 125 Hz, 55.55 Hz, and 25 Hz, respectively. However,

the trap stiffness could not be calculated as the number of particles in a cluster

(and, hence, the mass of the cluster) cannot be accurately determined from both

backscattered and TPF signals.

Fig. 10.6.: Plots of TPF and backscattered signals for a cluster of 100nm particle sus-
pended in water at 9.40 mW average power; top panel (a-c) corresponds
to the TPF signal, and bottom panel (d-f) corresponds to the backscattered
signal, where left panel (a & d) corresponds to 5-point moving-averaging,
middle panel (b & e) corresponds to 20-point moving-averaging, and right
panel (c & f) corresponds to 45-point moving averaging.

10.3 Conclusion
We have demonstrated simultaneous detection of the signal to capture optical

trapping dynamics of 100 nm polystyrene beads under high repetition rate fem-

tosecond pulsed excitation and discussed the analysis of data emphasizing the

usefulness and drawback of moving averaging method. From the FFT analysis

signal, it can be concluded that the number of points for moving-averaging should

be chosen judiciously in such a way that our signal should be smoothed enough

to extract the information about the particle trapping dynamics but not at the

expense of losing it.
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11Conclusion and future

direction

We have shown that under high-repetition-rate ultrafast pulsed excitation, the

optical Kerr effect plays a notable role in modulating the efficiency of optical

trapping of both dielectric and metallic particles. Also, we have identified that the

relevant parameter to quantify the trapping efficiency is escape potential along

the direction of propagation and not the absolute depth of the potential. We have

estimated the optimal average powers that lead to the most stable trap, which is

extremely important in direct trapping of any arbitrarily sized particles. We have

optimized the average power and particle size by fixing the other parameters in

numerical simulations for micron to nanometer-sized particles using different

theories such as dipole approximation, GO approximation, GLMT (using localized

approximation), and EMT.

For large-sized particles, we have used GO approximation in which first, we

have explored the role of OKE under pulsed excitation for the existing model

(2D distribution of rays). However, we have found that the appropriate way

to calculate the accurate force acting on the particle is to consider the rays as

a light cone. Thus, we have systematically developed a general methodology

for theoretically estimating optical force/potential in the GO limit using the

3D distribution of light cones for flat-top and Gaussian beam profiles, which

circumvents the limitations of earlier theoretical formulation of using the 2D

distribution of light rays for plane-wave excitation. Also, we compared our

general methodology with EMT and found a good agreement than the existing

model. Most importantly, we have shown that in GO approximation, the force

acting on the particle is dependent on the particle size which was earlier believed

to be independent of the particle size.

Next, we have addressed the issue of why high-repetition-rate ultrafast pulsed

excitation is advantageous over CW excitation. Earlier, it was believed that

pulsed excitation is advantageous for the trapping of nanometer-sized particles,

as particle size decreases Brownian motion increases, so, to compensate random

motion, we need very steep well to confine the particles. Apart from this, we

have also shown that by taking advantage of OKE under pulsed excitation, we

can trap the particles which have RI less than the surrounding medium, and

also hollow-core type particles which cannot be trapped under CW excitation.

We have determined that under CW excitation, particles having RI less than
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surrounding medium and hollow-core type particles show the repulsive nature

of force, whereas attractive nature of force under pulsed excitation at similar

conditions. Thus, it can be observed that there is a certain regime of RI where

CW excitation is unable to trap while pulsed excitation can trap the particles

under similar conditions. The case is reversed when the RI of the particle is

greater than the surrounding medium. If the particle has RI much higher than the

surrounding medium, it cannot be trapped under both CW and pulsed excitation

because scattering force dominates over gradient force and results in destabilizing

the trap. Therefore, both CW and pulsed excitations have their advantages and

disadvantages depending upon the RI of the particle and surrounding medium.

Similarly, for metamaterials, RI regimes exist corresponding to the different nature

of force/potential curves. In comparison with dielectric particles, the range of RI

is the same for metamaterial particles under CW excitation but different under

pulsed excitation for all regimes.

We have shown the trapping behavior of silver nanoparticles and studied the

effect of the optical Kerr effect under high repetition-rate femtosecond pulsed

excitation. The estimated forces on the small metal nanoparticles are larger than

that of polystyrene nanoparticles of the same dimension. Most significantly, we

observed the splitting of potential well into two wells along the axial direction

where an increase in average power first potential well appear and then disappear.

However, at high average power, a second well gets created while the first

potential well disappears. This is useful to study long-range interaction between

the nanoparticles since at least two particles can be trapped at two wells. No such

effect was observed in the case of CW excitation in the case of dielectric particles.

Experimentally, we have explored the dynamics of 100 nm and 1 µm polystyrene

bead under both CW and pulsed excitation using wide-field microscopy as well as

point detection mode.

We have observed experimentally that the TPF signal alone is inadequate to

get information about particle dynamics as the particle gets photo-bleached

while being trapped. To get the complete information about particle dynamics

backscattered signal is the appropriate measure because it is present until the

particle is confined within the optical trap. The height of the backscattered signal

increases significantly when another particle is trapped, which helps to detect

the dynamics of two particles. From the experimental results, it is evident that

trapping of the particle occurs in three steps: dragging, stabilizing, and ejection.

Since we are limited by fps of the camera while using the wide-field microscopy,
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we have repeated the same experiment using point mode detection and observed

that the trapping of the particle occurs in four steps rather than three steps.

While experimenting using wide-field microscopy, we are not able to capture the

adjustment dynamics. Consequently, the point detection method gives us rigorous

information about the particle dynamics than wide-field microscopy, and four

steps are as follows: dragging, adjusting, stabilizing, and ejection. Thus, when

a single particle is dragged, first, it tries to adjust at the equilibrium position

and stabilizes at the bottom of the potential well then accumulates energy over

time. Laser-induced heating results in increasing the thermal fluctuations of the

particle along both radial and axial directions over time. Due to an increase in the

thermal fluctuations, the particle crosses the escape potential and leaves the trap.

According to the experimental evidence, we have proposed a hypothetical model

of mapping the nonlinear nature of optical trapping potential along with a detailed

theory of trapping, including optical Kerr effect independent of particle size under

pulsed excitation. Also, we have discussed the analysis of data emphasizing

the usefulness and drawback of moving averaging method. From the signal

analysis, it can be concluded that the number of points for moving-averaging

should be chosen judiciously in such a way that our signal should be smoothed

enough to extract the information about the particle trapping dynamics, but not

at the expense of losing it. Considering the wide-ranging practical applications

of optical tweezer, we envision the far-reaching application of tuning trapping

force/potential by harnessing optical nonlinearity.

Our theoretical studies suggest that particles having RI less than the surrounding

medium, as well as hollow-core type particles cannot be trapped under CW

excitation, but it can be trapped under pulsed excitation utilizing the OKE. For

a coherent understanding, the theoretical inference should correlate with the

experimental observations. So, in the future, we will try to demonstrate it

experimentally and map with theoretical studies using EMT. Till now, for 100

nm polystyrene particles, only preliminary work has been done. First, we would

like to do a rigorous analysis of the experimental data for both these particles

using the EMCCD camera in wide-field microscopy and point detection mode.

We wish to explore the effect of OKE under pulsed excitation in the Maxwell

Stress Tensor method. For core-shell particles, so far, we have explored the dipole

approximation and GLMT approximation, so we would like to explore it using

EMT, which applies to all sized particles. As of now, there has no theoretical

calculation for core-shell particle under GO approximation; we would like to
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solve this challenging problem for a general 3D light cone method.

In metallic particles, we have investigated the behavior of silver nanoparticles

in an optical trap. Our next aim is to study the same for gold nanoparticles

(400 nm and 10-20 nm nanosphere) both theoretically and experimentally. Since

the nonlinear refractive index of gold is reported to be higher, we anticipate a

better trapping efficiency for these particles and that the splitting of the potential

well would occur at lower average power than that was observed in the case

of silver particles. Also, we would include heating effects into consideration, as

gold nanoparticles are more photothermally efficient. The effect of inter-band

transition near resonance excitation will be a formidable task to understand.
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AAppendix A: Electric field for

Gaussian beam

To write the electric field for any wave we have to use Maxwell’s equations.

Maxwell’s equations for free space can be written as [170, 171]:

5.E = 0 (A.1)

O× E = −dB
dt

(A.2)

5.B = 0 (A.3)

O×B = µ0ε0
dE

dt
(A.4)

In order to write the wave equation we have to solve Maxwell equation with

vector identity:

O×(O× E) = O (O.E)−O2E = O×
(
−dB
dt

)
= − d

dt
(O×B) = −µ0ε0

d2E

dt2
(A.5)

Similarly, we can solve for the magnetic field:

O2B (r, t)− 1
c2
d2B (r, t)

dt2
= O2E (r, t)− 1

c2
d2E (r, t)

dt2
= O2u (r, t)− 1

c2
d2u (r, t)
dt2

= 0
(A.6)

Using variable separable method we can consider u (r, t) = u1 (r)u2 (t) :

u2 (t)O2u1 (r)− 1
c2u1 (r) d

2u (t)
dt2

⇐⇒ O2u1 (r)
u1 (r) = 1

c2u2 (t)
d2u (t)
dt2

(A.7)

From the above equation, it can be seen that left hand side expression is a function

of radial part whereas right hand function is function of time only consequently

both are independent and can be applied to any general case by equating with

a separation constant and the constant −k2 is chosen for convenience in the

resulting solutions.

O2u1 (r)
u1 (r) = 1

c2u2 (t)
d2u (t)
dt2

= −k2 (A.8)
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O2u1 (r)
u1 (r) = −k2 ⇐⇒ O2u1 (r) + k2u1 (r) = 0 (A.9)

1
c2u2 (t)

d2u2 (t)
dt2

= −k2 ⇐⇒ d2u2 (t)
dt2

+ k2c2u2 (t) = 0 (A.10)

This equation is also known as Helmholtz equation. Here, the electric field is

taken to be a complex function which is given by E (x, y, z) = ψ (x, y, z) e−ikz and

equation becomes:

(
∂2ψ

∂x2 + ∂2ψ

∂y2 − 2ik∂ψ
∂z

)
e−ikz = 0 (A.11)

Now we apply paraxial approximation and assume that the solution of wave equa-

tion has cylindrical symmetry and hence can be rewritten in (r, φ, z) coordinates

instead of (x, y, z) :
1
r

∂

∂r

(
r
∂ψ

∂r

)
− 2ik∂ψ

∂z
= 0 (A.12)

Using hit and trial method the solution of the wave equation is:

ψ = Ae
−i
(
P (z)+ kr2

2q(z)

)
(A.13)

but this solution is valid for Gaussian beam TEM00 mode only. Using this equation

becomes:
k2

q2 (z)

(
dq (z)
dz

− 1
)
r2 − 2k

(
dP (z)
dz

+ i
1

q (z)

)
= 0 (A.14)

by equating the coefficient on both side

dq (z)
dz

= 1 (A.15)

dP (z)
dz

= −i 1
q (z) (A.16)

solution of these equations is used to write the electric field:

E (x, y, z) = E0
ω0

ω (z)e
−x

2+y2

ω(z)2 e−i
kr2

2R(z) e−ikzeiφ(z) (A.17)

In the above expression E0
ω0
ω(z)e

−x
2+y2

ω(z)2 is known as propagation amplitude factor;

where ω (z) = ω0

√
1 +

(
z
zR

)2
and zR is Rayleigh length, e−i

kr2
2R(z) is longitudinal
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phase factor, e−ikz is wave propagation factor and eiφ(z) corresponds to the phase

shift of wave to spherical wave front. Using this, force can be written as:

F = α

1
2O

(E0
ω0

ω (z)

)2

e
−

2(x2+y2)
ω(z)2

 (A.18)
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BAppendix B: Calculation of

polarizability

When a dielectric slab is placed inside a uniform electric field E, positive charge

displace along the direction of electric field and negative charge opposite to the

direction of field. Thus polarization P gets induced along the direction of electric

field whose direction is taken from negative to positive by convention

P = D − ε0E = ε0 (εr − 1)E (B.1)

Here, Etot = E + Eint ; E is applied field and Eint is a local field. In order to

calculate the local field, an infinitesimally small spherical cavity of radius r is

considered. The cavity is so small that the polarization vector P is not affected by

it.

According to Gauss law [170]:

∫
E.nds = q

ε0
= σ.area

ε0
⇐⇒ dEint = σ.area

4πr2ε0
(B.2)

Here r.n̂ = rsinθ and area = 2πrsinθ.rdθcosθ ; cosθ factor arises because direc-

tion of area and unit vector are pointing at angle θ . The surface charge densities

equal to | P| ≡ P and σ = −P.n̂ = −Pcosθ .

dEint =
∫ π

0

|P |cosθ.2πrsinθ.rdθcosθ
4πr2ε0

= |P |3ε0
(B.3)

which implies

Etot = E + |P |3ε0
(B.4)

P = Np = NαeEtot ⇐⇒ P = Nα
(
E + P

3ε0

)
⇐⇒ P

(
1− NαeP

3ε0

)
= NαeE

(B.5)

here p is dipole moment per atom and N is the number density (number of atoms

or molecules per unit volume) [170]. After substituting this:

ε0 (εr − 1)E
(

1− NαeP

3ε0

)
= NαE ⇐⇒ αe = 3ε0

N

(
εr − 1
εr + 2

)
(B.6)

This holds true when the surrounding medium considered as vacuum but if

the outside medium have different permittivity (medium) the above expression
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should be modified by replacing εr = ε1
ε2

; where ε1 is permittivity of dielectric

particle and ε2 is permittivity of medium. Electronic polarizability can be written

in terms of RI by using ε = n2 :

αe = 3ε0

N

(
m2 − 1
m2 + 2

)
(B.7)

here, m is relative RI. This is known as Clausius-Mossotti relation [172]. In the

field of the laser, the gradient force on an induced dipole is:

Fgradient = 4πε0a
3n2

m

(
m2 − 1
m2 + 2

)(1
2O

( 2
nmε0c

I (r)
))

= 2πnwa3

c

(
m2 − 1
m2 + 2

)
OI (r)

(B.8)
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CAppendix C: BSC for GLMT

The general expressions are derived from Maxwell’s equation and the validity of

approximation is verified by the same. The BSC mentioned here are applicable

only for symmetric Gaussian beam which can be written in different ways using

different approximation. In order to calculate the BSC, position of the object

matters either it lies on on-axis (beam axis and particle axis coincide) or off

axis (beam axis and particle axis are not coinciding). There are two BSC: gmn, TM
and gmn, TE , here one corresponds to transverse magnetic (TM) and another

corresponds to transverse electric (TE) wave component which can be expressed

as [109]:

gmn,TM = (2n+ 1)2

2π2n (n+ 1)Cpw
n

(n− |m|)!
(n+ |m|)!∫ π

0

∫ 2π

0

∫ ∞
0

Er (r, θ, φ)
E0

rψ(1)
n (kr)P |m|n (cosθ) e−imφsinθdθdφd (kr)

(C.1)

gmn,TE = (2n+ 1)2

2π2n (n+ 1)Cpw
n

(n− |m|)!
(n+ |m|)!∫ π

0

∫ 2π

0

∫ ∞
0

Hr (r, θ, φ)
H0

rψ(1)
n (kr)P |m|n (cosθ) e−imφsinθdθdφd (kr)

(C.2)

For on-axis scattering calculations, gmn, TM and gmn, TE reduce to gn and z0 = 0 if

beam axis and particle axis are coinciding. This can be calculated using three

different methods [107]:

Rigorous Method
This is the most general way to calculate the BSC without any numerical approxi-

mation for on-axis paraxial approximation [107]:

gn = 2n+ 1
(−1)n in−1πn (n+ 1)∫ π

0

∫ ∞
0

iQe
−iQ r2Sin2θ

ω2
0

+ikz0−ikrcosθ
krψ1

n (kr)P 1
n (cosθ) sin2θdθd (kr)

(C.3)

Here, Q = 1
i+ 2

l
(z−z0) ; where l = kω2

0 is spreading length, ω0 is beam spot size,

and k is propagation vector. This method is time consuming, it takes more than

an hour to calculate one coefficient.
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Finite Series Method
Finite series make expressions simpler and these expressions also called as rig-

orous expression because they are mathematically equivalent to the Quadrature

when light beam incident description satisfies the Maxwell’s equations. It was

observed that this method is faster than the quadrature method. BSC in this case

depend upon the value of n either it is odd or even and corresponding expressions

are [107]:

g2n+1 = iQeikz0
n∑
j=0

n!Γ
(
n+ j + 3

2

)
j! (n− j)!Γ

(
n+ 3

2

) (−4iQs2
)j

(C.4)

g2n+2 = 1
k
eikz0

p∑
j=0

n!Γ
(
n+ j + 3

2

)
j! (n− j)!Γ

(
n+ 5

2

) (A− jB

iQ

)(
−4iQs2

)j
(C.5)

Here, A = kiQ+ k 2
kl(i− 2z

l )2 − 2
l
εL (iQ)2 and B = −k 2iQ

kl(i− 2z
l )2 ; here s = 1

kω0
= ω0

l
.

When modified light beam incident on the particle in case for quadrature method

we have to change only quadrature integral while in finite series method we

have to all the analytical work from the beginning and significant program

modifications are required when the beam description is modified. In short, this

is not a general theory which is applicable for all type of incident beams.

Localized approximation
By taking the advantage of principle of localization of Van de Hulst a local-

ized approximation was developed which reduces computation time a lot and

corresponding expression is [107]:

gn = i
1

i+ 2 z−z0
k∗ω2

0

exp

−i 1
i+ 2 z−z0

k∗ω2
0


(
n+1/2

2π

)
λ

ω0

2 ∗ exp [ikz0] (C.6)

Here n is the order term of Bessel functions and spherical harmonics which can

vary from 1 to∞ .
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DAppendix D: Methods for

incorporating OKE

There are two methods to incorporate OKE into account, one is considering

nonlinearity susceptibility, and another is a nonlinear RI, which is rigorously

discussed below:

Method 1

In literature, two methods exist to incorporate the nonlinearity into account.

Since we know p = α.E ; here α is polarizability and E is applied an electric field.

Here, we have discussed both the methods and proved that at the end both are

same [173]:

p (r, t) = αe (r, t)
1− ιαe(r,t)k3

6πε0

|E (r, t) | (D.1)

α = αe (r, t)
1− ιαe(r,t)k3

6πε0

=
αe (r, t) + ι

(
αe(r,t)2k3

6πε0

)
1 +

(
αe(r,t)k3

6πε0

)2 (D.2)

αe (r, t) = 4πε0a
3
(

χ1 + χ3|E (r, t) |2
χ1 + χ3|E (r, t) |2 + 3

)
(D.3)

α =
4πε0a

3
(

χ1+χ3|E(r,t)|2
χ1+χ3|E(r,t)|2+3

)
+ i

(
16π2ε20a

6k3

6πε0

(
χ1+χ3|E(r,t)|2
χ1+χ3|E(r,t)|2+3

)2)
1 + 16π2ε20a

6k3

36π2ε20

(
χ1+χ3|E(r,t)|2
χ1+χ3|E(r,t)|2+3

)2 (D.4)

Re [α] =
4πε0a

3
(

χ1+χ3|E(r,t)|2
χ1+χ3|E(r,t)|2+3

)
1 + 4a6k3

9

(
χ1+χ3|E(r,t)|2
χ1+χ3|E(r,t)|2+3

)2 (D.5)

Im [α] =
8πε0a6k3

3

(
χ1+χ3|E(r,t)|2
χ1+χ3|E(r,t)|2+3

)2

1 + 4a6k3

9

(
χ1+χ3|E(r,t)|2
χ1+χ3|E(r,t)|2+3

)2 (D.6)

After using Taylor expansion and neglecting higher order terms:

Re [α] =
4πε0a

3ε χ1
χ1+3

(
1+3χ3|E(r,t)|2
χ1(χ1+3)

)
1 + 4a6k3

9

(
χ1
χ1+3

)2 (
1 + 6χ3

χ1(χ1+3) |E (r, t) |2
) (D.7)
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Re [α] = 4πε0a
3 χ1

χ1 + 3−
16πε0a

9k3χ3
1

9 (χ1 + 3)3 +
(

12πε0a
3χ1

χ1 (χ1 + 3)2 −
16πε0k

3χ3
1a

9

χ1 (χ1 + 3)4

)
χ3|E (r, t) |2

(D.8)

here, χ1 = εp
εw
− 1 = n2

p

n2
w
− 1 = m2 − 1 ; m is the ratio of particle RI to medium

(water). Above equation can be rewritten as:

Re [α] = 4πε0a
3
(
m2 − 1
m2 + 2

)1− 4k3a6

9

(
m2 − 1
m2 + 2

)2


+ 12πε0a
3

(m2 + 2)2

1− 4k3a6

3

(
m2 − 1
m2 + 2

)2
χ3|E (r, t) |2

(D.9)

In the above expression 4a6k3

3

(
m2−1
m2+2

)2
is very small compare to 1 so, it can be

neglected from the above expression for simplicity.

Re [α] = 4πε0a
3
(
m2 − 1
m2 + 2

)
+ 12πε0a

3

(m2 + 2)2χ3|E (r, t) |2 (D.10)

Here first highlighted part is a linear part and the second part of the above

expression is due to nonlinear effects. Similarly, we can solve the imaginary part

of the α :

Im [α] = 8πε0a
6k3

3

(
m2 − 1
m2 + 2

)2
1− 4a6k3

9

(
m2 − 1
m2 + 2

)2


+
8πε0a

6k3nw
3

6− 16a6k3

3

(
m2 − 1
m2 + 2

)2
× m2 − 1

(m2 + 2)3

χ3|E (r, t) |2

(D.11)

In the above expression 4a6k3

9

(
m2−1
m2+2

)2
and 192a6k3

27

(
m2−1
m2+2

)2
factors are very less

compared to 1. Consequently, they does not contribute significantly, can be

neglected. So, above expression can be rewritten as:

Im [α] = 8πε0a
6k3

3

(
m2 − 1
m2 + 2

)2

+ 16πε0a
6k3

(
m2 − 1

(m2 + 2)3

)
χ3|E (r, t) |2 (D.12)

In order to calculate the force acting on the particle is:

〈F (r, t)〉 = (p (r, t) .O)E (r, t) + 1
c

∂p (r, t)
∂t

×B (r, t) (D.13)
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This can also be written as [174, 175]:

〈F (r, t)〉 = Re [(p (r, t) .O)]Re [E (r, t)] + 1
c
Re

[
∂p (r, t)
∂t

]
×Re [B (r, t)] (D.14)

Time-averaged force can be written as:

〈F (r, t)〉 = 1
2Re [(p (r, t) .O)E (r, t) + ikp (r, t)×B (r, t)] (D.15)

where k = ω
c

and this expression can be re written as:

〈F (r, t)〉 = 1
2Re [α] (E (r, t) .O)E (r, t) + ikα∗E (r, t)×B (r, t) (D.16)

〈F (r, t)〉 = 1
2Re [α]Re [(E (r, t) .O)E (r, t)]

+ Im [α] Im [(E (r, t) .O)E (r, t)]

+ kIm [α] Im [E∗ (r, t)×B (r, t)]

− kRe [α] Im [E∗ (r, t)×B (r, t)]

(D.17)

To further simplify this equation we have used vector identity:

〈F (r, t)〉 = 1
4Re [α]O|E (r, t) |2 + k

2Im [α]Re [E∗ (r, t)×B (r, t)]

+ 1
2Im [α] Im [(E∗ (r, t) .O)E (r, t)]

(D.18)

The first term is the gradient force. The second term is the scattering or radiation-

pressure force. The third term is unnamed in the literature [174, 176].

It can be rewritten using the following identity:

O
(1

2 |E (r, t) |2
)

= (E∗ (r, t) .O)E (r, t) + E∗ (r, t)× O× E (r, t) (D.19)

O (a.b) = (a.O) b+ (b.O) a+ a× (O× b) + b× (O× a) (D.20)

(a× b)× c = c× (b× a) (D.21)
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k

2Im (α)Re [E (r, t)×B (r, t)] = 1
2Im (α) Im [E∗ (r, t)× O× E (r, t)]

= 1
2Im (α) Im [E (r, t)× O× E∗ (r, t)]

(D.22)

This can be further simplified as:

k

ε0c
Im (α) 〈S (r, t)〉Orb = k

ε0c
Im (α)

(
〈S (r, t)〉+ ε0c

2k Im [(E∗ (r, t) .O)E (r, t)]
)

= k

ε0c
Im (α)

(
1

2µ0ω
Im (E (r, t)× (O× E∗ (r, t)))

)

+ ε0c

2k Im [(E∗ (r, t) .O)E (r, t)]

(D.23)

Using above equations it can be written as:

k

ε0c
Im (α) 〈S (r, t)〉Orb = k

ε0c
Im (α)

(
ε0c

2k Im
(
O
(1

2 |E (r, t) |2
)))

− k

ε0c
Im (α) ((E∗ (r, t)× (O× E (r, t))))

+ k

ε0c
Im (α)

(
1

2µ0ω
Im (E (r, t)× (O× E∗ (r, t)))

)
(D.24)

k

ε0c
Im (α) 〈S (r, t)〉Orb = k

ε0c
Im (α)

(
ε0c

2k Im
(
O
(1

2 |E (r, t) |2
)))

+
(

k

2µ0ω
+ ε0c

2

)
Re [E∗ (r, t)×B (r, t)]

(D.25)

which implies,

k

ε0c
∗
(

k

2µ0ω
+ ε0c

2

)
= k

2ε0c

(
1
µ0c

+ ε0c

)
= k

2ε0c

(
1 + µ0ε0c

2

µ0c

)
= k

2ε0c
∗ 2
µ0c

= k

(D.26)

Above equation becomes:

k

ε0c
Im (α) 〈E (r, t)〉Orb = 1

2Im (α) Im [(E∗ (r, t) .O)E (r, t)]

− 1
2Im (α) Im [E∗ (r, t)× (O× E (r, t))]

+ kIm (α)Re [E∗ (r, t)×B (r, t)]

(D.27)
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This can be simplified as:

k

ε0c
Im (α) 〈S (r, t)〉Orb = 1

2Im (α) Im [(E∗ (r, t) .O)E (r, t))

− k

2Im (α)Re [E∗ (r, t)×B (r, t)]

+ kIm (α)Re [E∗ (r, t)×B (r, t)]

(D.28)

k

ε0c
Im (α) 〈S (r, t)〉Orb = 1

2Im (α) Im [(E∗ (r, t) .O)E (r, t))

+ k

2Im (α)Re [E∗ (r, t)×B (r, t)]
(D.29)

after rearranging the term it can be written as:

〈F (r, t)〉 = 1
4Re [α]O|E (r, t) |2 + k

2Im [α]Re [E∗ (r, t)×B (r, t)]

+ 1
2Im [α] Im [(E∗ (r, t) .O)E (r, t)]

(D.30)

It can be seen that the first term is gradient and the second term is scattering

force and the third term doesn’t have much of the contribution to the total force

compare to gradient and scattering force [176]. Here polarizability is:

α = Re [α] + Im [α]

= 4πε0a
3
(
m2 − 1
m2 + 2

)
+ i

8πε0a
6k3

3

(
m2 − 1
m2 + 2

)2

+
[

12πε0a
3

(m2 + 2)2 + i16πε0a
6k3

(
m2 − 1

(m2 + 2)3

)]
χ3|E (r, t) |2

(D.31)

〈Fgrad (r, t)〉T = 1
4Re [α]O|E0|2

= πε0a
3
((

m2 − 1
m2 + 2

)
+ 3

(m2 + 2)2χ3|E (r, t) |2
)
O|E (r, t) |2

(D.32)

〈Fscattering (r, t)〉T = k

2Im [α]Re [E∗0 ×B0]

=
8πa6k4nw

3c

(
m2 − 1
m2 + 2

)2

+ 6
(

m2 − 1
(m2 + 2)3

)
χ3|E (r, t) |2

 I (r)

(D.33)
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Method 2

In this method, polarizability is considered in terms of RI instead of susceptibility

and corresponding expression can be expressed as:

α = 4πε0a
3
(
m2 − 1
m2 + 2

)
= 4πε0a

3
(
n2
p − n2

w

n2
p + 2n2

w

)
(D.34)

In the above expression substitute np = np0 + np2I (r, t) and nw = nw0 + nw2 I (r, t)

α = 4πε0a
3
(

(np0 + np2I (r, t))2 − (nw0 + nw2 I (r, t))2

(np0 + np2I (r, t))2 + 2 (nw0 + nw2 I (r, t))2

)
(D.35)

Neglecting higher order term we can rewrite it as:

α = 4πε0a
3
(

(np0)2 − (nw0 )2 + 2 (np0np2 − nw0 nw2 ) I (r, t)
(np0)2 + 2 (nw0 )2 + 2 (np0np2 + 2nw0 nw2 ) I (r, t)

)
(D.36)

Let us consider M = m2 − 1 ; where m is the ratio of particle RI to medium RI.

α = 4πε0a
3

 (nw0 )2 M + 2 (np0np2 − nw0 nw2 ) I (r, t)

(nw0 )2 (M + 3)
(

1 + 2(np0np2−nw0 nw2 )
(nw0 )2

(M+3)
I (r, t)

)
 (D.37)

After Taylor expansion:

α = 4πε0a
3
(

M

M + 3 + 6 (np0np2 − nw0 nw2 (M + 1)) I (r, t)
(nw0 )2 (M + 3)2

)
(D.38)

In the above expression np0n
p
2 � nw0 n

w
2

α = 4πε0a
3
(
m2 − 1
m2 + 2 + 6np0np2I (r, t)

(nw0 )2 (m2 + 2)2

)
(D.39)

Force acting on the particle is:

Fgrad (r, t) = [p (r, t) .O]E (r, t) (D.40)

〈Fgrad (r, t)〉T = πε0a
3
(
m2 − 1
m2 + 2 + 3

(m2 + 2)2
2np0np2I (r)

(nw0 )2

)
O|E0|2 (D.41)
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〈Fscattering (r, t)〉T = 8πk4a6nw
3c

(m2 − 1
m2 + 2

)2

+ 6
(

m2 − 1
(m2 + 2)3

)
2np0np2I (r)

(nw0 )2

 I (r)

(D.42)

Hence, either we incorporate nonlinearity through susceptibility or RI both the

methods gives the approximately similar force expresssions.
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EAppendix E:

Fano-resonance

Fano-resonances occur due to the interference between two scattering ampli-

tudes: scattering amplitude of resonance and background. If the scattering

amplitudes of the resonance and the background are of comparable magnitude,

the cross-section of the Fano resonance follows an asymmetric line shape. Fano-

resonance helps to achieve negative optical scattering force (NOSF) for nanopar-

ticles. Fano-resonance is characterized by the asymmetric Lorentz spectral profile

and symmetry breaks inside the system where there is non-uniform electromag-

netic environment. An asymmetric scattering (Lorentz spectral profile) appears,

when forward scattering is significantly enhanced, while the backscattered light is

reduced, leading to considerable attenuation of forwarding scattering force along

the direction of light propagation and resulting in a net NOSF [130, 135, 177,

178]. The role of Fano-resonance is important in modifying the longitudinal opti-

cal scattering force in which the Lorentz shape of scattering force shows reversal

nature (positive to negative), either with the phase shift changes or due to higher

frequencies. This reversal nature of scattering force occurs only when we lie in

the Fano-dip regime [130, 135]. Fano resonance is a prominent effect in the case

of the metallic particle but we have done our simulations for dielectric nanopar-

ticles [178, 179]. Researchers have explored the Fano-resonance phenomena

for core-shell (metal-dielectric; Au-ZnS, Au-CdS, Au-silica) and hollow dielectric

(CdS, ZnS, and silica) nanoparticles. They have observed that Fano-resonance

occurs due to strong interference between the plasmonic resonance of metallic

core and background scattering of dielectric shell. They found that in the case of

Au-ZnS, Fano-resonance peak is obtained at 556 nm, and full-width half maxima

of the peak is ∼ 66 nm. With an increase in the gap between core and shell, a

blue shift is observed in the Fano-resonance peak. Consequently, for hollow ZnS,

Fano-resonance peak is observed at 380 nm. Similarly, for Au-CdS and Au-silica,

the peaks are obtained ∼ 627 nm and ∼ 572 nm respectively. From reference

[179], it can be seen that there is no Fano-resonance process occurring at ∼
800nm, even for higher refractive index dielectric nanoparticles [179]. Since

we are using 800nm wavelength, away from the resonance, these effects can

be ignored for dielectric nanoparticles. The noticeable point here is that in this

letter, we are discussing reversal nature (repulsive to attractive) of gradient force

instead of scattering force, and this reversal nature of force occurs only when we
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take nonlinearity into account for similar conditions. Another important point is

that in the case of Fano-resonance this reversal nature occurs only along lateral

direction because transverse optical force vanishes due to azimuthal symmetry

[135]. However, including nonlinearity shows the reversal nature of the gradient

force curve along both radial and axial directions. Along axial direction, we have

two forces, one is gradient and another one is scattering force whereas along

radial direction we have gradient force only.
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FAppendix F: Thermal

nonlinearity

Nonlinearity is incorporated in a phenomenological way as:

nw/p = n
w/p
0 + n

w/p
2 ∗ I(peak/average)(r, z) (F.1)

here, n(w/p)
0 and n(w/p)

2 are the linear and nonlinear refractive index of medium/-

particle, respectively. Nonlinear refractive index involves many processes such

as electronic polarizability, molecular reorientation, electrostrictive, and thermal

effects, and all these can be expressed as [180]

n
w/p
2 = n

w/p
2, electronic + n

w/p
2,molecular re−orientation + n

w/p
2, electrostrictive + n

w/p
2, thermal (F.2)

In case of water and polystyrene, the major contribution in nonlinear refractive

index is from electronic polarizability and thermal effects as compared to other

effects, on that account the effect of molecular reoriention and electrostrctive

can be ignored. In addition, it is well known that thermal effect contribute

significantly when the time delay between two pulses is less than thermal diffusion

time (tc = ω2
0

4D ; ω0 is beam spot size and D is thermal diffusion coefficient), and in

our experiment tc ∼ 3µs and tpulse ∼ 12ns. Therefore, thermal effects contribution

can not be ignored. Also, the contribution of electronic polarizability in nonlinear

refractive index for water is very small as compared to the polystyrene, even at

the high average power (∼ 100mW ) near geometric focus, the effect is negligible;

consequently, it can be neglected for both CW/pulsed excitations. From the

previously done experiments, it has been observed that while trapping the main

contribution of thermal nonlinearity or heaing is due to surrounding medium,

therefore the minor contribution from the trapped particle can be ignored [92].

The change in refractive index due to thermal nonlinearity can be expresses as:
dn
dT

∆T ; where, dn
dT

is thermo-optic coefficient, and ∆T is change in temperature.

In our simulations, we considered nw ≈ nw0 & np ≈ nw0 for CW excitation and

nw = nw0 + dn
dT

∆T & np = np0 + np2 ∗ Ipeak(r, z) for pulsed excitation, respectively.

The change in temperature (∆T ) can be calculated using following relation [92]:

∆T = αPpeak
2πC (ln (2πR/λ)− 1) (F.3)
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here, α is the absorption factor, C is thermal conductivity, λ is the wavelength of

trapping beam, and R is the distance of the bead from coverglass slide.
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