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Synopsis 

In the post-genomic era, there has been significant progress in elucidating the function of 

individual protein to gain insights into cellular processes. However, proteins rarely act alone 

rather these assemble in small to large complexes to perform intricate biological functions such 

as signaling, transcription, replication, trafficking and other processes. A recent study suggests 

that ~80% of proteins interact with other proteins/ligands for their functions. Thus, for a detailed 

system-level understanding of cellular machinery requires knowledge of physical/functional 

interactions of proteins with other molecules. Towards this, years of extensive experimental and 

computational efforts have led to a compendium of protein-protein interactions (PPIs) or 

‘interactome’. Moreover, analyses of protein tertiary structural complexes have deciphered the 

physiochemical features of interaction between proteins as well as conservation of interaction 

interfaces among PPIs. Proteins can be delineated into modular regions or domains based on 

sequence or structure. These are usually described as functional or evolutionary units of proteins. 

Having multiple domains in protein facilitates complex biological function as well as enhances 

its efficiency by providing scaffold for functional modules. Most proteins in eukaryotes have 

multidomain proteins. The structural domains have been studied extensively for their occurrence, 

domain combinations and evolution. The function of many multidomain proteins is known to 

depend on the relative spatial orientation of domains. Additionally, it has been found that 

interaction interfaces of intra-chain domains play an important functional role such as allosteric 

regulation, substrate recognition, and folding/stability of proteins. Thus, understanding the 

physiological properties of intra-chain domain-domain interactions interfaces (DDIs) and their 

evolutionary conservation can provide insights into the function, engineering, and modeling of 

multidomain proteins. Moreover, it can also assist in understanding the evolution of interfaces. 

The thesis work describes a systematic and comprehensive study on the conservation of intra-

chain domain-domain interfaces in multidomain proteins. Here, domains being compared vary 

from identical in sequence, closely related, distantly related, or completely unrelated. Further, 

these intra-chain interfaces were compared with inter-chain domain interfaces to enable the 

generation of a combined domain interface library. The CATH structural domain definitions are 
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used in this study. Since this work spanned over years, we have different CATH release versions 

used across chapters. The summary of chapters is described below:  

Analysis of sequence and structural properties of intra-chain domain-domain interaction 

interfaces (DDI’s) and conservation of interfaces across multiple tertiary structures of the 

same protein 

The interactions between proteins are mediated through their surfaces referred as interaction 

interfaces. Over years, extensive structural studies on the interaction interfaces have provided 

molecular detailed properties and suggested mutation sites (hot spots), which can disrupt protein 

interaction and its biological function. Despite this, analyses of interacting interfaces of domains 

in a protein (intra-chain) or between two proteins (inter-chain) are rather limited. In this chapter, 

we have compared physiochemical properties of DDIs with PPIs to find similarities between 

these intra- or inter-chain interfaces. Further, we investigated the extent of structural variation in 

domain interfaces of the same protein by analyzing intra-chain domain geometry and interfaces 

among structures of the same protein. In the following section DDIs, will refer to intra-chain or 

stated otherwise.  For the comparison of physiochemical features of interfaces, we constructed a 

non-redundant dataset of 5137 DDIs from multidomain proteins and compared it with already 

known non-redundant set 1514 of PPIs. The atomic contacts are used to define interface residues 

as those having at least one heavy atom of a domain/protein within a distance of 4.5 Å of a heavy 

atom from another domain/protein. The analysis of structural features such as solvent accessible 

surface area, hydrogen bonds, disulphide bonds, interface size, and secondary structure content 

showed that interfaces share similar properties except for the interface size of PPIs is found to be 

larger with the relatively large non-polar solvent accessible surface area than DDIs. There were 

no differences in amino acid propensities between these intra- and inter-chain interfaces. Thus, 

suggesting in general interfaces are similar between DDIs and PPIs. To study the extent of 

structural variation among domain interfaces of the same proteins, we constructed a dataset of 

1489 non-redundant (at 70% sequence identity) multidomain proteins having a minimum of two 

experimentally determined tertiary structures. Since there is a possibility that two domain 

interfaces of the same protein share no common residue, we defined a superset of interacting 

residues of a domain pair in a protein as the union of all interfacial residues of a domain pair in 

multiple structures of the same protein. The metric to assess structural variation among domain 

pairs is the root mean square deviation (rmsd) of union of interfacial residues that is computed 
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subsequent to optimal superposition of two protein structures. The mean rmsd of interfacial 

residues is 1.27Å suggesting that domain interfaces are in general conserved among structures of 

the same protein. Moreover, most (81%) of these have rmsd less than 1Å. The relative geometry 

was also found to be conserved (95%) among domains. The analyses of domain interfaces with 

large rmsd showed that these domains undergo conformational changes upon ligand/DNA/RNA 

binding that involves domains. We also compared structures of wild type and mutant proteins 

and domain interfaces were not involved in large structural changes. This study showed that in 

general though domains remain invariant in their interaction, proteins known to bind ligands 

could involve domains in conformational change.   

Structural conservation of domain-domain interfaces (DDI) and their geometry in 

multidomain proteins at varying levels of structural hierarchical classification in CATH   

The domains sharing conserved structural features are categorized into family, superfamily, fold 

and class levels in structural domain classification databases. In this chapter, we analyzed 

whether structurally related domains (at a given level of structural relatedness) form similar 

interfaces. This would provide the extent of interface structural conservation between two 

interacting domain pairs involving closely or distantly related domains. The domain interfaces 

were aligned using iAlign, which is one of the best structural matching programs for interfaces. 

The metric of assessment for structural alignment is Interface Similarity score (IS-score), which 

varies from 0 to 1, with 1 being perfect structural alignment. iAlign gives p-value as the 

statistical significance of the alignment.  We constructed a dataset of pairs of interacting domains 

such that two domains in a pair share structural relatedness only to a given hierarchical level in 

CATH. These pairs of interacting domains were aligned using iAlign and interface structural 

similarity of interfaces was evaluated using IS-score. Apart from this, we also compared relative 

domain orientation by aligning the best-superposed domain followed by finding required angle 

rotation and translation to superpose the other two domains. The conserved inter-domain 

geometry is considered with those having rotation < 20˚ and translation < 5Å. The dataset of 

domains (1320) sharing a maximum of 35% sequence identity (‘S’ level in CATH) resulted in 

mean IS-score of 0.7 (99% of these have p-value < 0.05). This shows that domain related at 

family level mostly result in similar interfaces. On the contrary, CATH homology related 

domains showed an average IS-score of 0.42 with a bimodal distribution with many domains 

pairs showing low IS-score. Thus, suggesting distantly related domains (homology/superfamily 
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level) does not necessarily conserve interfaces. This could be because of constraints on domains 

to maintain functional form rather than conserve interfaces. At the fold and class level, as 

expected, average IS-score is 0.21, which is close random interface IS-score. We observed 

similar interfaces among class/fold related domains despite low or no similarity in domain. The 

analyses of inter-domain geometry showed domain pairs at family level have higher conservation 

of domain geometries than homology related domain pairs. We investigated functional 

constraints on domain interfaces of enzymes by analyzing correlation between domain interface 

similarity and function overlap as assessed by EC number or GO terms. The result showed that 

in general, interface similarity and function are not highly correlated. A high interface similarity 

does not lead to a similar function of two domains. We had restricted the comparison of DDIs for 

domains related at ‘S’ or homology level of CATH.   

Understanding structural relatedness of domain-domain interfaces among 

sequence/structurally unrelated domains  

In the previous chapter, we observed that unrelated domains can have structurally similar 

interfaces and in related work on protein-protein interactions it has been found that PPI interfaces 

exhibit structural similarity despite no structural/sequence relationship between aligned protein 

structures. This prompted us to investigate whether structural degeneracy of interfaces is a 

general feature among any interface. This was analyzed by structurally aligning intra-chain 

domain interfaces of unrelated domains. Further, these were also compared with inter-chain 

domain interfaces. In multidomain proteins, the interaction interface between two domains can 

be spatially constrained by linker region. To investigate this effect on domain interface 

degeneracy, we constructed three intra-chain non-redundant (40% sequence identity) domain 

datasets as: a) consecutive continuous domains (1511) as spatially constrained; b) non-

consecutive continuous domains, (1046) as no constraints; and c) consecutive and discontinuous 

domains (512) as constrained by more than one linker. Since our objective is to detect similar 

interfaces formed by domains pairs having no structural or sequence relatedness, we generated a 

list of dissimilar domain pairs for each member in the dataset. The domains in dissimilar domain 

pairs do not share any sequence (e-value > 1) and structural similarity as assessed by TM-score 

(<0.4) as well as topology/fold level relationship. The domain interfaces were aligned using 

iAlign and the closest interface was identified as assessed by IS-score. For consecutive 

continuous domain dataset, the closest interfacial match has a mean IS-score of 0.307, suggesting 
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that domain interfaces are not random as 0.2 is the mean IS-score of random interfaces. 

Importantly, most of these (88%) have a statistically significant IS-score. The same was 

observed in the other two datasets as well. Further analyzing similar interfaces revealed that this 

is observed due to limited possible ways of packing secondary structures and flat interface 

region. Next, to discern whether inter and intra-chain interfaces share similar property of 

interface similarity, we compared intra-chain with inter-chain domain interfaces (non-redundant 

dataset of 1464 domains) using the same criteria as employed in DDIs analysis. The best 

structural match of inter-chain interfaces among intra-chain interfaces showed that the mean IS-

score is 0.311 and ~86% could find a statistically significant match to intra-chain interface. Thus, 

suggesting domain interfaces are structurally degenerate. Next, we investigated the connectivity 

of domain-domain interface structural space using a directed graph at a given IS-score. This 

analysis shows that DDI structural space is highly connected as ~84% of all directed interface 

pairs are at most separated by the eighth neighbor at IS-score of 0.26 and the largest connected 

component consists of 83% of interfaces. Hence, interface structural space is highly connected 

and degenerate.  

A method to improve ranking of docked domain structures using interface constraints   

From the analysis in previous chapters, we found that domain interfaces are structurally 

conserved considering the best structural matches based on IS-score. In this chapter, we 

exploited interface similarity to identify near-native interfaces among docked domain structures. 

In our approach, we find all possible docked poses between two domains using rigid-body 

docking and this list of docked complexes is ranked by IS-score by aligning them to the template 

interface library. This has potential application in modeling multidomain structures of proteins. 

In this study, we constructed a benchmark dataset of 1375 proteins from CATH v 4.1. The 

interacting domains were extracted and docked using rigid body docking program Z-dock. Based 

on Z-dock ranking, in 67% of proteins first rank docked complex is close to the native domain-

domain structure. However, here domains are extracted from experimentally determined 

structures and the performance of first ranked docked complex would not be in the case of 

modeled structures. Thus, we explored re-ranking of docked complexes by aligning interface of 

docked complexes to interface template library of 389 proteins. This template library is 

constructed by clustering interfaces using IS-score as similarity metric. Since the alignment of 

interfaces is computationally expensive, we used additional filters to remove futile or incorrect 
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docked complexes. These filters were protein globularity and spatial distance between the last 

residues of domains. These filters significantly reduced the docked complexes for alignment. The 

IS-score based rank of docked complexes obtained by aligning them with template interface 

library showed a remarkable enrichment in identifying near-native domain orientations in 67% to 

90% of proteins in the top 20 best docked complexes. Thus, the interface alignment can 

potentially provide near native inter-domain geometries, which can be improved using other 

modeling tools in predicting structures of multidomain proteins.  

List of publications arising from this work: 

1. Verma Rivi, and Shashi Bhushan Pandit. "Unraveling the structural landscape of intrachain 

domain interfaces: Implication in the evolution of domain-domain interactions." PLoS ONE, vol. 

14, no. 8, 2019, p. e0220336. 
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Chapter 1 

 

Review of literature 

1.1 Essential biomolecules of forms, livings, and life 

In the realm of evolution of life, proteins can truly be regarded as the Nature’s “beasts of 

burden”. The “protein” is a hetero-polymer of L-amino acids encoded by the coding region of 

genome that is involved in almost all cellular functions. In the past decade, genome sequencing 

of thousands of organisms have provided their genetic “blueprint”, which could provide the ‘part 

list’ involved in various biological processes. This can facilitate understanding molecular basis 

of complex biological processes that usually begin with function association to proteins (Koonin 

& Galperin, 2003; McGuire et al., 2020). Moreover, genomics has also enabled many high-

throughput experimental studies such as microarray, RNA-seq and mass-spectrometry, which 

provide the mRNA/protein expression of genes in a given cellular condition (Díez et al., 2012). 

These experimental studies in conjunction with genomic information can give a system-level 

understanding of biological phenomenon and importantly, has revolutionized the study of 

complex human diseases (McGuire et al., 2020). 

Proteins perform diverse range of functions such as enzymes, transporters, signaling, 

structural component, hormones, immunity, and storage (Nelson, et al., 2008). Enzymes catalyze 

biochemical reactions both in anabolic or catabolic processes to maintain stable metabolism state 

as well as homeostasis of essential metabolites in cell. The structural proteins maintain the 

integrity of cellular components such as cytoskeleton. Hormones control or regulate specific 

physiological processes such as growth, metabolism and reproduction. The signaling proteins 

assist in transmission and/or amplification of signal generated in response to external or internal 
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stimuli in a cell such as neuronal signaling in neurons (Nelson et al., 2008). Proteins adopt three-

dimensional (3-D) structure to perform these diverse functions. This was realized with the 

experimental atomic structure determination of sperm whale Myoglobin in 1960as well as 

structures of many other proteins (Kendrew et al., 1958). This has led to the formulation of 

sequence-structure-function paradigm, which states that protein sequence determines its structure 

and structure determines the protein function. However, recent studies have found aberration to 

this paradigm wherein proteins without adopting unique three-dimensional structure performs 

their function. These are known as intrinsically disordered regions or disordered proteins, which 

gave alternate paradigm of disorder-function paradigm (Fuxreiter, 2018). 

The availability of protein three-dimensional structures provides insights into the 

molecular basis of its function as well as crucial structural features such as ligand binding sites, 

protein interaction sites, and flexible regions. These features could be exploited in the rational 

designing of drug against the lead drug target (Mandal et al., 2009). Moreover, several structure-

function relationships were studied because protein tertiary structure can reliably provide 

function of protein (Pascual-García et al., 2010). Apart from these, comparison of protein 

structures gives an evolutionary perspective (Chothia, 1992). Below, we briefly discuss the 

fundamentals of protein structure, classification and other structural features. 

1.1.1 Introduction to protein structure 

Traditionally, protein structure can be described based on increasing complexity at four 

hierarchical levels: primary, secondary, tertiary and quaternary structure. The primary structure 

is the linear representation of amino acid sequence that can be either obtained from experimental 

sequencing of protein or derived from in-silico translation of open reading frame in genomic 

DNA. The secondary structure is local conformation of protein backbone or simply local 3-D 

structures, such as α-helices, β-sheets, and turns. These secondary structure forms distinct super 

secondary structure, which is assembly of secondary structural elements for instance, β-hairpin, 

β-α-β motif, observed in proteins. Tertiary structure refers to completely folded and 

energetically stable state of the protein that represents 3-D arrangement of secondary structure 

(Branden & Tooze, 1999; Nelson et al., 2008). The structure is stabilized by a number of 

favorable interactions such as hydrogen bond, hydrophobic interactions, electrostatic 

interactions, salt-bridges, and disulfide bonds (Figure 1.1). The tertiary structure of protein 
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associate with other polypeptide proteins in specific geometry and spatial orientation of these is 

referred to as quaternary structure. The protein oligomers can be of 2 types: homo-oligomer 

consists of monomeric units of same polypeptide chain, whereas hetero-oligomer is formed of 

two or more different polypeptide units. 

Figure 1.1 Interactions stabilizing tertiary structure of the protein. Interactions include 
covalent linkages such as disulphide bonds, non-covalent interactions like Salt bridges, hydrogen 
bond, hydrophobic interactions. 

1.1.2  Experimental determination of protein tertiary structure 

The atomic structure of the protein can be determined by following methods: X-ray 

crystallography, nuclear magnetic resonance (NMR), fiber diffraction and electron microscopy 

(EM). Of these, X-ray crystallography is most often employed method for structure 

determination. Below we briefly discuss these methods of structure determination. 

1.1.2.1  X-ray crystallography 

The x-ray crystallography relies on the scattering of x-rays by the electrons in the protein 

molecule.In this method, first the crystal of pure protein is obtained that is subjected to x-rays for 

recording diffraction data. The ability to determine relative coordinates of atoms is feasible only 

from diffraction data of protein crystals because similar structural motifs forming individual unit 

cell are periodically arrangedin a crystal. The diffracted rays depending on input direction show 

relative interference and its intensity depends on the arrangement of atoms in a unit cell 

(Wlodawer et. al, 2008). This diffraction data is used for constructing electron density maps, thus 

providing the coordinate of protein atoms. Among various ways to assess the quality of protein 

structure determined using x-ray diffraction data, the most common metrics are resolution and R-
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factor of the structure (Branden & Tooze, 1999). Resolution is a measure of quality of diffraction 

data (electron density maps) collected from the protein crystal, and it serves as an indirect 

measure of the precision to which the three-dimensional co-ordinates have been determined. The 

resolution of a structure is expressed in Angstroms (Å). The detailed atomic structure depends on 

the resolution of structure (Table 1.1). The R factor is a global measureof electron density fit of 

the calculated protein structure matches with experimental data. Typically, a protein structures 

are reported to have an R factor of around 0.2 (Laskowski, 2003;Wlodawer et al., 2008). An R 

factor between 0.4-0.6 can be obtained from a completely disordered structure. The limitation of 

x-ray crystallography is the ability to obtain stable crystals of pure proteins, which depends on 

many factors such as pH, solubility etc. Apart from obtaining a diffracting crystal, solving phase 

problem in structure determination remains a challenge.  

Table 1.1 Protein structure resolution and possible interpretation (Minor, 2007). 

Resolution(in Å) Interpretation 

>4.0 Secondary structure elements can be determined. 

3.0 – 4.0 Side chains are not resolved. Random main chain can be visible. 

2.5 – 3.0 Major structural features such as α helices and β sheets are clearly 
distinguishable, but many side chains may not be resolved. 

2.0 – 2.5 Number of sidechains in wrong rotamer is considerably less. Water 
molecules and small ligands become visible. 

1.5 – 2.0 Individual side chains resolved to define specific conformers 

<1.5 Individual atoms in a structure can be resolved. 

 

1.1.2.2  Nuclear Magnetic Resonance (NMR) 

The limitation of obtaining crystals to determine structure is overcome in NMR method, which 

can elucidate structure of globular proteins in aqueous solution. NMR is based on the spin 

quantum property of nuclei/proton that changes orientation (spin states) on application of 

external magnetic field at a resonant frequency (Marion, 2013). This resonant frequency depends 

on the chemical surrounding of proton/nuclei with spin property. Thus, this measurement can 

describe chemical nature of nuclei as well as their spatial distances with other protons. The 2D, 
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3D NMR spectroscopy provides inter-proton distances, which along with stereochemical 

constraints are used to compute the 3D structure of proteins (Sugiki et al., 2017). Since the 

distance measurements are slightly imprecise, it is difficult to obtain a unique structure satisfying 

all observed distance restraints. Consequently, structure obtained from NMR is represented using 

ensemble that are consistent with experimentally observed constraints. The advantage of NMR is 

its ability to model protein dynamics and understand flexibility of protein regions (Kovermann et 

al., 2016; Narayanan et al., 2017). The limitation of NMR is that the protein should remain 

soluble in high concentration and it is not feasible for large proteins (≈ >25kDa) (Clore & 

Gronenborn, 1998; Sugiki et al., 2017).  

1.1.2.3  Electron Microscopy 

The electron microscopy technique allows taking high-resolution images of (biological/non-

biological) samples. The flash-freezing of protein solution prevents damage due to electron beam 

and is used produce microscopic images of individual molecule using electron microscopy (cryo-

EM). Thus, produced images can be used to produce EM maps to fit protein models and generate 

medium to low-resolution protein structures. The EM maps allow the fitting of the atomic-

resolution of individual components (domains, proteins, sub-complexes) into the lower 

resolution density of whole assembly (Rossmann et al., 2005; Topf & Sali, 2005). The rigid body 

fitting results ingeneration of the atomic structures of an entire complex (Chacón & Wriggers, 

2002; Fabiola & Chapman, 2005). 

EM is mostly employed for determining the structure of large multi-protein assemblies. 

The main advantage of EM is that it requires small quantities of sample to image protein 

complexes in their physiological environment. Recently, a database Electron Micrcoscopy Data 

Bank at PDBe (https://www.ebi.ac.uk/pdbe/emdb/index.html/) is developed that serves as a 

repository for multi-protein complexes (Patwardhan, 2017). According to the latest statistics 

report, it has released ~10,000 electron microscopy density maps. With each passing year, this 

method is achieving to determine near atomic-resolution structures (less than 4Å), which has 

been indicated in the latest release of the database as shown below in Figure 1.2. Few of the 

protein complex structures listed in the database includeYeast RNA polymerase I elongation 

complex (resolution 3.42Å), Leviviridae PP7 coat protein dimer capsid (resolution 2.89Å), 

Helicobacter pylori urea channel in open state (resolution 2.7Å) and many more. 
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Figure 1.2Summary of growth of EM maps released with their resolutions (Figure and data 
source: EMDB database). 

1.1.2.4  Protein Data Bank (www.rcsb.org/) 

Protein structures determined using experimental methods are deposited in the central repository 

database, known as Protein Data Bank (PDB) (Berman et al., 2000; Bernstein et al., 1977). PDB 

is one of the earliest community-wide databases of biological data started in 1971 at the 

Brookhaven National Laboratory (Bourne & Weissig, 2003). It constitutes the largest database of 

solved high-resolution structures of monomeric as well as multimeric complexes bound to 

proteins, chemical compounds, metal ions, ligands, and nucleic acids (DNA, RNA). According 

to the current release of PDB (2019), there are 134588 X-ray solved structures, 12578 from 

NMR and 3015 using EM as experimental method. In last decade, there has been a tremendous 

growth in the number of protein structures deposited in PDB (Figure 1.3). 

1.1.2.5  Structural Genomics Initiative 

In the early 2000’s a worldwide initiative Structural Genomics Initiative (SGI) of National 

Institute of Health (NIH) was established to decrease the ever increasing large gap between 

number of protein sequences, generated due to genome sequencing, and number of protein 

structures (Burley & Bonanno, 2002). Moreover, function of many of these genomic proteins is 

unknown that could be predicted using tertiary structure of protein (experimental or predicted). 

Since the number of sequences without known structure is overwhelming, it is not feasible to 

determine structure of all protein sequence. Therefore, it is essential to utilize computational 

prediction of structure that relies on the ability to detect protein having tertiary structure 

(template) for modeling of protein without known structure (Yan & Moult, 2005). The sequences 

can be clustered to identify representative sequence and its experimental structure can serve as 
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template for members of a cluster. Overall, it is expected that structural genomics efforts would 

provide structure of representative sequence as template for modeling other genomic sequences 

(Levitt, 2009; Yan & Moult, 2005). Thus, structural genomics is making a great contribution in 

expansion of protein universe and providing new drug targets for designing drugs against fatal 

diseases (Grabowski, et al., 2016).  

Figure 1.3 Annual growth of Protein Data Bank. The red bars show the total number of 
structures deposited to PDB annually and blue bars are the number of unique folds for 

CATH_4.0.0 added per year. (Modified and adapted from the following data source: 
http://www.rcsb.org/pdb/statistics/contentGrowthChart.do?content=fold-cath). 

1.2 Protein function annotation 

The function of protein can be described at levels from their cellular to molecular role that 

usually are challenging to compare across organisms. This necessitated for a unified description 

of gene function and led to a collaborative initiative of Gene Ontology (GO) project in 1998 

(Ashburner et al., 2000). The initial work on model organisms viz. yeast, Drosophila and mouse 

developed common schema to classify gene function that provide a comparable description 

across organisms. The GO is a structured, precisely defined, common and a controlled 

vocabulary (ontologies) to describe the roles of genes. These ontologies are arranged as a 

directed graph; where nodes represent the GO terms and connection between these nodes 

represent the specific annotation between two GO terms. Thus, making GO annotation of gene 

products computationally manageable, transferable and comparable across species. The functions 

of gene products of any organism are defined with three aspects of biological domains: 
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Cellular component: describes the component of the cell (or anatomical structure) where the 

gene product is located (Ribosome, Nuclear membrane, Proteasome etc). 

Biological process: refers to the large biological process accomplished by molecular function of 

single or multiple genes. For example, broader terms include signal transduction, cell growth and 

maintenance; whereas, specific terms include translation, cAMP biosynthesis etc. 

Molecular function: refers to the biochemical activities (catalytic or binding) of a gene product 

occur at molecular level. Broader terms include enzymes, ligand, and narrow functional terms 

are toll-receptor ligand. 

The GO database is available at http://www.geneontology.org/along with exhaustive collection of 

various tools utilizing GO. 

1.3 Enzyme Commission 

The Enzyme Commission (EC) number is a hierarchical numbering system to classify enzymes 

based on their cognate chemical reactions (Webb, 1993). The enzyme is described using four 

levels EC numbers. The first number indicates the type of reaction, the second and third number 

indicates the chemistry that occurs, and the last number indicates the specificity of the substrate. 

There are seven major classes of enzymes based on the top-level of EC number and are listed in 

Table 1.2. Although EC numbers are computationally tractable, still these are inadequate in 

classifying non-enzymatic proteins or describing the cellular role of gene products.  

1.4 Protein-protein interactions 

Proteins do not work in isolation, rather these interact both functionally or physically to perform 

biological processes. A protein-protein interface can be defined as the physical interaction and 

has been studied extensively as these are crucially for the biological function (Bonetta, 2010). 

The proteins can control the flow of information in a given network, both from within and 

between biological processes. Moreover, it has been realized that protein interactions are 

important component for organism complexity and has been highly conserved in evolution 

(Bolser & Park, 2003; Park & Bolser, 2001). The loss or aberration in protein-protein interaction 

could lead to diseases (Alberts, 1998; Eisenberg et al., 2000). Therefore, implying that protein 
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interaction are important and the interaction surfaces are under natural selection pressure to be 

conserved than non-interface regions (Caffrey et al., 2004). 

Table 1.2 Major classes of enzymes based on first level EC number 

Top level of EC Enzyme class Reaction catalyzed 

1 Oxidoreductases Catalyze oxidation/reduction reactions; transfer of H and 
O atoms or electrons from one substance to another 

2 Transferases Transfer of a functional group from one substance to 
another. The group may be methyl-, acyl-, amino- or 
phosphate group 

3 Hydrolases Formation of two products from a substrate by 
hydrolysis 

4 Lyases Non-hydrolytic addition or removal of groups from 
substrates. C-C, C-N, C-O or C-S bonds may be cleaved 

5 Isomerases Intramolecular rearrangement, i.e. isomerization changes 
within a single molecule 

6 Ligases Join together two molecules by synthesis of new C-O, 
C-S, C-N or C-C bonds with simultaneous breakdown of 
ATP 

7 Translocases Catalyze the movement of ions or molecules across 
membranes or their separation within membranes 

 

 Since studying protein-protein interactions (PPIs) are fundamental to understand flow of 

information in biological processes, there have been both experimental high-throughput and 

computational efforts to generate information on PPIs and map them at the genome level (Janin 

et al., 2008; Kim et al., 2004). The experimental methods used to study protein recognition 

mechanisms have contributed invaluably to identify and characterize protein-protein interfaces 

(Sharan & Ideker, 2006). With development of experimental methods and generation of wealth 

of information, it has been possible to document physical protein interactions, within a cellular 

system, commonly referred to as interactome or protein-protein interaction networks (Jeong et. 

al., 2001; Rual et al., 2005; Sanchez et al., 1999). This provides a network view of PPIs in a 

system, where the nodes represent the protein molecules and the interaction between these 

proteins is represented as network edges. The accumulation of interaction data has facilitated to 
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study topological properties of such network as well as suggestion of scale-free nature of 

network (Barabási & Albert, 1999). According to scale-free behavior, most of the nodes in the 

network are connected sparsely, whereas, few nodes make most of the connections (also called 

hub nodes/proteins). These hub nodes interactions constitute a small fraction of whole 

interactome. In a study, the quaternary fold was estimated using non-redundant dataset of 

dimeric protein complexes from PDB (Garma et al., 2012) using a new scoring function ‘rTM-

score’, which measures the similarity between individual monomers as well as their relative 

orientation in the complex. Taking rTM-score > 0.5 as a cut-off, 3629 quaternary families were 

clustered into 1761 quaternary folds. The largest cluster is comprised of 47 protein complexes 

from RNA polymerase family. Interestingly, approximately, 60% of the clusters are orphans with 

no other structure exist in PDB. These are regarded as single complex clusters and represented as 

nodes with black color in Figure 1.4. Therefore, efforts are being made to enhance the 

knowledge in predicting biologically relevant protein-protein interactions sites in order to fill the 

gap between known protein structural folds and protein complexes. 

Figure 1.4 A graphical representation of non-redundant protein complexes at 90% 
sequence identity. The sequence of each dimer is mapped to their Pfam database. In a graph, 
black nodes are single complexes without any structural match. Yellow nodes represent the ones, 
which are connected atleast by one edge (Adapted and modified from Garma et al., 2012). 

The 3-D structures of protein complexes along with experimental methods such as alanine 

scanning mutagenesis, mass spectrometry-based approaches have provided detailed information 
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onPPI interfaces. Moreover, these have been used to understand the principles of protein-protein 

recognition. Briefly, initial work on PPIs has analyzed contribution of physical and chemical 

features of interaction residues in protein recognition (Chothia & Janin, 1975). Lawrence and 

group (Lawrence & Colman, 1993; McCoy et al., 1997) analyzed the roles Electrostatic 

Complementarity (EC) and shape correlation index in PPI interfaces. Several studies investigated 

physicochemical properties of interfaces between subunits of proteins or domains of proteins 

(Argos, 1988) with attempts to understand their geometric characteristics using spline function 

(Harder & Desmarais, 1972; Meinguet, 1979).  Later, the work of Jones introduced surface patch 

method (Jones & Thornton, 1997), which assisted in determining the parameters contributing to 

the protein-protein interactions. In subsequent studies interface of PPI was dissected into core 

and rim region based on solvent accessible surface area and various features were characterized 

for these regions (Bahadur et al., 2003; Chakrabarti & Janin, 2002). Some recent studies have 

employed geometrical and topological methods, such as Voronoi diagrams, to study protein 

interfaces (Cazals et al., 2006). 

1.4.1 Characteristics of protein- protein interfaces 

The structural features of PPIs have been studied in detailed over decades of research that has 

been summarized in various reviews (Berggård et al., 2007; De Las Rivas & Fontanillo, 2010, 

2012; Lehne & Schlitt, 2009; Perkins et al., 2010; Zinzalla & Thurston, 2009). We give brief 

overview of structural characteristics of protein-protein interaction interfaces as structures 

provide molecular details,which determine specificity in protein-protein recognition (Skrabanek 

et al., 2008). Moreover, identification of conserved interaction sites is important defining 

molecular description of PPI network, metabolic pathways and development of drug targets 

(Zinzalla & Thurston, 2009). 

 The initial work of Chothia and Janin in 1975 analyzed three protein complexes to 

examine the characteristics of protein interaction interfaces (Chothia & Janin, 1975). Their study 

found that interfaces are tightly packed consisting of mostly hydrophobic residues and shape 

complementarity is important for interaction (Chothia & Janin, 1975). Later, many studies 

extended analyses of PPIs on large dataset and included other structural feature to characterize 

interfaces. These were focused to determine distinguishing interface features from rest protein 

surface that could serve as key determinants to develop tools for predicting protein-protein 
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interaction sites. Later, work of Jones and Thornton proposed a method to find strength of 

binding in protein complexes based on size of interface (Jones & Thornton, 1996). Here, the size 

of an interface is calculated as the difference of solvent accessible surface area between the 

complex and the separated components. This is useful in differentiating biological contacts from 

crystal contacts because more surface area gets buried on complex formation in large interfaces, 

which could be likely in case of biologically relevant complexes. Since, solvent accessible area 

can be related with the hydrophobic energy of de-solvation, it has been observed that in 

homodimers, which form tightly packed complexes are rich in hydrophobic residues, showed a 

linear relationship between their solvent accessible surface area and molecular weight (Samanta 

et al., 2002). 

 A score to measure the fit of interacting interface was introduced called as surface 

complementarity (‘Sc’) score, which varies from 0 (no fit) to 1 a perfect fit (Lawrence & 

Colman, 1993). Using this score, it found that antigen-antibody complex have poor fit (lower 

‘Sc’ score) than enzyme-inhibitor complex (Lawrence & Colman, 1993). It was suggested that 

poor surface complementarity in antigen-antibody complexes possibly helps antibody to 

recognize a vast diversity of new epitopes on the antigens. Later, analyses showed that antigen-

antibody interfaces are relatively planar than enzyme-inhibitor complexes (Decanniere et al., 

2001; Jones & Thornton, 1996). The enzyme-inhibitor complexes show less planar interfaces as 

the catalytic residues involved in catalyzing a given reaction are located in clefts on enzyme 

surface. The feature of shape complementarity has been used to find the best fit between two 

interacting proteins using rigid- body or flexible-body searches in docking studies (Gabb et al., 

1997; Lawrence & Colman, 1993; Shoichet & Kuntz, 1991).  

The electrostatic interactions at the protein-protein interface contribute greatly towards 

the specificity of the interaction. In a study, it has been observed that the rate of protein 

association correlates directly with the electrostatic energy of proteins in a complex (Selzer & 

Schreiber, 1999; Sheinerman et al., 2000). Salt bridges are also a type of electrostatic 

interactions, which provides stability to protein complexes in harsh environments (Kumar et al., 

2000). The significance of hydrogen bond at interfaces was examined (Janin & Chothia, 1990) 

showing that the number of hydrogen bonds are on average same between tightly packed 

enzyme-inhibitor complex and antigen-antibody complexes. The hydrogen bonds are known to 

confer specificity to hydrophobic interactions at protein-protein interface (Fersht, 1987). 
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 Other studies on PPI have focused on residue composition and inter-residue contacts at 

interfaces (Glaser et al., 2001; Ofran & Rost, 2003). Miyazawa and Jernigan developed a method 

to extract inter-residue potentials from frequencies of contacts between different residues at 

protein interfaces (Miyazawa & Jernigan, 1985). Further, the existence of “hot-spot” residues 

were speculated to make the major contribution in the protein complex formation (Keskin et al., 

2005). Several studies have confirmed the importance of hydrophobic forces in mediating 

protein-protein interactions, however, in a recent study; they have claimed that it is the 

hydrophilic interactions, which promote protein-protein associations (Ben-Naim, 2006).  

1.4.2 Classification of protein-protein interfaces 

Based on various criteria, protein-protein interactions can be classified into following types:  

1.4.2.1 Based on interaction strength 

Protein complexes can be classified as obligate and non-obligate depending on whether each 

protomer can exist independent of the other. The complexes having proteins, which cannot exist 

as independent stable structures are obligate complexes otherwise they are non-obligate (Jones & 

Thornton, 1996). The obligate protein complexes have large interfaces and strong binding energy 

with high shape complementarity and tightly packed interfaces. The non-obligate protein 

complexes are formed temporarily (for example, enzyme- inhibitor complex) under certain 

physiological conditions like phosphorylation. The interfaces of obligate complexes have 

relatively high preponderance of non-polar amino acids and non-obligate complexes tend to be 

more hydrophilic in nature (Jones & Thornton, 1996; Teichmann, 2002). It has also been 

observed that obligate complexes evolve at slower rates and are subject to constraints forcing 

compensatory mutations to a much greater extent than the transiently interacting ones which 

evolve at a fast rate (Mintseris & Weng, 2005). 

1.4.2.2 Based on composition of protein complex 

Protein complexes composed of identical protein chains are termed as homo-oligomers and those 

complexes formed between non-identical proteins chains are termed as hetero-oligomers. The 

homo-oligomers can further be classified as isologous and heterologous complexes (Monod et 

al., 1965). Isologous have same set of interacting residues from each interacting partner, whereas 

in heterologous homo-oligomer involve different set of residues from each protomer. Isologous 
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interfaces are known to give rise to finite number of oligomeric complexes as compared to 

heterologous which is responsible for indefinite polymerization (for example, actin filaments). 

Structurally or functionally obligate interactions are usually permanent, whereas non-obligate 

interactions may be transient or permanent (Acuner Ozbabacan, et al., 2011). 

1.4.2.3 Depending upon the lifetime of the complex 

Permanent interactions are usually very stable and exist only in complexes. Transient 

interactions associate and dissociate in vivo. These can be weak transient interactions which 

form and break continuously and strong transient interactions which require molecular trigger to 

shift the oligomeric equilibrium (Acuner Ozbabacan et al., 2011). 

1.4.2.4 Depending upon the specificity of the interaction 

Protein-protein interactions can be specific, multi-specific or non-specific. In nature, most of the 

protein interactions are highly specific, for instance, antigen-antibody interactions. The multi-

specific interactions can be such as between a serine protease and its inhibitor. And non-specific 

interactions are rare in nature, for example, binding of major histocompatibility complex with 

antigens (Teichmann, 2002). 

1.4.2.5 Depending upon the biological relevance 

It has been known that not all protein-protein interactions determined through X-ray 

crystallography methods are biologically relevant. The crystallization artifacts can cause 

incorrect protein-protein interactions.  Hence, care should be taken while analyzing any further 

property of protein-protein interactions. 

1.4.2.6 Depending upon the timing and spatial distribution of binding sites on protein 

surface 

In a protein-protein interaction network, if different protein partners bind simultaneously to the 

same hub protein and this hub protein further possesses a unique binding site for its partners, the 

interaction is said to be simultaneously possible. Usually, the proteins involved in this kind of 

interaction are products of co-expressed genes and generally are obligate in nature. The other 

type of interaction is known as mutually exclusive where; protein partners are not co-expressed 

and bind at different times or location using the same interface. These interactions are generally 

transient in nature (Kim et al., 2006). 
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1.4.3 Protein-protein interaction databases 

An enormous amount of data generated by computational and experimental methods are 

deposited in primary databases, where these are manually curated. Some of these databases 

integrate to form consortium for sharing and improving curated data. These meta-databases help 

removing the redundancy and other inconsistencies in the data (Turinsky et al., 2010). Apart 

from these, there are species specific databases documenting interactions (Lee et al., 2010, 

2011). Some of commonly known PPI databases are listed in Table 1.3.  

1.4.4 Prediction of protein-protein interactions and PPI as drug targets 

Since experimental methods are usually time-consuming and technically challenging, 

computational methods have been proved to be useful in predicting PPI and also reliably 

identifying interfacial residues. Such prediction can be broadly classified into (i) knowledge 

based and (ii) docking based. The knowledge-based methods rely on detecting homologs of 

experimentally known PPIs, whereas, docking methods rely on geometric models and shape 

complementarity measures between protein structures. With the current expansion of PDB, target 

proteins are dominantly modeled using template-based approaches such as modeling based on 

physical processes of folding is a daunting task. Some of the known knowledge based methods 

available publically are mentioned in the following Table 1.4. 

As has been discussed before, protein–protein interactions are essential to mediate 

various physiological processes in the cell and its aberrant activities could lead to pathological 

conditions (Cohen & Prusiner, 1998; Loregian et al., 2002; Selkoe, 1998). This suggests that 

specific PPIs can be targeted for drug development (Makley & Gestwicki, 2013; Ozdemir et al., 

2019). Therefore, it is crucial to identify protein-protein interactions, which can be used for 

rational drug design process. The cellular processes apart from being regulated by environmental 

conditions can also be influenced by external compounds (Eyster, 1998; Furukawa et al., 2002; 

Klemm et al., 1998; Markus & Benezra, 1999). The focus is to find small molecules targeting 

PPI with high affinity and can regulate PPI that are referred as ‘PPI modulators’ affecting 

protein-protein interaction through stabilization of inhibition (Zinzalla & Thurston, 2009). 

However, there are challenges in identification of such modulators, mostly, due to topology of 

protein-protein interfaces such as flat in nature in comparison to other binding sites having clefts 

(Jin et al., 2014), lack of small molecule binding sites, false positive interfaces and diversity of 
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protein-protein interfaces (Arkin & Wells, 2004; Gurung et al., 2017). Several computational 

modeling and molecular biology techniques have been developed to address these challenges 

(Cheng et al., 2007; Huang & Jacobson, 2010; Jin et al., 2014) and modulators could be designed 

to either destabilize protein-protein interaction or to inactivate protein complexes by locking 

complexes in a non-functional state. 

Table 1.3 List of protein-protein interaction databases (Adapted from(Jung et al., 2012) 
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Table 1.4 Representative protein–protein interface prediction methods (Adapted from (Xue 
et al., 2015) 

 

The physiochemical characteristics of protein-protein interfaces were analyzed to 

determine druggability of PPIs. It has been demonstrated that druggable PPIs have predominant 

hot spots (London et al., 2013), which can be regarded as continuous small peptide contributing 

most to the interface (London et al., 2010). The modulators can be designed to target PPIs by 

stabilizing/inhibiting protein complex formations (Arkin & Whitty, 2009; Mullard, 2012; Thiel 

et al., 2012). Mostly, inhibitors of a PPI are designed so that small molecule competes for the 

intersection site, which are usually hot spots or allosteric site (Figure 1.5). In allosteric inhibition 

mechanism, binding of a small molecule bind at a site distant from the interface leads to 

conformational change resulting in inability of protein to form complexes (Shangary & Wang, 

2009; Yin & Hamilton, 2005). In PPI stabilization, the small molecules bind to protein monomer 

and stabilize the complex by increasing their natural binding affinity (Figure 1.5c). 
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Figure 1.5 PPI inhibitions by (a) hot-spot approach, (b) allosteric mechanism and (c) PPI 
stabilization. The two protein monomers are represented in blue and green color. Hot spots are 
shown in yellow (Zinzalla & Thurston, 2009). 

1.5 Protein domains 

The term ‘domain’ was coined in 1960’s and in 1970’s researchers observed that there are 

certain patterns in protein sequence/structures appeared to repeat as sequence motifs or 

substructure within a structure. The structure of hen egg white lysozyme structure (Phillips, 

1966) showed the existence of distinct substructure in lysozyme protein and found that there is 

an interior hydrophobic and somewhat hydrophilic surface in the substructures. Later, 

Cunningham et al. (Cunningham et al., 1971) in a separate study on immunoglobin proteins 

could identify distinct regions, which were referred to as domains. It was also hypothesized that 

these regions have evolved through evolutionary events such as gene duplication/translocation. 

Further, Wetlaufer (Wetlaufer, 1973), who first examined multiple proteins and compile a list of 

their domains. Based on this, he suggested that structural independence was largely due to rapid 

self-assembly of these distinct regions unlike Cunningham's work, which suggested separate 

genetic control for such regions. Subsequently, it was proposed that protein domains are 

independent folding units that form the basic 'building blocks' of proteins in evolution and 

architecture (Blake et al., 1967; Wetlaufer, 1973). Another similar study also proposed that 

protein domains are structurally self-sufficient in terms that if cleaved from protein backbone, 

the domain would retain their three-dimensional geometry and often their function (Levitt & 

Chothia, 1976). With availability of multiple structures, the most accepted domain concept is 
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based on the globularity or compactness of the proteins, which assumes that the atomic 

interactions within domains are stronger than between domains. Structural domain such as 

protein kinase domain (Pkinase), SH3 domain (Src homology 3), and leucine zipper domain 

(bZIP) can exist as an independent entity in case of single domain proteins or they may exist in 

combination with other domains in multidomain proteins.  

A large proportion of proteins coded in diverse set of organisms are made up of more 

than one domain where these form functionally or structurally distinct modules in multidomain 

proteins (Campbell & Baron, 1991). It has largely been accepted that multidomain proteins have 

evolved through multiple events of duplication and adaptive changes from single-domain 

proteins (Vogel et al., 2004; Vogel et al., 2005). It has been also proposed that modular 

multidomain proteins are produced by exon-shuffling during evolution (Patthy, 1996). Using an 

existing domain repertoire, duplication and shuffling of domains led to the emergence of 

numerous unique and novel functions (Vogel et al., 2005). It has been suggested that multiple 

domains can provide structural stability and functional advantages to proteins. 

1.5.1 Types of protein domains 

The protein can be delineated into domains, which depending on the concept of domain 

definitions can be of various types such as sequence, structural, functional, evolutionary and 

mobility (Majumdar et al., 2009; Postic et al., 2017). The widely accepted and well-defined types 

of domains are sequence and structural domains. For completeness, we provide definitions of 

various types of domains: 

Sequence domains – are purely defined on the basis of conservations of residues over significant 

length of alignment and hence, can be detected using sequence similarity measures. These are 

often found in combination with other sequence domains and are well characterized in Pfam 

database (Finn et al., 2014). 

Structural domains – are defined on the basis of compactness, globularity and presence of 

hydrophobic core. It is assumed that atomic interactions are stronger within a domain than 

between domains. Structural domains are classified in SCOP (Murzin et al., 1995) and CATH 

database (Orengo et al., 1997). 
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Functional domains –are defined as having independent function associated with a region of 

protein. These domains are capable of carrying out an activity such as enzymatic function. 

Evolutionary domains –are defined as primary unit of evolution, propagated by recombination, 

shuffling, transposition etc. 

Folding domains –are defined as independent region capable of folding independently or atleast 

possess a folding nucleus that can initiate a folding process. 

Mobility domains –are defined as domains with high correlated mobility, which rearrange during 

evolution of protein. These domains physically interact with many other domains or bind to 

different types of molecules (Basu et al., 2009).  

It is important to note that the above domain definitions do not necessarily agree with each other. 

For instance, a compact protein structure does not correspond to a functional unit of protein and 

therefore, it is possible that proteins can have different valid annotations depending upon the 

basis used for domain annotation. In essence, domains are considered as a fundamental 

structural, functional and evolutionary unit of proteins. Many databases are dedicated for 

depositing as well as retrieval of well-annotated protein domains.  

1.5.2 Structural domains 

Structural domains can be broadly defined as a compact region of protein that is often, but not 

always, consist of continuous segment of amino acid sequence and is usually capable of folding, 

stable enough to exist on its own. Alternatively, it is compact, local and semi-independent units 

of protein structure (Richardson, 1981). The identification of protein domains is the essential 

step for protein structure determination and functional annotations. Several methods are known 

to predict domains using information from either structure or sequence of the proteins and some 

of them are mentioned in Table 1.5. The significance of predicting domains in proteins is to 

identify new putative members from hypothetical proteins and subsequently classify them in 

their corresponding protein domain family. Additionally, the domain identification methods will 

help in annotating genes with unknown function in newly sequenced genomes. 
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Table 1.5 List of databases of domains and methods for their prediction or identification 
(Ingólfsson & Yona, 2008) 

1.5.2.1 Continuous and discontinuous domains 

As mentioned before, structural domains can be made of continuous segment or be formed from 

more than one segment. Evolution has led to different forms of domain arrangements across the 

sequence of proteins that can be classified by their connectivity (Das & Smith, 2000). These 

arrangements go beyond sequential permutations of entire domain structures and may affect the 

organization of domains. Based on the connectivity, there are two main classes in which domains 

can be divided: continuous domains and discontinuous domains. The continuous domains are 
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composed of an uninterrupted stretch of amino acids in the associated coding sequence, which 

can be represented as 1 < i <N. The continuous part of protein chain has a tendency to form 

islands of ordered structures (Henry et al., 2013; Munoz & Eaton, 1999), which may serve as 

nuclei for protein folding. The discontinuous domains have coding sequence interrupted by 

subsequences, which encode alternative structures, such as inserted domains. To represent a 

discontinuous multidomain protein, consider there are discontinuous segments consisting of 

residues 1≤ i ≤N1 and N2≤ i ≤N, and another continuous domain, consisting of residues N1< i 

<N2. In this way, discontinuous segments of domain can be connected more than one inter-

domain linker (Figure 1.6). The discontinuous domain may not be an independent folding unit, 

but may depend on the continuous domain. 

Figure 1.6 Examples of two-domain proteins with different topological complexities. (A) 
Human γD-crystallin (PDB ID: 1hk0A) having two independently foldable domains connected 
by one linker. (B) Bacterial solute binding protein ModA (PDB ID: 1atgA), which has two 
domains of which one domain (shown in blue) is discontinuous domain. (C) 5-keto-4-
deoxyuronate Isomerase structure (PDB ID: 1xruA) consists of two domains and both are 
discontinuous domains. The N and C terminals of structure are shown with positions of linkers 
shown by black arrows. The linear arrangement of structural domains is shown in color 
corresponding to same color as structural domains. 

1.5.3 Classification of structural domains 

Even though, analysis of individual protein structure can reveal a great deal of information, over 

years it has been realized that a comprehensive view of proteins can be understood from 

comparing multiple proteins and investigating the evolutionary relationships among them. In 

order to perform such systematic analysis requires a system of classifying proteins into 

structurally related groups, which can be used to infer function as well. The field of structural 

classification aims to identify and characterize these domain structures by grouping them into a 

hierarchical manner using relationships among groups of protein based on their sequence or 

structural similarities. 
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Among many attempts to divide the protein structure universe into defined regions, two 

databases viz. SCOP and CATH, have been useful in classification of structural domains and 

have been maintained over decades. These are briefly described below.  

1.5.3.1 Structural Classification of Proteins (SCOP) (http://scop.mrc-lmb.cam.ac.uk) 

The SCOP database provides comprehensive information on structural and evolutionary 

relationships of protein domains (Murzin et al., 1995). Subsequent to identification of domains, 

mostly manually, these are classified hierarchically at four levels (Figure 1.7). The most 

fundamental level of classification is family, which are grouped into superfamily. These are 

classified into fold and then into classes. Each of these levels is defined as follows: 

Family – Protein domains classified at this level have clear evolutionary relationships among 

each other. The sequence identity shared between proteins is usually high (>30%). Proteins are 

grouped based on sequence identity, structure similarity and functional similarity (for example, 

Globin family). 

Superfamily – Protein families having similar structures or functions are grouped together into a 

superfamily. The sequence identities are usually low, however, structures are similar. The 

proteins related at superfamily are suggested to have a common evolutionary origin.  

Fold – This level group superfamilies based on core protein structure. Fold level is defined as 

“the same secondary structure elements in the same arrangement with the same topological 

connections” (Bourne & Weissig, 2003). Proteins with same folds may differ in secondary 

structure elements in the periphery of the structure. There is no evidence of common 

evolutionary origin but independently evolving proteins may end up in having a similar fold due 

to physiochemical constraints, which favor specific secondary structure arrangements.   

Class – The highest level of classification is class. It is defined by the content and organization 

of secondary structural elements of the domains. The predominant classes are: “all α” domains 

composed mainly of α-helices; “all β” domains consist of majorly β sheets; “α/β” domains 

having β sheets surrounded by α helices; “α + β” domains having regions separated by both 

helices and sheets.  
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The SCOP database is extended into a resource database called ASTRAL Compendium 

(http://astral.berkeley.edu). This database aids in providing tools to analyze protein domain 

structures, which are classified in the SCOP database. It documents two types of domain 

sequences: a. ATOM sequence record of SCOP domain boundaries and b. domain sequence 

generated from SEQRES record of PDB file (Brenner et al., 2000). Apart from this, ASTRAL 

database offers criteria to select sub-sections of SCOP domains based on different sequence 

identity levels (Chandonia et al., 2004). SUPERFAMILY database uses SCOP superfamilies to 

build hidden Markov Models to annotate proteins in many genomes (Gough et al., 2001). 

Figure 1.7 Hierarchy of protein classification in SCOP database (Modified from 
http://compbio.berkeley.edu/people/ed/SeqCompEval/) 

In 2013, SCOPe (SCOP-extend) was developed, which is an extension to v1.75 (last 

released version) of SCOP database (Fox et al., 2013). It focuses on the classification of new 

PDB structures in SCOP-1.75 by utilizing automated methods. It also corrects errors in SCOP 

classification and maintains the accuracy as that of manually curated protein structures. Similar 

to SCOP, it integrate ASTRAL database and also update it regularly. The current release of 

SCOPe-v2.07 includes 92665 PDB entries and 294450 domains. 

1.5.3.2 Class, Architecture, Topology, Homology (CATH) (http://www.cathdb.info/) 

Similar to SCOP hierarchical classification, CATH also classifies domain structures (Orengo et 

al., 1997) with some additional hierarchical levels. CATH uses a semi-automatic procedure to 
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identify domains and classify into various levels based on composition and packing of secondary 

structure elements. The four hierarchical levels defined in CATH are (Figure 1.8):  

Homologous Superfamily (H) – The structural domains having clear evolutionary relationship 

based on the similarity in their structure, sequence or function are classified into homologous 

superfamily. 

Topology (T) – This is analogous to the Fold in SCOP and groups structures based on topology 

of their core regions, that is, if they share overall shape and connectivity of the secondary 

structures in the domain core. As has been in Fold of SCOP, structures within a topology can 

have varying structural decorations to the common core. 

Architecture (A) – The topologies are grouped in same architecture based on the overall shape of 

the domain structure as determined by their secondary structures but ignoring the connectivity 

between secondary structures. This classification is performed manually. 

Class (C) – This is the highest level of classification and it represents the gross content of 

secondary structures of the domain (automatic process). The four classes in CATH are: mainly 

alpha, mainly beta, alpha beta and few secondary structures. 

In CATH, the homologous superfamily (H) is further divided into subfamilies by 

clustering based on pairwise sequence identities from Needleman and Wunsch algorithm 

(Needleman & Wunsch, 1970). These clusters are namely S, O, L, and I depicting domains in 

clusters having atleast 35%, 60%, 95% and 100% sequence identity respectively. The final level, 

D, is used as counter to make sure that each domain is represented uniquely in the CATH 

database. Thus, each H is further classified at S, O, L, I and D levels of classification. 
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Figure 1.8 Schematic representation of CATH database hierarchy.  

Through decade of research, both SCOP and CATH have been established as the gold 

standard databases in the field of protein structure research. These have been used in protein 

structure prediction and classification, assessment, various machine learning approaches. 

However, the differences and inconsistencies in both hierarchies could lead to unavoidable issues 

during training and benchmarking phases of protein structural studies. In total, there is 

approximately 70% overlap between definitions of the domain SCOP and CATH (Csaba et al., 

2009). Table 1.6 summarizes current statistics of SCOP and CATH databases. 

Table1.6 Showing population of different hierarchical levels in the databases 

CATH hierarchy CATH v. 4.20 (number 
of members) 

SCOPe 2.07 (number 
of members) 

SCOP hierarchy  

Class 4 7 Class 

Architecture 41 -- -- 

Topology 1391 1243 Fold 

Homologous 
superfamily 

6119 2044 Superfamily 

-- -- 4955 Family 
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1.6 Protein structural space 

The representation of all possible proteins often referred to as ‘protein universe’ (Levitt, 2009; 

Taylor, 2020). As described before, sequence of amino acids adopt regular secondary structures 

such as α-helices and β-sheets, which are predominant in protein structures. These secondary 

structures are connected by loops or turns. Some amino acids are selectively more prevalent in 

one class over the other (Chou & Fasman, 1974) and make their prediction in protein sequences 

more straightforward. The secondary structure organizes into tertiary structure, which is next 

level of structural complexity. The tertiary structure of the protein is defined to represent the 

secondary structure with interconnectivity among them that is a unique conformation of protein 

in 3D space called “fold or topology”. Although, theoretically it is possible for a protein 

sequence to adopt any fold or have various possible arrangement of secondary structures (Holm 

& Sander, 1996), yet it has been shown that structures of proteins have limited and repeated folds 

(Chothia, 1992). This is most likely because proteins are restricted by numerous constraints 

including structure, interactions, function and biophysical characteristics and hence the resultant 

structural space used in nature is surprisingly small. It has been fascinating to study structural 

space to understand evolutionary relationships between proteins despite no significant sequence 

similarity.  

1.6.1 Nature of protein structural space 

The structural space of protein can be defined as collection of experimentally determined protein 

structures, which could be structural domains or complete protein structures (Taylor, 2007, 2020; 

Sadreyev et al., 2009). The distribution of entities in any spaces can be described by distance 

separating them. Using some distance measures, either the space can be viewed as disparate if 

the large distances separate enclosing entities and these cannot be reached from each other, or the 

space can be of continuous nature consisting of region with density gradation where regions of 

high density can communicate with each other through intermediate regions of low density. 

Similarly, the protein space can be described as discrete or newly accepted a continuous space 

(Taylor, 2020). In the following sections, we have described both views of structural space. 
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1.6.1.1 Discrete nature of fold space 

The belief that protein structural space is divided into distinct folds or discreetness of protein 

structure space originated early when limited structures were available and it was observed that 

structures showed relatedness to each other and not so much to other folds.  For instance, 

hemoglobin (Perutz et al., 1960) and myoglobin (Kendrew et al., 1958) structures were found to 

be similar in their structure and hence classified into the same protein family. Similarly, some 

proteins were found similar to known structural folds and classified with it, otherwise they were 

deemed to be new fold. In absence of quantitative measure to assess structural relatedness, the 

structural space got sparsely populated with unrelated structural folds. Figure 1.9 shows few 

examples of these earlier fold prototypes used to classify other protein structures (Sadreyev et al., 

2009). 

Figure 1.9 Examples of earliest known and abundant fold types. A) Globin-like fold (PDB 
ID 3SDH); B) Rossmann-like fold (PDB ID 2JFG); C) Trypsin-like fold (PDB ID 1AQ7); D) 
Immunoglobulin-like fold (PDB ID 1VCA). Structures are colored by secondary structures: 
helices as orange, strands as magenta and coils as gray (Modified from Sadreyev et al., 2009). 

Some of the earlier studies suggested that the space is discontinuous for single domain proteins 

(Holm & Sander, 1997; Hou et al., 2005). They performed all-against-all comparisons of 

structures from PDB and claimed that in case of proteins with single domain, structural space is 

made of distinct, non-overlapping folds. Since domain is regarded as conserved region and basic 

unit of evolution in the protein, which led to the assumption that fold space is disparate in nature. 
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Moreover, such observations laid the basis for the development of two very well known protein 

classification databases: SCOP (Murzin et al., 1995) and CATH (Orengo et al., 1997). These 

databases group proteins into different fold types based on their evolutionary relationship 

(homology), function and topology. An analysis on the available protein structural folds has 

shown that structures occupy only four regions of the thinly populated fold space (Hou et al., 

2003). The four regions correspond to the arrangement of secondary structural elements, which 

formed the basis of two popular protein structural databases. 

It is known that proteins are marginally stable molecules (Giver et al., 1998; Privalov & 

Khechinashvili, 1974; Ruvinov et al., 1997; Savage et al., 1993; Vogl et al., 1997) and only 

infinitesimal fraction of stable fold are observed to carry out is function in an ocean of unstable 

conformations (Lupas & Koretke, 2008). The external factors like mutations may drift proteins 

from their stable state of proteins that will either be eliminated by natural selection or 

constrained if it is bearable by fold (Edwards & Deane, 2015). Therefore, one can argue that 

discreteness is a result of evolutionary pressure along with constrained thermodynamic stability 

of protein, which prevents the movement between folds (Choi & Kim, 2006; Lupas & Koretke, 

2008).  

1.6.1.2 Continuous nature of fold space 

Later, the work of Shindyalov and Bourne (Harrison et al., 2002; Shindyalov & Bourne, 2000) 

demonstrated that there is continuity in fold space shown by some topologies in secondary 

structure class. Moreover, suggesting that many paths exists between folds and protein structure 

can move between them. In a similar study, structural similarities were observed among SCOP 

folds (Yang & Honig, 2000). Recently, many studies have found that structural space is 

continuous and dense based on structural similarity of single domain proteins (Kolodny et al., 

2006; Pascual-García et al., 2009; Sadowski & Taylor, 2010; Skolnick et al., 2009). Further, it 

has been suggested that continuous nature of structural space is due to similar packing of 

secondary structure (Skolnick et al., 2009). The continuous nature is purely caused by structural 

relatedness, which involves the arrangement of secondary structure elements to form a stable 

state (Sadreyev et al., 2009) and need not have any direct implications on protein evolution 

(Skolnick et al., 2009).  
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1.6.1.3 Dual nature of structural space 

With structural alignments of many proteins, an alternate view of structural space has been 

proposed, that is, it dual in nature showing both discrete and continuous. As a consequence, 

distribution of protein points in the fold can be visualized as regions of high density and low 

density (Sadreyev et al., 2009). With limited number of structures determined the structures were 

mostly distinct creating isolated clusters of islands giving a discrete picture. However, with more 

structures region between islands of structures started getting populated making the distribution 

look more continuous (Figure 1.10). This suggests that the structure space mostly continuous 

having few region of preferred conformations. The discrete and continuous paradigms about the 

fold space complement each other and provide important insights into evolutionary and 

structure-function landscapes respectively. 

Figure 1.10 Contour plot of estimated probability density for clustered protein structures 
based on geometric similarities. Contour plot colored from blue (low density) to orange (high 
density) regions. When few protein structures were considered, they tend to cluster around 
yellow region, however, as more and more protein structures were determined they started to 
occupy green-blue area making the fold space to look more continuous (Modified from 
(Sadreyev et al., 2009)). 

1.7 Evolution of multidomain proteins 

The protein domain can either exist as a single domain protein (Jaenicke, 1987) or it can 

combine with different domains of the same protein and to become a part of multidomain protein 

(Doolittle, 1995; Rossmann et al., 1974). Considering function associated with each domain 

(Ponting & Russell, 2002), in evolution multidomain protein allow extending the function of 

proteins by bringing domains of varying functions. In such context, proteins are also considered 

as unit of evolutionary unit (Murzin et al., 1995). The linear arrangement (Figure 1.11) of 
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different domains in a protein chain is called domain order or domain architecture or domain 

organization (Apic et al., 2001a; Kummerfeld & Teichmann, 2009; Bjorklund, et al., 2005; 

Bornberg-Bauer et al., 2005). Such domain organization could be helpful in cladistics analysis by 

providing unique evolutionary markers (Koonin et al., 2000). During evolution, with increasing 

organismal complexity are also associated with proteins acquiring new functions by domain 

combination, where domains undergo various recombinations with each other to result in 

complex multidomain architectures (Koonin et al., 2000). The multidomain architectures is 

advantageous as it can increase efficiency of cellular processes as functional modules lie close to 

each other (Yu et al., 2019; Enright et al., 1999; Marcotte et al., 1999); the rate and ability of 

proteins to fold spontaneously into a spatial substructure and utilizing mechanisms to avoid 

misfolding (Garbuzynskiy et al., 2013; Han et al., 2007); reconfiguration of domain assemblies 

by rearrangement of existing domains to perform new functions (Vogel et al., 2004). 

 

Figure 1.11 Schematic shows representation of domain architectures. Figure shows cartoon 
representations of linear organization of domains. 

Previous studies have shown that new domain combinations in course of evolution 

mostly occur through non-allelic homologous recombination of nearby genes (Buljan et al., 

2010). Such events (Figure 1.12) include divergence, duplication, insertion/ deletion, fusion/ 

fission of genes and their gene products (Chothia & Gough, 2009; Ekman et al., 2005; Fong et 

al., 2007; Kummerfeld & Teichmann, 2005; Vogel et al., 2005; Weiner et al., 2006; Weiner & 

Bornberg-Bauer, 2006). Among these mechanisms, gene fusion preceded by duplication and 

recombination dominantly mediated the process of domain gains in proteins. It is also 

noteworthy that domain fusion events more likely to occur at amino and carboxyl termini of 
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proteins (Marsh & Teichmann, 2010). In addition, it has also been observed that small fraction of 

eukaryotic proteins also gain new domains through intronic recombination mechanism (Patthy, 

1996). 

Figure 1.12 Schematics of various events in evolution of multidomain proteins (Modified 
from Kannan & Wheeler, 2012). 

Generally, domain architectures predominantly appear to originate only once but if they 

found to span many species, it consequently indicates their common origin (Doolittle, 1995). 

Domains are often associated with a specific function, but domain fusion ensue novel proteins 

with complex and diverse functions either forming new inter-domain functional sites or 

incorporating domains with separate functions (Apic & Russell, 2010; Bashton & Chothia, 2007; 

Han et al., 2007). This process of alternate domain combinations from a limited set of existing 

units potentially creates a significant functional diversity and discovers novel proteins (Levitt, 

2009; Marsh & Teichmann, 2010; Moore et al., 2008). Regardless of this, some domain 

architectures evolved independently due to functional constraint or by random chance (Forslund 

et al., 2008). These types of proteins offer new insights into structure function and convergent 

evolution (Gough, 2005). 

Lastly, it is the stability of the novel protein that will determine the fate of the new 

domain architecture, whether it will continue to be preserved in nature or not (Marsh & 

Teichmann, 2010). Noticeably, it has been observed that certain domains combine with multiple 

different domains, these are regarded as ‘promiscuous’ domains, while, other domains combine 
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with one or few domains (Basu et al., 2008). These findings taken together implies that a strong 

purifying selection constraints act on evolution of domain architectures which leads to specific 

domain interaction from originally evolved non-specific or promiscuous interactions (Basu et al., 

2009).  

1.7.1 Inter-domain linkers 

Many studies analyzed the organization of structural domains in multidomain proteins with 

properties of segment connecting domains, which is called as inter-domain linker (IDL). These 

linker regions can vary in their structure, size and composition (George & Heringa, 2002c; 

Bhaskara, et al., 2013) and serve as covalent link between domains that affect folding, stability 

and domain-domain orientations (Robinson & Sauer, 1998; Bhaskara et al., 2013). The linker 

regions are known to modulate the function of the proteins by allowing the tethered domains to 

communicate such as inter-domain linker harbors functional sites/active sites (Bashton & 

Chothia, 2002; Wei et al., 2001). Apart from composition of linkers, their length is an important 

feature as changes in its length affects domain stability and inter-domain orientations (Bhaskara 

et al., 2013; Robinson & Sauer, 1998; van Leeuwen et al., 1997; George & Heringa, 2002). 

Moreover, IDLs have been shown to play key role in maintaining inter-domain cooperative 

interactions and as scaffold prevents unfavorable interactions between folding domains. The 

knowledge of linker properties will help in designing fusion protein engineering (Bhaskara et al., 

2013). Previous studies have categorized linkers as: helical (rigid) and non-helical (soft) linkers. 

It was observed that soft linkers foundin hinge regions and are rich in glycine residues making 

these highly flexible (Ikebe et al., 1998). Because of their flexibility these can easily break and 

form contacts with adjacent domains and aid in catalytic events. The rigid linkers are observed to 

be rich in proline residues (Adzhubei & Sternberg, 1994), which act as spacers and keep domains 

apart to prevent unfavorable interaction during folding process (Briggs & Smithgall, 1999; 

George & Heringa, 2002c; Gokhale et al., 1999; Ikebe et al., 1998). As rigid linkers act spacers, 

these are called as ‘molecular rulers’ because these behave as ‘metric’ function, for instance to 

keep distance between domains or depth of binding pocket (Wriggers et al., 2005). Such linker 

usually includes stable α-helical structures (Johnson et al., 2003). 

The reliable detection of domain boundaries usually rely on atomic coordinates of 

experimentally determined or predicted 3-D structures (George & Heringa, 2002; Holm & 
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Sander, 1994; Islam et al., 1995; Marsden et al., 2002; Siddiqui & Barton, 1995; Taylor, 1999; 

Wernisch et al., 1999). The knowledge of conserved regions in sequences and evolutionary 

information could further aid in identification of domain boundaries (George & Heringa, 2002; 

Gouzy et al., 1997; Gracy & Argos, 1998; Sonnhammer & Kahn, 1994). Such as CHOP 

algorithm utilizes both domain boundary information from structural and sequence (Pfam-A) 

domains to delineate proteins into domain-like fragments (Liu & Rost, 2004b). Its improved 

version (CHOPNet) rely on neural networks with additional evolutionary and predicted tertiary 

structure predicted domain boundaries (Liu & Rost, 2004a). An alternative approach for 

detecting domain boundaries is to identify interdomain linkers (Bae et al., 2005). Most linker 

identification methods use predicted secondary structure, propensity of amino acids, or a 

combination of the two (Miyazaki et al., 2002; Tanaka et al., 2003). For example, Q-linkers 

occur in a variety of bacterial regulatory and sensory transduction proteins at the boundaries of 

functionally distinct domains. These are usually 15-20 residues long, and are not conserved 

among homologous proteins. These adopt coil structure with preference of amino acidsArg, Gln, 

Ser, Glu, and Pro. 

1.8 Domain-domain interaction interfaces 

Since the protein domain is considered as a fundamental unit of protein, protein-protein 

interactions can further be described as interaction between domains or ‘domain-domain 

interactions’ (Björkholm & Sonnhammer, 2009). More appropriately, these are called as inter-

chain domain interaction to distinguish from interacting domains of a multidomain protein that 

are referred as intra-chain domain interaction (Park et al., 2001) (Figure 1.13). The knowledge of 

inter/intra-chain domain interactions has been primarily derived from available protein structures 

in PDB apart from computational methods to predict such interactions (Prieto & Rivas, 2010; 

Zhao et al., 2008). The domain interaction interfaces can host functional (both catalytic and 

binding) sites of proteins for example in ATPases, the catalytic and effector functions being 

separate part of different domains (Ito et al., 2003; Janin & Wodak, 1983). Moreover, analyses of 

PPI at domain level can give molecular insights as well as crucial in detecting previously 

unrecognized protein-protein interactions, protein docking, hot-spot residues, and development 

of new drugs (Apic et al., 2001a; Aytuna et al., 2005; Betel et al., 2007; Shoemaker et al., 2006; 

Yellaboina et al., 2011). 
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Figure 1.13 Representation of inter-chain and intra-chain domain-domain interfaces. 
Domain interfaces between chains shown in A) where inter-chain interfaces is formed between 
chains C and D of PDB ID: 3mff and B) Intra-chain domain interfaces of two domain protein 
(PDB ID: 1ospO). The protein chains C and D of 3mff are colored green and orange 
respectively. The domains 1 and 2 of 1ospO are colored light and dark blue respectively. The 
interfacial residues are shown in vander Waals sphere representation. 

The computational analyses of intra-chain domain interfaces have shown that these are 

mostly hydrophobic, with a degree of hydrophobicity intermediate between obligate and non-

obligate protein complexes (Argos, 1988; Jones et al., 2000). The interface residues are relatively 

more conserved in comparison to solvent exposed residues (Littler & Hubbard, 2005). The intra-

chain domain interfaces show remarkable differences in surface area, which ranges from small 

interfaces that allow restricted inter-domain motion by IDL to much larger interfaces where little 

inter-domain motion (Bhaskara et al., 2013). 

As has been mentioned before, arranged order of domains or ‘domain architecture’ in 

multidomain has been suggested to be strongly conserved across different organisms (Apic et al., 

2001b; Bashton & Chothia, 2002; Han et al., 2007; Vogel et al., 2004). The analyses on 

arrangement of protein domain families in multidomain protein have shown that some domain 

families interact with only one or two families whereas some families (for example, “P-loop 

containing nucleotide triphosphate hydrolase”) interact with many other domains (Apic et al., 

2001a; Iyer et al., 2004). Such “promiscuous domains” are a major source of functional novelty 

(Basu et al., 2008). It has been found that domains that interact with a limited domains partners, 

typically, interact with the same interface, while domains that interact with multiple different 

partner domains are usually observed making use of different interfaces (Littler & Hubbard, 

2005). 
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Previous studies on conservation of intra-chain interacting domains have found that 

domains in close homologous proteins (typically sequence identity 30-40% or higher) interact 

similarly (Aloy et al., 2003) suggesting orientation of interacting domains tends to be 

evolutionary conserved. The study on classical Rossmann superfamily domain combination with 

8 catalytic superfamilies showed that relative domain geometry is conserved in superfamily-

superfamily pairs. However, the same is not conserved between two superfamilies (Bashton & 

Chothia, 2002). The geometrical relationship between domains was not conserved when domains 

sequential order is reversed. Subsequent studies on the extent of conservation of domain-domain 

geometry and molecular structure of interface among homologous two-domain proteins have 

shown that ~60% of pairs conserve their geometry and interface and ~38% of pairs have variable 

geometrics and interface (Han et al., 2006). Interestingly, variable geometry and interface can be 

found even in homologous structures. Another study has noted that usually the relative 

positioning of two superfamily-related domains in unrelated proteins are not similar. These 

suggest that domain orientations in 3D may be mostly affected by functional restraints (Rekha et 

al., 2005). 

The intra-chain domain interactions in multidomain protein have been suggested to be 

important for stability, and folding (Arviv & Levy, 2012; Bhaskara & Srinivasan, 2011; Flaugh 

et al., 2005; Han et al., 2007; Levy, 2017). Although it is assumed that domains in multidomain 

proteins follow the same folding principles as of single domain proteins, however, unlike single 

domain proteins, which lack domain-domain interactions, the length of linker and nature of 

domain interface impact folding of protein. Some proteins show cooperative behavior among 

domains where folding of one domain is influenced by the other domain (Batey et al., 2005, 

2006). In other proteins, where the interaction between domains is weak, interfaces are small and 

loosely packed, domains fold independently (Han et al., 2007; Scott et al., 2002).  

1.9 Tertiary structure comparison methods 

The structural alignments of proteins are essential to detect distantly related sequences (remote 

homologs). Apart from this, alignments can be used for function prediction of a new protein by 

detecting regions of local and global similarity to a protein with known function (Carugo, 2006).    
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1.9.1 Different measure of domain interface structural similarity 

1.9.1.1 Root Mean Square Deviation (RMSD) 

It is the most commonly used metric while quantifying the similarities between superimposed 

atomic coordinates. The superposition of protein structures between structurally equivalent 

positions is performed using Kabsch algorithm (Kabsch, 1976). Usually, proteins are represented 

using trace of C-α atoms. The RMSD is computed from Euclidean distance of equivalent C-α 

atoms of superposed coordinates. RMSD is calculated by the equation given below: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  �
∑ �𝑥𝑥𝑖𝑖𝑏𝑏 −  𝑥𝑥𝑖𝑖𝑎𝑎�

2 +  �𝑦𝑦𝑖𝑖𝑏𝑏 −  𝑦𝑦𝑖𝑖𝑎𝑎�
2 +  �𝑧𝑧𝑖𝑖𝑏𝑏 −  𝑧𝑧𝑖𝑖𝑎𝑎�

2𝑁𝑁
𝑖𝑖=1

𝑁𝑁
 

where, x,y,z are the coordinates of atoms with a and b denoting coordinates from 2 structures; N 
is total number of superposed Cα-atoms 

RMSD is expressed in unit of Å. The RMSD can be calculated over different subsets C-α atoms, 

or all heavy atoms of the protein or for small molecules such as ligands bound to these protein 

structures or for interfacial residues. Usually, RMSD calculated over the full length of the protein 

or domain is referred as ‘global RMSD’ and other calculated for a subset of atoms could be 

referred as ‘local RMSD’. The RMSD for interfacial residues is referred to as ‘interface RMSD’. 

 Although RMSD is an often used measure to assess the structural similarity between 

protein structures, the value of RMSD is function of protein/domain/interface length. For 

example, a small set of residues having large deviation can lead to large RMSD value despite 

deviations arising from a local region.  

1.9.1.2 Template Modeling Score (TM-score) 

Since length dependence is a disadvantageous feature of RMSD as a measure of structural 

similarity, a length independent measure TM-score was developed for assessment (Zhang & 

Skolnick, 2004). Though TM-score was developed to assess quality of modeled structure, it has 

been useful metric to compare structures. The issue with RMSD is that all residues are weighted 

evenly during calculations and therefore high RMSD values depict more sensitivity towards local 

structure deviation rather than to the global topology. Whereas, TM-score is a variation of the 

Levitt-Gerstein (LG) score (Gerstein & Levitt, 1998), which weights shorter distances between 
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corresponding residues more strongly than longer distances which makes the score more 

sensitive towards global fold topology. TM-score is given by the equation: 

𝑇𝑇𝑇𝑇 − 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑚𝑚𝑚𝑚𝑚𝑚�
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𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎

𝑖𝑖=1

�� 

where max is the maximum value after optimal superposition, L is the length of target/native 

structure, 𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎 is the length of the aligned residues to the template structure i.e. the number of 

equivalent residues in two proteins, di is the distance between the ithpair of residues and d0 is a 

scaling factor. The d0 is defined as: 

 𝑑𝑑𝑜𝑜 = 1.24 √𝐿𝐿 − 153 −  1.8 

which is an approximation of the average distance of corresponding residue pairs of random 

related proteins. This makes it length independent measure. TM-score ranges from 0 to 1, where 

1 indicates a perfect match between two structures. TM-score also signifies the quantitative 

correspondence with fold/topology classification of the predicted/model structure. Based on this, 

TM-score of 0.5 between two protein structures implies that these structures related at the level 

of fold (Xu & Zhang, 2010). 

1.9.1.3 Interface Similarity Score (IS-score) 

This score as its name suggests, gives a measure of the extent of structural similarity between 

two protein-protein interfaces. Usually, the structural similarity of PPI interfaces is derived upon 

aligning the interacting structures individually and computing the similarity of structurally 

equivalent interfacial residues. Such an approach is guided by global alignment of individual 

structures and would not be able to detect structural similarity of interfacial regions (Gao & 

Skolnick, 2010a). It has been observed that despite protein structures show higher global 

similarity, some of the proteins differ in their interaction modes. To identify and measure 

interface structural similarity, a program interface alignment (iAlign) was developed that aligns 

interface and measure similarity using IS-score (Gao & Skolnick, 2010a). Unlike other structural 

comparison methods known which rely only on geometric matches, IS-score also includes 

conservation of contact pattern among residues between interfaces. In this way, IS-score offers a 

more reliable metric to provide better insights into interface alignments and is defined as: 
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 IS-score = (S + s0) / (1 + s0), where 

𝑆𝑆 = 1
𝐿𝐿𝑄𝑄

max �∑ 𝑓𝑓𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖=1 /(1 + 𝑑𝑑𝑖𝑖

2

𝑑𝑑02
)�,  

where, LQ is the length of the query interface; Na is alignment length between query and 

template; di is distance (in Å) between Cα residues of aligned pairs; fi is contact overlap defined 

by𝑓𝑓𝑖𝑖 ≡ (𝑐𝑐𝑖𝑖 𝑎𝑎𝑖𝑖⁄ + 𝑐𝑐𝑖𝑖 𝑏𝑏𝑖𝑖⁄ ) 2⁄ ; where ai and bi are number of interfacial contacts of template and 

query interfaces at ith position in the alignment respectively, and ci is number of overlapping 

interfacial contacts at the same ith position; d0 is given by 

𝑑𝑑0 ≡ �
1.24�𝐿𝐿𝑄𝑄 − 15�1 3⁄ − 1.8 𝐹𝐹𝐹𝐹𝐹𝐹 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

0.7�𝐿𝐿𝑄𝑄 − 15�1 3⁄ − 0.1 𝐹𝐹𝐹𝐹𝐹𝐹 𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
 

To make score S length independent, it is normalized with s0, which is given by 𝑠𝑠0 ≡ 0.18 −

0.35 𝐿𝐿𝑄𝑄0.3⁄ . The normalized S score is referred to as IS-score, which has the maximum score of 

one for perfect alignment between two identical structures (Gao & Skolnick, 2010). Based on 

random protein-protein complexes, p-value is calculated for IS-score and IS-score with p-value < 

0.05 suggests that two aligned interfaces are significantly similar to some biological relevance. 

1.9.1.4 Inter-domain geometry 

Previously, there were several studies to analyze the different arrangements and combinations of 

domains within multidomain proteins (Apic et al., 2001a; Bashton & Chothia, 2002; Gough, 

2005). It has been learned that when different domains carry out a function in a protein, they just 

not only interact but also undergo some domain motions to orient themselves in a particular 

conformation in 3-D space which forms the final functional interaction interface (Gerstein et al., 

1993). In one of this work, measure to inter-domain geometry was proposed based on a simple 

concept of center of gravity (CoG) to describe the relative orientation of domains in two domain 

homologous proteins. This involves superposing one pair of domains followed by calculating the 

translation and rotation required to superimpose the CoG’s of other pair of domain. This 

quantifies as inter-domain geometry (Figure 1.14). The geometry is regarded as conserved if the 

required rotation < 20° and translation < 5Å to optimally superimpose CoG’s. In our work, to 

calculate the difference in orientation of interaction interface between intra-chain domain pairs, 
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we have used the best TM-score to select the first pair of domains and subsequently, other pair 

was used to calculate the rotational and translational movements.  

 

Figure 1.14 Schematics to show calculation of interdomain geometry in 2-domain proteins. 
Figure shows steps in calculating interdomain geometry following the method of Han (Han et al., 
2006). Two domains of each protein are colored differently. The domains D1 and D2 of one 
protein are colored as orange and pink respectively. The equivalent domains D1’ and D2’ 
(structually related) in other protein are colored as violet and light blue respectively (Modified 
from (Han et al., 2006)). 

1.9.1.5 Dihedral angle 

In order to compute inter-domain geometry another  measure was developed based on psuedo 

diherdral angles. This angle (χ = -180 to +180) is calculated between two contiguous domains 

using a center of mass and terminal residues (Cα C-terminal of a 1st domain and N-terminal 

domain of 2nd domain) of the domains (Figure 1.15) (Bhaskara et al., 2013).  The smallest 

dihedral angle is taken and the difference (Δχ) between this angle will classify the protein pairs 

either as conserved (Δχ ≤ 30°) and not conserved (Δχ>30°). 
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Figure 1.15 Representation of four points (coordinates) for calculating the dihedral angle. 
The four points: (1) center of mass of domain 1; (2) last Cα of domain 1; (3)Cα of N-terminal 
residue of domain 2; (4) center of mass domain 2. These points are shown as black color filled 
circles in the figure (Modified from (Bhaskara et al., 2013)). 

1.10 Modeling of multidomain proteins 

The number of known protein sequences has increased exponentially with the success of an 

expanding array of genome sequencing projects. Since knowledge of 3-D structure of proteins 

can give insights into molecular detail of function, it is important to determine their structures. 

Despite structural genomics efforts, determination of protein structure has not been able kept the 

same growth pace as sequences. Presently, the number of single domain protein structures out 

numbers multidomain proteins in PDB, which has ~32% of multidomain structure removing 

redundancy (Xu et al., 2015). This can be explained by limitation of experimental approaches to 

determine structures of large size and having inter-domain motion of multidomain protein. In 

many instances, this is overcome by cleaving protein at domain boundaries to obtain stable 

individual domains for structure determination (Savitsky et al., 2010). Owing to the gap between 

known protein sequences and known structures due to the limitations of experimental methods in 

solving the protein structure, the development of computational approaches would be helpful in 

generating models of good quality that can be used in various experimental/computational 

studies. 

Broadly, computational approaches for protein structure prediction can be classified as:(i) 

Template based modeling (TBM) and (ii) free modeling- FM (de novo/ ab initio). TBM refers to 
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the modelling of target protein sequence based on structural templates derived from 

threading/fold recognition, whereas FM or ab initio predict structure of target protein relying on 

general structural features and does not use templates (Kryshtafovych et al., 2011). TBM 

methods have been most widely because of reliability and accuracy of models. The TBM 

involves identification of template using sequence-based approaches, threading or fold 

recognition that is followed by using one or more templates for homology modeling or fragment 

assembly approach to predict tertiary structures (Pandit & Skolnick, 2010). It is crucial in TBM 

to: (i) to reliable identify correct templates and (ii) ability to refine the template structure closer 

to that of the native structure.A systematic study on dependence of modeling accuracy using 

MODELLER on template quality showed that modeling is highly dependent on evolutionary 

distance between target and template (Fiser, 2010). The template-target having sequence identity 

>50% usually results in model with RMSD within 1Å. Similarly, when the target sequence has 

sequence identity between 30 and 50% to the templates, models have core region (~85%) within 

3.5 Å, with the errors mainly in loop regions and tails (Eswar et al., 2006). The modeling 

accuracy drops for twilight zone sequence identity (<30%) (Chung & Subbiah, 1996; Eswar et 

al., 2006). Recently developed methods such as TASSER/I-TASSER (Roy et al., 2010; Zhang et 

al., 2005; Zhang & Skolnick, 2004a) and ROSETTA (Wollacott et al., 2007) are able to address 

these issue of low sequence identity templates where predicted structure is close to native than to 

template structure. Most of these studies are performed on single domain protein modeling. 

Unlike single domain modeling, multidomain protein structure prediction not only 

requires individual domains to model accurately but also has to reliably predict inter-domain 

orientation and/or domain-domain interfaces. The latter part is challenging and can be considered 

to be part ab initio modeling, which can be divided into two approaches: (a) docking approach – 

structure prediction of multidomain through domain assembly is treated as docking problem 

(Cheng et al., 2008; Inbar et al., 2005; Zhou et al., 2019) (b) iteratively sample the degrees of 

freedom of the linker rather than of two domains (Wollacott et al., 2007).  

1.10.1 Comparative modeling of multidomain proteins 

The multidomain structure can be predicted using the most common approach of comparative 

modeling provided a reliable template could be identified for aquery sequence encompassing 

most of it. Thus, in this both modeling of individual domains and their relative orientations will 
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be based on the template structure. However, the most common issue is the observed variability 

of inter-domain geometries between homologous proteins (Aloy et al., 2003; Han et al., 2006). 

Therefor, prediction of domain orientation purely based on homologous relationship may not 

result in accurate prediction of multidomain proteins structure, especially their interfaces. Below, 

we describe alternate methods of multidomain structure predictions. 

1.10.2 Docking approach 

In absence of a template for the full length of a target multidomain protein sequence, docking of 

predicted or experimentally solved domain structures can be used to predict tertiary structure 

(Halperin et al., 2002). In this approach, domains are identified in multidomain proteins followed 

by modeling of domains separately. Subsequently, domains are docked to generate multiple 

conformations with an objective to assemble domains.  

 The docking approaches have been utilized to identify optimally interacting molecular 

structures where two separate molecular structures, receptor and ligand, are used as an input and 

usually all possible protein surface interaction of receptor is probed using ligand to identify most 

likely interacting interface (Huang, 2015; Inbar et al., 2005; van Zundert et al., 2016). The 

surface can be described using geometric shape descriptor or a grid. Docking has been preferred 

method for identifying interfaces in protein-protein interactions that can be implemented for 

docking domains (Inbar et al., 2005; Lise et al., 2006). 

 Primarily, docking involves two main steps: (i) conformational space search, and (ii), 

ranking of potential solutions (Halperin et al., 2002) (Figure 1.16). The first step generates a 

large number of putative bound conformations by sampling the interacting conformational space. 

During this sampling, backbone and side-chain motions are ignored to reduce large search space 

that is also called as "rigid body" docking (Huang, 2015). The docking methods often improve 

computational complexity by combining structures based on shape complementarity 

simplifications. Among many approaches known for simplifications of molecular surfaces, the 

most commonly employed is fast Fourier transform (FFT) approach (Katchalski-Katzir et al., 

1992). The docked conformations are ranked using scoring function, which are benchmarked to 

identify native like interfaces and can discriminate between native and non-native docked 

conformations. These usually involved knowledge based potentials, shape complementarity and 

electrostatic interactions.  
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Figure 1.16 Schematic shows docking procedure and two major challenges of docking 
(Modified from Xue et al., 2015) 

Despite recent developments in the international community docking competition–

CAPRI (Critical assessment of prediction of interactions) (Lensink & Wodak, 2013), docking 

still suffers from disadvantages such as rigid body docking ignores flexibility of local interacting 

regions, particularly in cases where changes in protein conformation occur upon binding (Figure 

1.16) (Bonvin, 2006; Zacharias, 2010). Another challenge is development of a robust scoring 

function to rank docked complexes. While current functions can potentially identify near-native 

models however, they are not sufficiently accurate and hence, model scoring is an active field of 

research (Kastritis & Bonvin, 2010; Lensink & Wodak, 2013). 

 For modeling multidomain proteins, Cheng(Cheng et al., 2008) proposed ranking of the 

results of rigid body docking using additional restraints derived from the domain linker 

conformations found in the PDB. They benchmarked their method ona set of 542 linker regions 

from highly-resolved X-ray structures ranging from 2 to 29 residues. They calculated the end-to-

end distance as the distance between the Cα atoms of N-and C-terminal residue for each linker 

and summarized the data in a length-dependent manner through the mean and standard deviation. 

They successfully demonstrated that rigid-body docking approach along with energy scoring and 

linker-based restraints are proved to be highly useful for modelling domain-domain interactions 

(Cheng et al., 2008). 

1.10.3 Domain assembly approach 

The domain assembly approach involves modeling of a multidomain protein structure from 

separate domains, by making use of the knowledge that domains in multidomain proteins are 
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connected via the chain (Cheng et al., 2008; Wollacott et al., 2007; Xu et al., 2014; Zhou et al., 

2019). In this approach, binding modes are considerably reduced compared to docking by taking 

the linker between domains as a tether. A number of approaches have been proposed, which 

typically keep the individual domain structures unchanged, and alter the inter-domain linker 

conformation to sample available tethered motions. Those with the lowest pseudo-energy scores 

are then taken as the final solution from a variety of generated models, similar to model selection 

in docking. 

 Recently, an approach is developed called MultiDomain Assembler (MDA) (Hertig et al., 

2015) which begins by finding the close non-overlapping templates for the query sequence from 

BLAST and consequently map the local alignments between template and target onto the target 

sequence. Depending on the length of inter-domain gaps in the alignment from the previous step, 

the initial model is built by placing the individual templates at relative distances in order to avoid 

steric clashes. Finally, MODELLER is used to build any missing regions of the linker and to 

resolve inter-domain interactions and packing. 

 Another method known to assemble domains within a multidomain protein is Ab Initio 

Domain Assembly (AIDA) (Xu et al., 2014; Xue et al., 2015) which is a fast energy 

minimization method guided by ab initio folding potential (Xu & Zhang, 2012). In this method, 

the initial full-length model generated incorporates linker regions modeled based on predicted 

secondary structure types from PSIPRED (Jones, 1999). In order to sample the range of possible 

motions, torsion angles of linker backbone are subsequently perturbed. By minimizing the 

energy functions, the final model is generated, which includes terms to score both the linker 

conformation and the resulting inter-domain interactions. This approach can be extended to 

assemble proteins with discontinuous domains. It is available at http://ffas.burnham.org/AIDA/. 

 A similar approach demonstrated on two domain proteins using ROSETTA method 

(Wollacott et al., 2007). The starting structures consisted of two domains with a fully extended 

conformation of the linker. Initially, the linker's conformational space was sampled using a low-

resolution search, with the chain represented as the centroids of the backbone and side chain. 

Following this, more intensive refinement is done after residue side chains are restored within 

the linker via further small random backbone changes. 
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1.10.4 Incorporation of predicted interface features in modeling 

Docking with knowledge of potential interfacial residues can improve the identification of native 

like protein-protein interaction docked poses. The sequence conservation feature can be used as 

interface is relatively more conserved (Littler & Hubbard, 2005). The conserved polar residues 

form the hot spot regions, which may indicate putative binding sites located at the interface (Hu 

et al., 2000). Previous protein-protein docking methods have exploited such information to 

improve prediction (Duan et al., 2005; Oliva et al., 2013). The docking methods with 

experimentally determined interfacial data (chemical shift perturbation or mutagenesis 

experiments) such as HADDOCK (de Vries et al., 2010; Dominguez et al., 2003) have been 

successful in restricting the docking search space. 

 Similar to guided docking, scoring functions can be improved by including sequence and 

interface features to improve prediction of interfacial regions. Such features can be used with 

machine learning approaches to predict binding surfaces. Lise (Lise et al., 2006) used different 

interfacial features such as residue-pair potentials, shape complementarity, interface propensity, 

correlated mutations and residue conservation to select native multidomain structures from a set 

of docking generated models. Similarly, analysis on domain- domain interfaces using both 

sequence and structural features to train a classifier that can predict intra-molecular domain 

interfaces (Bhaskara et al., 2014). Docking approach in conjunction with machine learning 

approaches to predict residues at the interface can improve interface prediction accuracy. If 

multiple residues at the interface can be known by prediction methods, machine learning 

methods can be used to filter multiple docking poses with known residues at their docked 

interface (Li & Kihara, 2012). 

 While in the recent years, many computational approaches have been developed which 

are known to have significant contributions toward the discovery and understanding of domain-

domain interactions. For the accurate structure prediction of multidomain prediction apart from 

reliable modeling of individual domains, their relative orientations and interfaces is essential. 

Moreover, the structural space of interfaces can be explored with the development of a structural 

alignment of interfaces to understand evolutionary aspect and functional restraint of intra-chain 

domain interfaces. Below, we briefly outline the thesis work. 
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1.11 Thesis outline 

The objective of the thesis is to perform systematic analyses intra-chain domain interfaces and 

propose a methodology for multidomain protein structure modeling with improved interface 

prediction. In this work, we have described systematic and comprehensive analyses on the 

conservation of intra-chain domain-domain interfaces in multidomain proteins. The domains 

being compared vary from identical in sequence, closely related, distantly related, or completely 

unrelated. These can assist in understanding structural and evolutionary constraints on two 

interacting domains. We have used CATH structural domains and atomic distance criteria were 

used to define the interface.  

 First (Chapter 2), we have investigated the physiochemical properties of intra-chain 

domain-domain interfaces and compared these with protein-protein interaction interfaces. 

Further, we analyzed the extent of domain interface structural variation inmultiple structures of 

the same protein to understand factors influencing changes in interfaces. We also studied the 

variation in domain orientation using inter-domain geometry. After studying the general 

structural features of domain-domain interfaces, next (Chapter 3), we have investigated whether 

structurally related domains (at a given level of structural relatedness) would form similar 

interfaces. This could give structural conservation of interfaces between two interacting domain 

pairs involving closely or distantly related domains. Here, we have used structural similarity as 

assessed by IS-score obtained after optimal structural superposition of interfaces. In essence, this 

would provide the effect of structural similarity of domain pairs on similarity of their interfaces. 

Additionally, we have analyzed functional constraints on domain interfaces of enzymes by 

analyzing correlation between domain interface similarity and function overlap as assessed by 

EC number or GO terms. The previous analysis found similar interfaces in completely unrelated 

domains that prompted us to investigate whether domain interfaces exhibit structural degeneracy. 

For this (Chapter 4), we structurally aligned intra-chain domain interfaces of unrelated domains 

using iAlign and used IS-score to find structural redundancy of interfaces. Further, intra-chain 

domain interfaces were also compared with inter-chain domain interfaces from protein-protein 

interactions. This showed that a combined template interface library could be constructed by 

including both intra/inter-domain interfaces. In the last Chapter 5, we studied whether domain 

interface similarity could be used to find near native interfaces among various possible docked 
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poses obtained from simple rigid body docking of domains using Z-DOCK. In our approach, all 

possible interactions obtained from rigid body docking domains and this list of docked 

complexes is ranked by IS-score by aligning them to template interface library. This has 

potential application in modeling multidomain structures of proteins. Figure 1.17 summarizes 

thesis main objectives. 

Figure 1.17 Overall aim of the thesis 
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Chapter 2  

A detailed analysis of sequence and structural properties of intra-

chain domain-domain interaction interfaces (DDI’s) 

2.1 Introduction 

Proteins rarely perform their molecular function in isolation. In fact, proteins are involved in 

physical interactions with other proteins, DNA/RNA, and chemical compounds (ligands) to 

mediate their function in a biological process (Bronowska, 2011; De Las Rivas & Fontanillo, 

2012). Since inter-molecular interactions are essential for protein function, several studies have 

focused on determining the molecular basis of protein-protein or protein-ligand interactions 

(Hernández-Santoyo et al., 2013). Moreover, such detailed insights could be used for designing 

or identifying known chemical compound inhibitors to abrogate either protein-protein or protein-

ligand interactions that can serve as lead for therapeutic discovery (Lionta et al., 2014; Taylor et 

al., 2008; Zinzalla & Thurston, 2009). Previous work in recognizing the molecular basis of inter-

molecular interactions have found that among many features, shape complementarity between 

interaction patch on protein surface with the interacting protein/ligand is an important 

contributing factor (Connolly, 1986; Keskin et al., 2016; Scott et al., 2016). Thus, a proper shape 

complementary between interacting partners is important in differentiating and assessing genuine 

interactions (Lawrence & Colman, 1993). Apart from this, it has been observed that protein 

interaction surface patches are usually large and in general interactions are favored by a number 

of forces such as hydrogen bonding, ionic interactions, Van der Waal’s forces, disulfide bridges 

and hydrophobic packing (Yang et al., 2016). There have been significant progress in 

understanding inter-molecular interactions at atomic level by analyzing sequence and/or 
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structural features to uncover the mechanism of metabolic and signal transduction networks 

(Bahadur & Zacharias, 2008; Caffrey et al., 2004; Chakrabarti and Janin, 2002; Chakravarty et 

al., 2013; Chothia & Janin, 1975; Gaines et al., 2018; Glaser et al., 2001; Hou et al., 2017; Jones 

and Thornton, 1996; Keskin et al., 2008; Lo Conte et al., 1999; Nooren & Thornton, 2003; Ofran 

& Rost, 2003; Wodak & Janin, 1978; Yan et al., 2008). Many of these are also exploited in 

prediction of residues that participate in protein–protein interactions, which can aid in 

experimental studies (Brender & Zhang, 2015; Ortiz et al., 1999; Rao et al., 2014) to disrupt 

protein-protein interactions or improve existing networks. The protein-protein interaction 

network provides a way of information transfer required during biological processes. 

Since proteins are composed of domains, it is also important to understand the 

communication within protein involving domains necessary for regulation and function of 

protein (Sistla et al., 2005). Initial studies on characterizing domain-domain interactions were 

carried in early 2000’s with small dataset that analyzed and compared the physiochemical 

properties of domain-domain interfaces with protein subunit interfaces (Argos, 1988; Jones et al., 

2000). It was observed that in general nature of domain interfaces is intermediate between 

permanent and non-obligate protein interfaces. Further, the work of Jones and Thornton (Jones et 

al., 2000) found that protein-protein and domain-domain interactions in multidomain proteins are 

similar in terms of physical and geometrical properties. These were shown to have paramount 

implication in domain swapping mechanism, which is known for the formation of oligomeric 

proteins from monomeric and results in the transition of inter-domain interaction sites to inter-

subunit sites (Bennett et al., 1995; Schlunegger et al., 1997). This is seemingly feasible because 

interaction sites share common characteristic features (Jones et al., 2000). 

In this work, we have extended the study on physiochemical comparison of intra-chain 

domain-domain interfaces with protein-protein interfaces by performing the same on a large 

dataset. Next, to gain insight into structural variability of intra-chain domain interfaces of 

proteins, we have analyzed the changes in domain-domain interfaces of multidomain proteins of 

same protein having multiple experimentally determined structures. 

This chapter is broadly divided in following two sections: a. Comparison of 

physiochemical properties between intra-chain and protein-protein interaction (PPI) interfaces 

and b. Analysis of changes in intra-chain domain interfaces of same protein. 
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2.2 Comparison of physiochemical properties between intra-chain domain 

and protein- protein interaction interfaces 

In the first section, we have compared several ways to define intra-chain domain interfaces. 

Subsequently, using these we have compared the physiochemical features between intra-chain 

domain and PPI interfaces to understand commonalities in these interfaces.  

2.2.1 Materials and methods 

In our study, we have used structural domain definitions from CATH structural domain database 

(Orengo et al., 1997). The construction of CATH database involves first delineating domains and 

subsequently, classification of these into appropriate hierarchical level. Hence, it is possible that 

domains are delineated for a structure without domain being classified in CATH. For all our 

analysis, we have used defined and classified structural CATH domains. 

2.2.1.1 Construction of non-redundant two-domain dataset 

We constructed a two-domain non-redundant dataset in order to compare various methods of 

defining intra-chain domain interfacial residues. Since most multidomain proteins (46%) 

documented in CATH domain database are two domain proteins, we constructed database of 

proteins having two classified continuous domains. The flowchart of dataset generation is shown 

in Figure 2.1A. Briefly from CATH domain database (v 4.1.0), we extracted two continuous 

domain protein structures with resolution ≤ 2.5 Å. This resulted in 19,770 proteins, which were 

made non-redundant at 40% sequence identity using CD-HIT (Li &Godzik, 2006). The atom 

record sequence of tertiary structure was used for preparing non-redundant dataset. Thus, we 

obtained a set of 1729 non-redundant two continuous domain proteins. This dataset is referred to 

as 2-dom-cont-DDI. The dataset C2-two-dom-cont-DDI is provided as excel sheet inthe 

supplementary file Chap02-Dataset.xlsx available in the GitHub repository URL: 

https://github.com/riviverma/thesis-md-proteins/ 
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Figure 2.1 Overview of datasets construction. Schematic flowchart showing steps in 
generating A) C2-two-dom-cont-DDI and B) C2-mult-DDI datasets. 

2.2.1.2 Construction of non-redundant domain-domain interaction (DDI) dataset 

In order to compare various structural/sequence properties between PPI and intra-chain 

interfaces we constructed non-redundant DDI dataset. As mentioned before, we used CATH 

domain database (v4.1.0) to derive domain definition and classification. Here, we considered 

both continuous (having single segment) and discontinuous (consists of more than one segment) 

domains. The schematic flowchart is shown in Figure 2.1B. We extracted all multidomain 

proteins (≥ 2 domains) from CATH and took structures with resolution ≤ 2.5 Å for further 

processing. From this set, we prepared all possible domain combinations and extracted intra-

chain interacting domains based on the interatomic contact criteria (details are given in section 

2.2.2). In order to remove trivial redundancy, i.e. multiple structures of a given protein sequence, 

we used mapping of PDB ID (with chain) to Uniprot identifier (“UniProt: The Universal Protein 

Knowledgebase” 2017) available in EBI-SIFTS database (Velankar et al., 2013). Thus, 

interacting domains were mapped to Uniprot identifier. For a given Uniprot identifier, we took a 

representative structure having maximum combined length of two domains. Thus, we obtained a 

set of 52,849 intra-chain interacting domains. Finally, this dataset was made non-redundant at 

40% sequence identity using a protocol (described below), which ensures that at least one of the 

domains is non-redundant after CD-HIT clustering. Finally, we obtained 5137 non-redundant 

intra-chain interacting domains (C2-mult-DDI). The dataset is provided as excel sheet in the file 
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Chap02-Dataset.xlsx available at https://github.com/riviverma/thesis-md-proteins/. Below we 

discuss the protocol used in constructing non-redundant dataset. 

Full-length protein sequences are usually used in generating non-redundant DDI datasets. 

However, such non-redundant dataset does not have information of non-redundancy available at 

the level of domains because domain boundaries are not used as an input for alignment or 

extracting words as in case of CD-HIT (Li & Godzik, 2006). Moreover, such approach of using 

full-length sequence cannot be used for non-consecutive domains, as these are two distinct 

regions of the protein sequence. In order to generate non-redundant dataset at the level of 

domains, we have designed a simple method, which considers non-redundancy at the level of 

domains and ensures that at least one domain has the minimum desired non-redundant level. 

In this procedure, we cluster all domains using CD-HIT at 40% sequence identity or 

desired identity threshold. This results in clusters having domain entries, which have PDBID 

followed by chain identifier with domain numbers. Each cluster is numbered from 1 to N, where 

N is the number of clusters. Next, we generate combinations of clusters i=(1 to N) and j=(1 to N) 

such that cluster numbers i< j (i and j are cluster numbers), essentially the upper triangular 

matrix of N cluster combination matrix. For each such combination of cluster, first, the common 

PDB entries having different domain numbers between two clusters are identified. Then, 

depending on the number of structures (zero, one or more) identified in previous step, following 

is performed: a) if there are zero common cluster members (structures), then no domain pair 

structure is selected, b) if only one common entry exists, then it is taken as representative 

structure, and c) if there is more than one common PDB entry, then a representative non-

redundant structure is selected that has the highest (best) resolution. There are some domains, 

which are clustered as single unit given the CD-Hit algorithm. We specifically checked for these 

cases and calculated the sequence identity of this lone domain with its corresponding domains in 

different proteins. If the sequence identity is > 40%, we merge this domain in the other cluster; 

otherwise it will be included in the final dataset. We also made sure that we conserve the domain 

order in a given protein. In cases, where domain order is reversed we selected both the domain 

pairs in the non-redundant dataset (Figure 2.2). 
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Figure 2.2 Overview of the protocol to generate non-redundant domain- domain 
interacting pairs. Figure showing representative clusters in an example list of domain entries. 
P4D3 is a lone member, which shares more than 40% sequence identity with P6D3 and got 
merged in cluster4. Additionally, in order to conserve the order of domains, both pairs 
(P6D3_P6D1 and P7D1_P7D3) are considered in the final non-redundant dataset. 

2.2.1.3 Protein-protein interaction dataset (PPI dataset) 

We used previously described non-redundant PPI dataset of 1517 protein dimers (Gao & 

Skolnick, 2010b). The proteins are interacting was defined based on interatomic contact criteria, 

which we have also used in the generation of DDI dataset. The dataset (C2-int-PPI-data) is 

provided in the file Chap02-Dataset.xlsx at https://github.com/riviverma/thesis-md-proteins/. 

2.2.2 Defining domain-domain interactions 

In most studies, the identification of protein-protein interaction interfaces in multi-chain tertiary 

structures rely on criteria such as size of interface, which is solvent accessible area buried upon 

complex formation; change in residue solvent accessible area between complex and free form of 

the protomers in an oligomer; and interatomic contact criterion. Using the same set of criteria, 

we defined intra-chain domain interfaces and compared the variations in interfaces because of 

interface definitions. The criteria for identifying intra-chain domain interfaces are: 
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a. Buried surface area (BSA): It is the size of interface measured as solvent accessible surface 

area (SASA) buried upon complex of two domains together (Chakravarty et al. 2013) in 

comparison to separated domains.It is given by equation below:  

Buried surface area = SASAdomain1+SASAdomain2 – SASA(domain1+domain2) 

It has been advocated to use a minimum BSA of ~800Å2 to distinguish specific or 

biologically relevant interactions from non-specific PPI (Bahadur et al., 2004; Deremble & 

Lavery, 2005). Alternatively, a minimum BSA of ~400Å2 of one chain also has been used in 

some studies (Yan et al., 2008). Another two methods to identify interacting domains are 

based on change in residue SASA from accessibilities calculated in an isolated domain and 

two domains taken together. 

b. Interface constitutes a set of residues, which undergo change in >1Å2 SASA between 

accessibilities calculated in an isolated domain and two domains (Susan et al., 2000). Here 

after it is referred to as IntASA-1. 

c. A residue is defined to be at interface if solvent accessibility is ≥ 10% in isolated domain and 

the same is ≤ 7% in complex with another domain (Rekha et al., 2005). This is a strict 

definition to detect interfacial residues and this is referred to as IntASA-2. 

d. In our study, we have used interatomic contact criterion to define interfacial residues. Based 

on this, if any heavy atom of a residue in a domain is within 4.5Å of another heavy atom of a 

residue from another domain, these residues are said to be in contact or lying at interface. 

These residues constitute a set of interfacial residues. A minimum number of twenty 

interfacial residues are used to define interaction between two proteins (Deremble & Lavery, 

2005; Fischer et al., 2007; Gao & Skolnick, 2010b). We follow the same condition of at least 

20 interfacial residues to define intra-chain interacting domains. This is followed to define 

interacting domains throughout in this thesis. This is referred to as Intcon definition of 

interfacial residues. 

2.2.3 Description of features used for comparison of interfaces 

We systematically compared various physiochemical, structural features and amino acid 

propensities of intra-chain domain interfaces with PPI interfaces to find commonalities between 

them as well as to identify key distinguishing features of either interface. PPI interfaces have 
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been extensively characterized in terms of their physiochemical properties and used in 

characterizing biologically relevant interfaces or finding hot spots (Elez et al., 2018; Hamon & 

Morelli, 2013; Macalino et al., 2018; Yan et al., 2008). For comparison of interfaces, we have 

used following features: 

2.2.3.1 Solvent Accessible Surface Area 

The solvent accessible surface area is defined as surface area given by the center of spherical 

probe rolling over a molecule. The probe used is usually water molecule (Lee & Richards, 1971). 

SASA or simply accessible surface area (ASA) has been regularly used in characterization of 

protein structures such as in studying protein folding (Auton & Bolen, 2005; Guinn et al., 2013; 

Miller et al., 1987) implicit solvent effects (Weiser et al., 1999) and in characterizing, 

distinguishing specific/non-specific and prediction of interfaces (Elez et al., 2018; Jones & 

Thornton, 1996; Xue et al., 2015; Carugo &Argos, 1997; Dasgupta et al., 1997; Henrick 

&Thornton, 1998; Janin, 1997; Janin &Rodier, 1995; Ponstingl et al., 2000; Sriwastava et al., 

2013; Zhu et al., 2006). 

The SASA was calculated using NACCESS (Hubbard and Thornton, 1993), which 

implements Lee and Richard algorithm. The absolute SASA was used to compute buried surface 

area as has been defined in section 2.2.2. In order to define whether a residue is buried or 

exposed in protein structure, we used relative ASA (rASA) as given by NACCESS program. 

Relative ASA is fraction of accessible surface area of a given amino acid in protein structure to 

ASA of the same in its conformational expanded state, which is given by A-X-A (X is amino 

acid and A is Alanine). A residue with rASA>5% is regarded as exposed or surface residue 

(Miller et al., 1987). 

2.2.3.2 Secondary structure content 

We obtained the secondary structure elements viz. helices, sheets, turns and coils of protein 

structure from output of STRIDE (Heinig &Frishman, 2004) program. We compared the number 

and type of secondary structure elements at the interfaces. 
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2.2.3.3 Hydrogen bonds 

A hydrogen bond isone of the most important intermolecular interaction force, which is formed 

when a hydrogen atom is covalently attached to one electronegative donor shared with another 

electronegative atom (acceptor) of same or different molecule (Jones &Thornton, 1996). It 

confers specificity and directionality to intermolecular interactions. The geometrical parameters 

of hydrogen bonds are mostly derived from crystal structures (Hubbard &Haider, 2010). The 

analysis of protein-protein interfaces have shown that the hydrogen bond geometry is not optimal 

and in general is weaker compared to intra-chain hydrogen bonds. Additionally, water molecule 

mediate hydrogen bonds for non-optimally oriented donor/acceptor atoms (Xu et al., 1997). The 

contribution from hydrogen bond has been used as one of interaction energies in prediction of 

protein-protein interactions (Sukhwal &Sowdhamini, 2013). We have used output of STRIDE to 

identify hydrogen bonds at interfaces. 

2.2.3.4 Disulfide bonds 

The tertiary structure of proteins is stabilized by numerous covalent and non-covalent 

interactions. Disulfide bond is a covalent bond between sulphur (S) groups of two cysteine 

residues. The connection between Sγ of two cysteine residues makes a -Cβ-Sγ-Sγ-Cβ- bond. The 

disulfide bond can be formed intra-molecularly (within a single polypeptide chain) where they 

stabilize the tertiary structure or inter-molecularly (between two polypeptide chains) where they 

are involved in stabilizing quaternary structure of the protein. The distance between sulphur 

group of two cysteine residues ≤ 2.2 Å is used as a cut-off to define inter-domain disulfide bond 

(Bhattacharyya et al., 2004). In our analysis, we considered only inter-chain (PPI) or intra-

domain disulfide bonds. 

2.2.3.5 Amino acid propensity 

The interface amino acid propensity can be considered as a measure for preference of amino acid 

occurrence at interface. This also represents the composition of amino acids and their relative 

importance at the domain interface. Interface residue propensity is calculated using the equation 

given below:  
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where, nAA(I)j,k is the number of amino acid (j) in the interface of protein/domain (k); nAA(S)j,k 

is the number of amino acid (j) on protein surface in protein/domain (k); N is the number of 

proteins/domains. A residue is considered to be exposed to solvent when rASA> 5%. 

Briefly, it is the ratio of amino acid relative occurrences observed at interface and 

protein/domain surface. An interface residue propensity >1.0 indicates that a residue type has 

more likelihood to be present at domain interface. 

2.2.4 Results 

In our work, we have defined two domains as interacting if there are at least 20 interfacial 

residues identified based on interatomic contact. In the absence of established criteria to identify 

DDIs, we have compared various known ways of defining interfaces in terms of the number of 

interfacial residues. This will provide an estimate of overlap region from other approaches.  

2.2.4.1 Comparison of different methods to define an interface 

2.2.4.1.1 Comparison of buried surface area to the number of interfacial residues 

Using the dataset of 1729 two continuous domains (C2-two-dom-cont-DDI), we compared the 

number of interfacial residues identified using interatomic contacts (Intcon) with buried surface 

area for 1729 non-redundant two continuous domain dataset. As is observed in Figure 2.3A, 

number of interface residues is linearly correlated (r2=0.98) to buried surface area. Considering 

at least 20 interacting residues to define interacting domains, ~80% of domain pairs are found to 

be interacting. Importantly, the BSA of domain pairs having 20 residues at interface is on 

average ~820 Å2, which is close to the definition used for biologically relevant protein-protein 

interfaces (~800Å2). Further, interface defined using Intcon was compared to IntASA-1 and IntASA-2 

criteria, which uses change in ASA between free and complex state to define interfacial residues 

(see methods). The comparison of the number of interfacial residues identified using Intcon to 

IntASA-1 and IntASA-2 are shown in Figures 2.3B and 2.3C respectively. As can be seen, method of 
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Susan et al., (IntASA-1) results in slightly more number of interfacial residues as compared to 

Intcon method with mean (SD) sizes of interface 57.4(28.6) and 52.2 (26.8) respectively. The 

IntASA-2, Rekha et al., method is very stringent with mean interface residue of 15.2(11.7). 

 

Figure 2.3 Scatter plot showing the comparison of number of interfacial residues of Intcon 
to other ways of defining interface. Scatter plot showing the number of interfacial residues 
defined using Intcon to A) Buried surface area (BSA), B) number of interfacial residues as defined 
in Susan et al., (2000) IntASA-1 C) number of interfacial residues as defined in Rekha et al., 
(2005) IntASA-2. The best-fit line is shown in all panels. 
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Thus, suggesting Intcon method identifies size of interface close to what we observed in 

biologically relevant PPI. Additionally, in order to define biologically valid interfaces, having 

atleast 20 residues at interface, results in ~80% of domains as interacting. This means that using 

a stringent definition of iAlign on domain dataset, we are able to fetch valid interfaces. 

Henceforth, we have used interatomic contact criteria with at least 20 residues to define 

interacting domain-domain interfaces. 

2.2.4.2 Comparative analysis of physiochemical properties between DDI and PPI 

The objective in this work is to explore and possibly identify distinguishing physiochemical, 

sequence or structural features of domain-domain interfaces in multidomain proteins. Here, we 

have compared following features: solvent accessible surface area, residue propensity and 

hydrophobicity, prevalence of hydrogen bond, disulfide bonds and secondary structure content of 

domain interfaces.  

 Before characterizing different interface properties, we analyzed contribution of DDIs 

from multidomain proteins. The statistics is summarized in Figure 2.4. From CATH database, we 

considered protein structures having resolution ≤2.5Å and made the dataset non-redundant at 

40% sequence identity. This set was used to represent number of interacting domain pairs out of 

total number of domains in multidomain proteins. 

Figure 2.4 Distribution of interacting domains (CATH) in multidomain proteins. Figure 
showing the frequency of interacting domain pairs in multidomain proteins. The x-axis 
represents the total number of domains in a protein. The color represents the number of 
interacting domain pairs. 



Chapter 2 

 61 

2.2.4.2.1 Analyzing physiochemical properties of DDI’s and PPI’s 

We compared various physiochemical features of interacting domain-domain with protein-

protein interfaces. First, we analyzed the sizes of DDI and PPI interface using buried surface area 

as a measure of interface size as well as the strength of binding (Jones &Thornton, 1996). We 

observed that mean (standard deviation (sd)) buried surface area of 2132 (1009) Å2 and 3722 

(2345) Å2 for DDI and PPI respectively. This shows that protein-protein interfaces are larger in 

size compared to DDI as can also be seen in the distribution of BSA (Figure 2.5A). Next, we also 

compared the interface in terms of number of interfacial residues. This distribution is shown in 

Figure 2.5B. The observed mean (sd) number of interfacial residues in DDI and PPI are 

50.8(23.8) and 86.4 (53.4) respectively. Since PPI interfaces can constitute more than one 

domain, it could be the reason of the large relative interface sizes. Another possibility is that 

domain linkers can potentially restrict the size of interface or contacts between two domains 

resulting in small interface sizes (Jones et al., 2000). Subsequently, we analyzed the 

hydrophobic/polar nature of interfaces. For this, we considered contribution of non-polar/polar 

surface area to interface region (buried surface area). The distributions of non-polar and polar 

buried surface area for DDI/PPI are shown in Figures 2.5C and 2.5D respectively. As can be 

seen both polar/non-polar buried surface area is less for DDI than PPI that could also be because 

of small interface area of DDI. 

Since interface sizes are different in DDI and PPI, we compared the relative contribution 

of hydrophobic surface to interface (Figure 2.6). On an average, hydrophobic surface contributes 

65.8% to DDI interface and 66.3% of the same is observed in PPI. This shows that interfaces are 

dominantly hydrophobic, which has been observed in PPI (Tsai et al., 1996). Importantly, nature 

of hydrophobicity of DDI is comparable to that of PPI. 
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Figure 2.5 Comparison of various physiochemical features between intra-chain domain and 
protein-protein interfaces. Cumulative distribution of interface features for A) Buried surface 
area (BSA); B) the number of interfacial residues; Buried C) Non-polar ASA; D) Polar ASA. 

Figure 2.6 Comparison of relative hydrophobicity. Cumulative distribution of relative 
hydrophobic BSA of interfacial region of DDI and PPI. 
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 Usually, a greater number of stabilizing interactions are observed in large interfaces that 

contribute to stability of interaction interfaces (Pace et al., 2014). We characterized these 

stabilizing interactions such as the number of hydrogen and disulphide bonds observed at 

DDI/PPI interface. As mentioned in methods, hydrogen bonds are identified using STRIDE 

program and a cut-off distance of 2.2Å between Sγ atoms of Cysteine residues is used to define a 

disulphide bond at the interface. On an average there are ~2 and ~4 hydrogen bonds per interface 

in DDI and PPI respectively. However, frequency of occurrence of these interactions is directly 

proportional to the size of interface or the area of contact. Hence, we normalize the number of 

hydrogen bonds with number of residues at the interface. The distribution is shown in Figure 

2.7A and summary is shown in Table 2.1. Similarly, we calculated number of potential 

disulphide bonds at interfaces. The distribution and summary of disulphide bond is shown in 

Figure 2.7B and Table 2.1 respectively. These analyses showed that DDI has smaller interface 

compared to PPI. Despite this, the relative interaction features such as hydrophobic, hydrogen 

bonds, and disulphide bonds are comparable between PPI and DDI. Thus, suggesting 

physiochemical features of intra-chain domain interaction and PPI interfaces are similar despite 

differences in their interface sizes. 

 

Figure 2.7 Comparison of relative abundance of hydrogen and disulphide bonds between 
intra-chain domain and protein-protein interfaces. Histogram showing relative frequency 
distribution of normalized: A) number of interface hydrogen bonds, and B) possible number of 
disulphide bonds. 
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Table 2.1 Summary of mean (SD) of various interface features compared between DDI and 
PPI interfaces 

Interface parameters DDI (5137) 

Mean (SD) 

PPI (1517) 

Mean (SD) 

Total buried ASA (Å2) 2132.4 (1008.9) 3722.2 (2345.1) 

Polar buried ASA (Å2) 727.5 (341.5) 1250.5 (843) 

Non-polar buried ASA (Å2) 1405.0 (706.2) 2471.7 (1559.8) 

Hydrogen bond  0.034 (0.036) 0.049 (0.059) 

Disulphide bond  0.451 (0.10) 0.422 (0.118) 

 

 Next, we analyzed preferential occurrence of amino acids at interfaces by computing 

amino acids propensities at interfaces. In amino acid propensity calculation, we have normalized 

the frequency of amino acid occurrence at the interface to the same on protein surface (see 

methods). The surface exposed residues are defined based on relative ASA of a residue in the 

protein structure. As can be observed in Figure 2.8, hydrophobic amino acids (TRP, ILE, LEU, 

MET, PHE, and VAL) are prevalent at domain interfaces. This is consistent with the observation 

of buried surface area being dominated by hydrophobic surfaces. Apart from this, polar residue 

TYR and CYS are also found to be dominantly present at interfaces. Importantly, the 

propensities observed at DDI are similar to the ones at PPI. ARG has been frequently observed 

to be located in hot spots regions of protein-protein interfaces in binding energy experiments due 

to its positively charged side-chain interactions with TYR, TRP and PHE (Bogan &Thorn, 1998; 

Glaser et al., 2001). In our results, we observed that propensity of ARG is nearly same and 

approximately approaches propensity value of one in both DDI and PPI. HIS also appeared to be 

prevalent at the interfaces as it is involved in making Π-Π stacking interactions with TRP, TYR 

and PHE (Liao et al., 2013). 
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Figure 2.8 Amino acid propensities of DDI and PPI interfaces. Bar plot showing propensities 
of amino acids observed at intra-chain domain and PPI interfaces. 

 Next, we compared the secondary structural content of the interfaces in DDI and PPI. In 

our analysis, we considered the following secondary structural motifs namely, helices, strands, 

turns, coils (Kabsch &Sander, 1983). As can be seen in Figure 2.9, we found all major secondary 

structure types occur at interacting interfaces, with relatively more prevalence of regular 

secondary structure elements such as helices and sheets. There is no significant difference in the 

secondary structure content between DDI and PPI interfaces. 

 

Figure 2.9 Distribution of secondary structural elements. Figure showing occurrence fraction 
of secondary structural elements at DDI and PPI interfaces 

In this work, we have compared several physiochemical, sequence propensity and structural 

content between domain- domain interfaces and protein- protein interfaces. These have been 

studied in order to gain insight into interfaces either of PPI or among domains in multidomain 

proteins. The analysis on comprehensive dataset suggests that in general buried surface area of 

intra-chain domain interfaces is less than PPI. Despite this, most physiochemical features are 
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comparable between DDI and PPI interfaces. Thus, suggesting interfaces formed either between 

two chains or within a chain share similar characteristics. 

2.3 Conservation of intra-chain domain-domain interfaces (DDI) and their 

geometry in experimentally known tertiary structures of same protein 

2.3.1 Background 

Proteins even in their global lowest energy state can sample a wide array of conformations and 

many of these conformers are important for the function of protein (Lindorff-Larsen et al., 2005). 

However, a single model of the protein structure is thought to represent an incomplete content of 

information regarding what defines as a biological molecule and therefore, it alone cannot be 

used for precise functional annotation of protein and its mechanistic interpretation (Srivastava et 

al., 2012). But, still most of the structural studies of proteins use solid, rigid, crystal structures of 

protein solved by dominating experimental technique called X-ray crystallography (Burra et al., 

2009). X-ray method produces only a single model from the protein ensemble and accounts for 

more than 90% of structures deposited in the PDB database (Berman et al., 2000; Krishnan 

&Rupp, 2012). In line with this fact, it has been observed that PDB consists of redundant entries 

of multiple different models of the same protein and on an average, each protein structure is 

represented more than 4 times (Burra et al., 2009). An analysis of these alternative conformers of 

identical proteins can provide significant insights into protein’s intrinsic conformational 

variability as well as we can study their response to various environmental changes. A study has 

shown that 2 or more models of the protein in PDB vary approximately up to 0.4 Å and these 

variations can be as large as tens of angstroms when the crystallization condition changes 

(Berman et al., 2000; Mowbray et al., 1999).  

From earlier studies, it is known that residues at the interface can undergo relatively large 

conformational changes than rest of the protein structure (Betts &Sternberg, 1999; Chakravarty 

et al., 2015; Rajamani et al., 2004). These include changes in formation of specific interactions 

such as hydrogen bond or refinement of shape complementarityat interface of proteins (Janin 

&Chothia, 1990). There has been considerable work on documenting domain motions in proteins 

(Bennett et al., 1984; Kobayashi et al., 2015; Lee et al., 2003; Ravera et al., 2014). However, 
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most of these concerns with changing the relative orientation of domain as well as characterizing 

the required bending, twist involved in resulting. But, the effect of these domain motions on the 

intra-domain interfaces has not been extensively studied. The insights into structural changes at 

interfaces are important as these can assist in accurate modeling of domain-domain interfaces in 

multidomain protein that plays essential role in multidomain protein function and stability. 

In this section of the chapter, we have systematically performed an analysis to investigate 

the extent of conformational variability at domain-domain interfaces in proteins having multiple 

experimentally determined structures. Such studies can assist in modeling intra-chain domain 

interactions especially, when it is known that protein-ligand interactions can lead to 

conformation change in protein structures. 

2.3.2 Methodology 

The aim of this study was to analyze the extent of structural variations in protein structures 

experimentally determined for the same protein sequence. For this analysis, we relied on 

structural domain database CATH (v3.5.0) to extract multidomain proteins. Using this database, 

we constructed a non-redundant (at 70% sequence identity) dataset of multidomain proteins 

following the methodology schematically shown in Figure 2.10. Briefly, protein structures 

having at least two delineated and defined domains in CATH database were extracted and 

mapped to Uniprot unique identifier (“UniProt,” 2017). These mappings between PDB and 

Uniprot IDs were obtained from EBI-SIFTS database (Velankar et al., 2013). Subsequent to 

mapping of PDB and Uniprot IDs, we ensured that PDB sequence as given in ‘ATOM’ record is 

at least 70% of the length of sequence in Uniprot. This is to avoid alignment issues in the next 

stage. The steps described below are followed to maintain a consistent residue numbers across 

multiple structures of same sequence and facilitates comparison of protein structures. Since 

structures of same sequence can have different PDB residue numbers, we performed global 

sequence alignment of PDB and Uniprot sequences usinga locally implemented Needleman-

Wunsch algorithm (Needleman &Wunsch, 1970) of global sequence alignment. Based on the 

global sequence alignment, PDB residues were renumbered to corresponding residue position 

from the sequence in Uniprot for PDB ids having sequence identity ≥ 95% to Uniprot sequence. 

Rest other PDB ids (sequence identity < 95%) were not considered for residue mapping. Thus, 

we obtained a list of Uniprot identifiers with mapped PDB ids along with chain ID (renumbered 
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residue number). For each Uniprot id, if there are multiple PDB chains associated with it, then 

one of the longest proteins as a representative structure for the PDB id was selected. Following 

this, all possible combinations of structural domainsin the dataset were generated, and identified 

proteins having interacting domains relying on interatomic contact criteria of 20 residues at the 

interface. Finally, we have Uniprot mapped to PDB id (with chain id) and associated information 

whether it has intra-chain interacting domains. We removed protein sequences (Uniprot ids), 

which have only one PDB chain, or having no intra-domain interactions in any possible 

combination of domains. In case we have only one structure associated with Uniprot, attempts 

were made to include NMR structure to make the dataset comprehensive. Hence, we have 

composite dataset of both X-ray and NMR mapped structures. The Uniprot sequence was made 

non-redundant at 70% sequence identity using CD-Hit program (Velankar et al., 2013). Since 

CATH domain number is not in the order of N-to-C of protein sequence, we ensured that 

domains are linearly arranged properly. The C2-mult-ddi-data2 dataset consists of 1489 proteins. 

The dataset is available as excel sheet in the file Chap02-Dataset.xlsx available at GitHub 

repository, URL: https://github.com/riviverma/thesis-md-proteins/. 

 

Figure 2.10 Overview of the methodology used for generating C2-mult-ddi-data2. Figure 
showing important steps in construction of the C2-mult-ddi-data2dataset.  

2.3.2.1 Identification of ligand bound to proteins  

Since our dataset consists of both ligand unbound (apo) and ligand bound (holo) structures, we 

segregated structures bound to ligand/chemical compounds.Such identified ligand bound 

structures were used to probe whether there is a ligand induced conformational changes in 

domains. First, we categorized ligands into three subsets: DNA/RNA; small ligands, those with 
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number of heavy atoms < 6, and rest all are put as large ligands. Then, we used NPIDB 

(Kirsanov et al., 2013; Zanegina et al., 2016) and LPC program (Sobolev et al., 1999) to identify 

which proteins are interacting with DNA/RNA molecules and ligands respectively. The 

interaction of ligand with domain is considered if there is at least on residue of domain is 

interacting with ligand. Thus, we identified following domains datasets: dom-DNA-RNA (bound 

to DNA/RNA); dom-apo (ligand unbound); dom-small-ligand and dom-large ligand are ligand 

bound structures with small and large ligand respectively.  

The apo dataset was further divided into wild type (dom-apo-WT) and structures having 

mutation in domains (dom-apo-MT) based on the information in PDB file of the keyword 

“MUTATION”. 

2.3.2.2 Measures of structural variation 

In order to assess the structural variability at the domain-domain interfaces in multidomain 

proteins, we relied on following measures of assessment: 

1. Interface Root Mean Square Deviation (RMSD): We calculated Cα RMSD of interfacial 

residues and used as a metric for structural variation of domain interfaces. The individual 

domain structures were optimally superposed using Kabash algorithm (Kabsch, 1976) as 

implemented in TM-score program (Zhang &Skolnick, 2004). Subsequent to this, superposed 

Cα interfacial residues were extracted for RMSD calculations. As had been mentioned 

before, we have used interactomic contact criteria to extract interfacial residues. Since the 

interfacial residues between two domains in multiple structures of a protein could vary from 

same set of interacting residues to no overlapping residues, it poses a problem in comparing 

domain-domain interfaces across multiple multidomain protein structures using RMSD. Note 

such cases occur because domain interactions are observed in other structures of the same 

sequence. To address this, we have defined two sets of interfacial residues: a) The union of 

all interface residues identified for a given interacting domain present across structures of the 

given sequence is referred to as Int-union; and b) similarly, the set of common (intersection) 

interface residues is categorized as Int-intersection. The RMSD for Int-union and Int-

intersection residues are referred as RMSD-union and RMSD-intersection respectively. This 

is shown schematically in Figure 2.11. 
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Figure 2.11 Schematic shows definition of Int-union and Int-intersection interfacial 
residues. Figure shows steps for generating union/intersection of interfacial residues.  

2. Inter-domain geometry: We followed the method described by Han et al., (Han et al., 2006) 

to calculate inter-domain geometry or their relative orientation. In this procedure, first we 

find the best superposed domains as assessed by TM-score (Zhang &Skolnick, 2004) and 

then optimally superpose second domain. The translation and rotation required to superpose 

is calculated as metric to define domain geometry. The geometry between two domains is 

called as conserved if the translation less than 5Å and rotation less than 20°. 

3. Interface similarity score (IS-score): The interface similarity score is output of structural 

alignment of interfaces by iAlign (Gao &Skolnick, 2010a). This interface alignment program 

was developed for aligning protein-protein interfaces. It essentially performs structural 

alignment of residues at the interfaces to detect their geometrical similarity. Since iAlign 

does not align individual proteins involved in PPI to detect similar interfaces, it can find 

structurally similar interfaces among all PPIs. We used iAlign version 1.0b7 for the structural 

alignment of domain-domain interfaces assuming each domain is equivalent to a protein in 

PPI. The similarity between interfaces is quantified using IS-score. Here, IS-score includes 

both geometric match score and conservation of the contact pattern between interfaces. IS-

score is given by the equation: 
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 IS-score = (S + s0) / (1 + s0), where 

𝑆𝑆 = 1
𝐿𝐿𝑄𝑄

max �∑ 𝑓𝑓𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖=1 /(1 + 𝑑𝑑𝑖𝑖

2

𝑑𝑑02
)�, 

where, LQ is the length of query interface; Na is alignment length between query and 

template; di is distance (in Å) between Cα residue of aligned pairs; fi is contact overlap 

defined by 𝑓𝑓𝑖𝑖 ≡ (𝑐𝑐𝑖𝑖 𝑎𝑎𝑖𝑖⁄ + 𝑐𝑐𝑖𝑖 𝑏𝑏𝑖𝑖⁄ ) 2⁄ ; where ai and bi are number of interfacial contacts of 

template and query interfaces at ith position in the alignment respectively, and ci is 

number of overlapping interfacial contacts at the same ith position; d0 is given by 

𝑑𝑑0 ≡ �
1.24�𝐿𝐿𝑄𝑄 − 15�1 3⁄ − 1.8 𝐹𝐹𝐹𝐹𝐹𝐹 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎

0.7�𝐿𝐿𝑄𝑄 − 15�1 3⁄ − 0.1 𝐹𝐹𝐹𝐹𝐹𝐹 𝑛𝑛𝑛𝑛𝑛𝑛 − 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
 

The length independent score S is obtained by normalizing it by s0, which is given 

by 𝑠𝑠0 ≡ 0.18 −  0.35 𝐿𝐿𝑄𝑄0.3⁄ . The normalized S score is referred to as IS-score, which has 

the maximum score of one alignment between two identical structure (Gao &Skolnick, 

2010a). Based on random protein-protein complexes, the p-value is calculated for IS-

score. The statistically significantly similar interfaces are those with IS-score having p-

value <0.05 and suggests that two aligned interfaces are similar and has some biological 

relevance. 

2.3.3 Results and Discussion 

In this study, we have systematically investigated the extent of intra-chain interface 

conformational variations in proteins having multiple experimentally determined structures. This 

will assist accurate modeling of intra-chain domain interfaces by recognizing proteins, which can 

undergo large interface variations. As has been mentioned before, first we generated all possible 

domain combinations for a protein in the dataset, and then filtered any domain interfaces having 

no interactions in multiple structures of a protein. Subsequent to this, we determined interfacial 

residues (Int-union and Int-intersection) and structural superposition of a domain-domain pair to 

study structural variations. This was measured using interfacial RMSD, relative domain 

geometry and IS-score. 
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 We analyzed interface structural changes in non-redundant (at 70% sequence identity) 

dataset of 1489 multidomain proteins having more than one protein structure and these have at 

least one domain-domain interface. The superposition of domains resulted in mean (SD) RMSD 

of 1.3(2.8) and 0.7(1.9) for Int-union and Int-intersection interface residues respectively. The 

distribution of RMSD-union and RMSD-intersection is shown in Figures 2.12A and 2.12B 

respectively. As can be observed, most of domain pairs (~81%) have RMSD-union ≤ 1Å and 

~90% of these have RMSD-union ≤ 5Å. Thus, suggesting that interface does not show much 

structural change as measured by RMSD. However, there are domain interfaces, which show 

large RMSD of 22 Å. We also examined the inter-domain geometry as measured by translation 

and rotation (see methods). Considering, 5Å and 20º change in angle as no change, ~95% of 

domain pairs conserved inter-domain geometry (Figure 2.13). 

 

Figure 2.12 Cumulative distribution of interface RMSD. Figure showing cumulative 
distribution of: A) RMSD-union and B) RMSD-intersection of interfacial residues. Respective 
histogram of interfacial RMSD is shown in the inset. 
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Figure 2.13 Inter-domain geometries as measured by translation/rotation. Figure shows 
histograms of translation and rotation metrics to assess inter-domain geometry of domain pairs. 
The extreme rotation/translation values are not shown in the figure. 

We analyzed domain pairs having high interfacial RMSD that showed following reasons 

for large variation at interfaces: a. Comparison of interacting and non-interacting domain 

interfaces; and b. comparison of apo and holo (ligand/RNA/DNA) bound domains. Below we 

discuss some of the examples of domain pairs with drastic change in interfaces. The diphtheria 

toxin protein (UniProt id: P00588) has two experimental structures known viz. 1toxA and 1mdtA 

and it has three CATH domains (A01-catalytic domain(C); A02-translocation domain (T); and 

A03-receptor-binding domain(R)) corresponding to receptor binding, transmembrane and 

catalytic domains (Bell &Eisenberg, 1996). Of these the interface of two domains (A01 and A03) 

are found to have interfacial RMSD of 3.65Å between these domains from 1mdt and 1tox 

(Figure 2.14). Moreover, the rotational angle and translation is 179.59° and 30.84Å respectively. 

In its monomeric form (1mdtA), these domains (A01-A03) are interacting, however, in dimeric 

form (1toxA) the domain is swapped to interact with domain from other chain. Hence, the intra-

chain domain interaction is absent. This involves significant structural transition. It has been 

shown that hinge region connecting T and R domain spans 8 residues (379-386) which show 

largest RMS deviation between closed dimeric and open monomeric structures (Bennett 

&Eisenberg, 1994). 
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Figure 2.14 Example of distinct intra-chain domain interfaces in two functional states of 
protein. Figure showing motion of domains affecting domain-domain interface between two 
functional states of diphtheria toxin proteins as observed in experimentally determined structures 
(1mdtA and 1toxA). Both structures are shown on the left and their superposed domains are 
shown on the right. The interacting domains 1 and 3 of 1mdtA are shown solid new cartoon 
representation colored red and green colors respectively. Similarly, domains 1 and 3 of 1toxA are 
shown in orange and yellow colors respectively. The second domain is shown in transparent new 
cartoon representation in purple color.  

Previous studies on protein structures have provided evidence that protein undergoes 

conformational changes could be induced by binding of the ligand, however, it is not necessary 

that ligand binding always leads to large conformation change (Brylinski &Skolnick, 2007; 

Cooper, 1976; Ha &Loh, 2012; Morange, 2006). 

 As has been mentioned before, in many cases large structural interface variations in 

identical proteins were found to be from DNA/RNA bound proteins either compared with each 

other or with other apo forms of the protein. One such protein is T7 RNA polymerase (UniProt id 

P00573) protein, which has 5 CATH domains. The comparison of domain interface of 1st and 

5th domain between structures 1qlnA (A01-A05) and 1mswD (D01-D05) resulted in RMSD of 

22.07Å (Figure 2.15). The initiation complex (1qlnA) structure upon interaction with DNA 

undergoes structural transition to form elongation complex (1mswD) (Cheetham &Steitz, 1999). 

It has been shown that N-terminal domain is unique to T7 RNA polymerase, which undergoes 

large conformational change in transition from initiation to elongation phase of transcription. 



Chapter 2 

 75 

Moreover, secondary structural elements exhibit translations of 68.49Å and rotation of ~135° 

with some melting of helices and other changes in secondary structures (Yin &Steitz, 2002). 

 

Figure 2.15 Example shows intra-chain domain motion upon DNA binding. Figure showing 
changes in domain-domain interface between two experimentally determined structures (1qlnA 
and 1mswD) of T7 RNA polymerase. Two individual structures are shown on the left and their 
superposed domains are shown on the right. The domains 1 and 5 of 1qlnA are shown solid in 
new cartoon representation and are in pink and blue colors respectively. Similarly, domains 1 
and 5 of 1mswD are shown in red and sky blue colors respectively. Rest other domains are 
shown in different colors and are kept as transparent. The DNA is shown in ochre color. 

The domain motions has been known in multidomain proteins due to binding of ligand 

that lead to changes involved in domain interfaces (Gerstein et al., 1994). One such example of 

multidomain protein bound to ligand with large change in RMSD is discussed below. We found 

interfacial RMSD of 21.9Å when domain interface formed by A01 and A02 domains from two 

structures (3fktA and 1sgzA) of the protein beta-secretase I (UniProt id P56817) were compared 

with each other. This is an aspartyl protease and a promising drug target for Alzheimer’s disease 

(Barrow et al., 2008). The structure 3fktA is bound to a ligand (spiropiperidineiminohydantoin 

inhibitor) is in closed conformation of the protein, whereas the structure (1sgzA) is an apo form 

and is in the open conformation. The closing and opening of substrate binding site is controlled 

by a small set of residues and is called flap region (Hong &Tang, 2004). On binding the 
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substrate, the flap moves from open to closed conformation by breaking several hydrogen bonds 

between flap residues (Hong et al., 2000, 2002). The destabilizing changes are compensated by 

the interactions of the substrate and protein structure (Hong &Tang, 2004) (Figure 2.16). 

 

Figure 2.16: Example of change in intra-chain domain interface on ligand binding. Figure 
shows beta-secretase-I protein, which undergoes conformational change involving domain-
domain interface on binding spiropiperidineiminohydantoin inhibitor. 3fktA is an apo form and 
1sgzA is a holo form of the protein. Individual structures are shown on the left and their 
superposed domains are shown on the right. The solid new cartoon representation domains 1 and 
2 of 3fktA are shown in red and sky blue colors respectively. Similarly, domains 1 and 2 of 
1sgzA are shown in light red and dark blue colors respectively.  

2.3.3.1 Contribution of conformational differences in each category of protein environment 

To investigate the possibility of different experimental conditions contributing towards the 

conformational variations observed in same proteins, we categorically divided the main dataset 

based on the bound state of both the domain pairs in comparison. To define a domain pair 

belonging to a particular subset, both domains forming interface are either unbound (apo) or 

bound to ligands/DNA/RNA. We calculated interface RMSD for following datasets dom-apo, 

dom-DNA-RNA, dom-small-ligand, and dom-large-ligand (see methods). This will provide 

structural changes within bound form of structures i.e. ligand binding leads to similar ensemble 

of structures. The distribution of RMSD (Figure 2.17) and summary statistics is given in Table 

2.2.  
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Figure 2.17 Distribution of RMSD-union of domain pairs. Histogram showing RMSD-union 
distribution for domain pairs A) bound to DNA/RNA, B) bound to large ligands, C) bound to 
small ligands, D) unbound in wild type form and E) unbound in mutant type. 
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Table 2.2: Union RMSD for bound and unbound domain pairs 

Dataset Number of 
domain pairs 

RMSD 

Mean(SD) 

RMSD 

Maximum 

Dom-DNA-RNA 4450 0.47(1.11) 22.07 

Dom-large-ligand 112377 1.03(2.24) 22.55 

Dom-small-ligand 8048 2.72(5.45) 18.86 

Dom-apo (wild type) 1477 0.62(1.36) 22.25 

Dom-apo (mutant type) 744 0.89(1.37) 12.54 

 

Finally, we aligned interfaces using iAlign, which structurally aligns interface and does 

not rely on sequence derived structural equivalences, which were used in previous RMSD 

analyses. Here only interfaces having at least 20 residues were aligned and the distribution of this 

is shown in Figure 2.18. Most of domain pairs (92%) have IS-score > 0.8. The domain interface 

pairs having low IS-scores are in cases where there is significant change in interface of one or 

both structures. 

 

Figure 2.18 Distribution of scores obtained from structural alignment of interfaces. 
Histogram shows distributions of (A) IS-score and (B) interfacial RMSD. 
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2.3.4 Conclusions 

In this chapter, we compared ways of defining intra-chain domain interfaces that showed 

interatomic contact criteria to define interfaces (at least 20 residues) results in definition similar 

to biologically relevant interfaces as known from protein-protein interactions. Using interatomic 

definition of domain-domain interfaces, we analyzed physiochemical and other properties 

between intra-chain domain interfaces and protein-protein interaction interfaces. This showed 

that domain interfaces are smaller in size with respect to PPI interfaces. Interestingly, both DDI 

and PPI interfaces show similarity in terms of hydrophobicity, hydrogen bonds, and secondary 

structures despite having differences in the size of interfaces. Thus, suggesting interfaces formed 

either between two chains or within a chain share similar physiochemical characteristics. 

Further, we assessed structural variation of interfaces across multiple structures of a 

multidomain protein. We performed this study with an aim to understand the structural changes 

at interfaces, which can be considered in modeling of multidomain proteins. The comparison of 

intra-chain domain interfaces using RMSD showed that in general interfaces do not exhibit large 

variation as mean RMSD is  ~1.3 Å with most (~90%) domain pairs having RMSD < 5Å. 

However, we have observed that some domain interfaces have large RMSD, which is mostly due 

to ligand binding or other factors based on their functions. Thus, suggesting intra-chain domain 

interfaces do not vary much under varying condition, however, a careful inspection is required 

when protein is known to interact with chemical compounds/DNA/RNA. 
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Chapter 3 

Structural conservation of domain-domain interfaces (DDI) and 

their geometry in multidomain proteins having certain level of 

structural similarity 

3.1 Introduction 

The knowledge of three-dimensional (3-D) structure of protein can provide detailed insight into 

the molecular function of proteins. This propelled efforts for high throughput experimental 

determination of protein tertiary structures in large collaborations such as in structural genomics 

(Terwilliger et al., 2009). Despite this, there is ever increasing gap between known protein 

sequences and experimental protein tertiary structures. The protein structure prediction can 

potentially fill this gap by providing reliable protein models. In the past decade, significant 

progress has been made in the area of protein tertiary structure prediction, which has 

convincingly shown that reliable models of proteins can be exploited to decipher molecular 

details of protein function. It has been known that proteins having high sequence identity (>30%) 

usually share same fold, however, the reverse is not true as proteins belonging to same fold may 

show sequence identity as low as 8-10% (Balaji & Srinivasan, 2007; Illergård et al., 2009; Rost, 

1997; Chothia & Lesk, 1986; Flores et al., 1993; Hubbard & Blundell, 1987; Russell & Barton, 

1994). Thus, it has been known that 3-D structures of proteins in a fold are conserved well than 

their amino acid sequences. This has led to development of methods to reliably identify fold of a 

protein sequence (fold recognition) as a step towards modelling of protein 3D structure. Since ab 

initio methods of structure prediction is both time consuming and results in low prediction 

accuracy, the alternate method of template based modelling approaches have dominated the area 
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of structure prediction (Fiser, 2004). The template based modelling (TBM) approaches involve 

identifying a reliable template/s of a given query sequence for its tertiary structure prediction. 

Hence, a successfully TBM method requires template to be present in PDB as well as ability to 

establish relationship between template to protein sequence. Recently, is has been shown that 

PDB is at least complete for single domain protein (Zhang et al., 2006). However, it is not 

known whether PDB is likely complete for multidomain proteins. Thus, modelling multidomain 

proteins using TBM approach could be used for prediction of individual domains. However, it 

remains as a challenge to assemble two or more domains. Thus, methods developed for 

modelling multidomain proteins, usually, model individual domains followed by assembly of 

domains. There are two main approaches known to predict structure of a multidomain protein 

from individual modeled domain structures: a) rigid body docking of individual domains, b) 

sampling the degrees of freedom of inter-domain linker (Wollacott et al., 2007). Utilizing these 

approaches, following programs have been developed to model multidomain proteins: MDA 

(Hertig et al., 2015), AIDA (Xu et al., 2014), ROSETTA (Rohl et al., 2004), DEMO (Zhou et al., 

2019). These methods are able to assemble the domains, however, does not exclusively address 

the reliable modelling of domain interfaces, which are known to play role in function of 

multidomain proteins. 

Several studies have been performed to understand the nature of interactions between 

domains in homologous multidomain proteins. One such study has examined the geometry of 

domain combinations for classical Rossmann superfamily combinations with 8 catalytic 

superfamilies. This showed that within a superfamily-superfamily pairs, relative orientation of 

domains and interfaces are conserved. However, the same is not conserved between two 

superfamilies (Bashton &Chothia, 2002). Furthermore, geometrical relationship between 

domains is not conserved when domains sequential order is reversed. Subsequent studies on the 

extent of conservation of domain-domain geometry and molecular structure of interface among 

homologous two-domain proteins have shown that ~60% of pairs conserve their geometry and 

interface and ~38% of pairs have variable geometries and interface. Interestingly, variable 

geometry and interface can be found even in homologous structures (Han et al., 2006). Another 

study has noted that usually the relative positioning of two superfamily-related domains in 

unrelated proteins are not similar (Apic et al., 2001a). These studies suggested that spatial 

domain orientations might be mostly affected by functional restraints. In a separate study on a 
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small dataset of remotely related multidomain proteins, it was observed that relative positions of 

domains are conserved (Rekha et al., 2005). In later studies, it was shown using pseudo-torsion 

angle based on 2 domains center of mass and 2 Cα of domain boundary residues to measure 

mutual domain orientation that inter-domain geometry (IDG) is evolutionarily conserved 

(Bhaskara et al., 2013). Moreover, IDG seems to be affected primarily by change in interacting 

surfaces and/or inter-domain linkers (IDLs). IDG shows correlation with structural interface 

similarity IS-score (Gao &Skolnick, 2010a). These suggested that preservation of interaction 

constraints IDG. Further, it was shown that IDLs modulate domain interaction by varying its 

length, conformations and local structure. 

Despite significant progress in understanding the extent of conservation of domain-domain 

interaction interfaces, these studies have not explored the possibility of structural relatedness 

between interfaces formed of homologous domains. In this study, we have comprehensively 

analyzed structural similarity of intra-chain domain-domain interfaces using a CATH (Orengo et 

al., 1997) hierarchy of structural similarity between corresponding domain pairs. Next, we 

explored whether there are evolutionary or functional constraints on conserving the structural 

interfaces among multidomain enzymes.  

Previous studies on the conservation of domain geometry and interface structure 

considered only homologous two domain protein chains. This provides comparison of domain 

interfaces in proteins having two domains. However, it does not address the extent of 

conservation of intra-chain domain interfaces when homologous relationship is considered only 

at the level of domains involved in DDI of multidomain proteins having more than 2 domains. 

We investigated whether two interacting domains and their corresponding homologous domains 

form similar interface in multidomain proteins? This could be addressed by deriving structurally 

equivalent residues by aligning corresponding homologous domains of two DDIs. However, this 

may not be a suitable approach for this study because of difficulty in structurally aligning 

distantly related domains and in many instances equivalent surface of domain might not form 

part of interface region. Thus, we have resorted to use structural alignment of only interface 

regions between interacting homologous domain-domain pair. For this, we have relied on 

alignment of interfaces obtained from iAlign (Gao &Skolnick, 2010a). 
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3.2 Materials and methods 

We have investigated whether structurally related domains, where relatedness is defined at a 

given hierarchical level from structural database CATH, form structurally similar interfaces. This 

will provide the extent of structural conservation of interfaces between DDIs where domains are 

closely or distantly related. The interfaces were aligned using iAlign and assessed using interface 

similarity score (IS-score). 

3.2.1 Construction of intra-chain domain-domain dataset at a given hierarchical 

level of CATH 

In order to understand the relationship between structural divergence of domains and their 

interface conservation in multidomain proteins, we relied on structural domain database CATH, 

which classifies domains hierarchically based on their structural relatedness as established by 

secondary structures, and their topology and/or connectivity (Orengo et al., 1997). We 

constructed datasets having pairs of domain-domain interface, which are related at a specified 

CATH level. The schematic describing the construction of dataset is shown in Figure 3.1. 

Briefly, from the CATH database (v 3.5.0) we extracted all protein structures with resolution 3.0 

Å or better with having at least two CATH classified domains. In CATH, it is possible to find a 

delineated domain without associated with classification. Subsequently, we extracted 

classification of domains in these multidomain proteins and prepared a list of ‘CATH numbers’ 

and associated domains at hierarchical classification levels of class, topology, homologous 

superfamily and ‘S’ (S35) which we considered as equivalent to family level relationship. At 

each of these classification levels, we generated all-against-all combinations of ‘CATH numbers’ 

that represents combination of domains in a protein (Figure 3.1). These were considered as order 

independent i.e. A-B and B-A is same. Further, for each pair of ‘CATH number’, we find all 

proteins consisting of these domains and filter for those proteins having the interacting domain 

pair. The interacting domains are defined as those having at least 20 interface residues using 

Intcon criteria (as defined in Chapter 2). Next, from the set of interacting domain pairs we 

selected non-redundant proteins at 60% sequence identity. The domain combinations in previous 

step having one or no representative proteins are excluded from further analysis. For instance, 

given interacting domains D1 and D2 in a protein, we strive to find another non-redundant 

protein having interacting domains D1’ and D2’ such that both D1-D1’and D2-D2’ are related 
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only till the specified level of CATH i.e. if we are extracting superfamily level pairs, then D1-

D1’ both belongs to same superfamily but are from different family (S35). This ensures that both 

domains are diverged to the same extent. Following this procedure, it resulted in 1320, 44285, 

49301, 1287353 domain-domain interface pairs at level of family, homologous superfamily, 

topology (fold) and class respectively. The resulting dataset C3-mult-ddi-data1 is available as 

excel sheet in Chap03-Dataset.xlsx available at https://github.com/riviverma/thesis-md-proteins/. 

The structural conservation of DDI was evaluated using Interface Similarity score (IS-

score) obtained by aligning interfaces using iAlign. The domain orientation was evaluated using 

translation and rotation required for one domain to optimally align unto its corresponding 

domain partner in another protein (see Chapter 2 methods section 2.3.2.2).  

Figure 3.1 Overview of intra-chain domain interaction dataset construction at specified 
CATH classification level. Left panel shows flowchart of crucial steps in generating dataset. 
The right panel shows a representative of ‘CATH number’ combination (involved in one of the 
dataset construction steps) at the level of ‘homologous superfamily’. 

While constructing previous datasets, we imposed a strict condition on relatedness of 

domains in the aligned pair of DDIs i.e. domains should be related only till the specified level 

(CATH number). However, this eliminates many domain combinations from the dataset that may 

frequently occur in nature because only a limited repertoire of these combinations is found in 

genomes. Hence, we extended our dataset at the level of superfamily and S35/family to include 

such cases for at least one domain. For instance, one domain is related at superfamily level in a 
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pair of DDI, but the other domain may belong to same family. Moreover, this analysis would be 

useful in including native interfaces, which could aid in preparing a compendium of 

representative template interfaces library. The resulting dataset C3-mult-ddi-data2 is excel sheet 

in Chap03-Dataset.xlsx available at GitHub repository (https://github.com/riviverma/thesis-md-

proteins). 

While constructing the datasets, we considered only pairs of interacting intra-chain 

domains, where domains are related at specified structural relatedness. However, we did not 

consider linear arrangement of domains in two proteins such as whether domains are separated 

by one or more domains, and reversed order of domains. To understand whether interface 

similarity depends on the linear arrangement of domains, we subdivided our C3_mult_ddi_data1 

based on linear separation of domains, and its linear order, into following different subcategories 

(see Figure 3.2). Various categories are: 

a. Consecutive domains pairs: In a pair of DDIs, domains are contiguous in sequence; i.e. a 

single linker region separates domains.  

b. Consecutive and reversed consecutive pairs: These consist pairs of DDIs, where one 

contiguous domain-domain interface is aligned with other domain-domain in reverse 

order.  

c. Non-consecutive domain pairs: This has both DDIs having interacting domains separated 

by one or more domains.  

d. Non-consecutive and reversed non-consecutive pairs: It has both DDIs formed of non-

consecutive domains, however, in one of the DDIs the order of domain is reversed with 

respect to the other. 

e. Consecutive/non-consecutive domain pairs: This is one DDI as consecutive and other 

DDI consists of non-consecutive domains. 

f. Consecutive/non-consecutive and reversed consecutive/non-consecutive domain pairs: 

This is same as case (e) given above, however, one of the DDIs has reversed order of 

domains. 

The list of pdb domain-domain interfaces pairs C3-mult-ddi-data3 are provided in the excel 

sheet in the Chap03-Dataset.xlsx available at (https://github.com/riviverma/thesis-md-

proteins/). 
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Figure 3.2 Categories of linear arrangement of domains. The figure shows various linear 
arrangements of domains along with classification category of domain order. 

3.2.2 Dataset to study functional constraints on domain-domain interfaces 

To explore whether there are functional constraints to conserve intra-chain domain interfaces of 

multidomain proteins during evolution, we have relied on well-characterized functional class of 

proteins i.e. enzymes. Moreover, enzymes are assigned Enzyme Commission (EC) numbers 

based on their reaction/substrate catalyzed (see section 1.3.1) that can be used for quantifying the 

functional similarities between two multidomain enzymes. To investigate this, we constructed 

datasets of multidomain enzymes extracted from CATH database (v3.5.0). Following the 

procedure described in methods (section 3.2.1.1), the dataset of pairs of DDIs related at 

superfamily (N=28409) and family (S35) (N=812) were generated. The dataset C3-mult-enz-data 

is given as excel sheet in the Chap03-Dataset.xlsx at https://github.com/riviverma/thesis-md-

proteins/. 

The quantitative assessment of functional similarity was based on EC number assignment 

to the multidomain enzymes and their associated Gene Ontology (GO) terms (Ashburner et al., 

2000). We used mapping of multidomain PDB structure to EC numbers available at EC-PDB 

database (https://www.ebi.ac.uk/thornton-srv/databases/enzymes/). We extracted GO numbers 

associated with Uniprot IDs, which were obtained by its mapping to PDB structure from EBI-

SIFTS database (Velankar et al., 2013). The functional similarity is assessed by: 

https://www.ebi.ac.uk/thornton-srv/databases/enzymes/
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1 EC number overlaps between two enzymes: It is ordered EC numbers common between two 

enzymes. 

2 GO term overlap: This is computed as fraction of overlapping molecular function GO terms 

similarity between two enzymes given by equation:  

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑜𝑜𝑜𝑜 𝐺𝐺𝐺𝐺 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 =
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (𝑁𝑁𝑔𝑔𝑔𝑔1  ∩ 𝑁𝑁𝑔𝑔𝑔𝑔2)
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (𝑁𝑁𝑔𝑔𝑔𝑔1  ∪ 𝑁𝑁𝑔𝑔𝑔𝑔2)

 

where, Ngo1 and Ngo2 are GO molecular function terms in protein 1 and 2 respectively. 

3.2.3 Analysis of intra-chain domain interfaces in multidomain proteins using 

SCOP database 

Previous comparative studies between CATH and SCOP structural databases have emphasized 

that there is no significant difference in domain assignments between CATH and SCOP 

databases (Murzin et al., 1995), however in a non-redundant set, 23.6% of CATH interfaces had 

no SCOP equivalent and 37.3% of SCOP had no CATH equivalent (Jefferson et al., 2008). We 

have primarily using CATH database for domain definitions; however, we extended this study to 

domains derived from SCOP. This was performed with an objective to study whether domain 

definitions can affect the results of interface similarity between domain pairs related at specified 

classification levels. For this study, we extracted domain assignments from SCOPe (Fox et al., 

2014) database (v2.05). Briefly, we took multidomain PDB structures from SCOP having 

resolution equal to or better than 3Å. From these, we extracted domain sequences and clustered 

them within each family at 60% sequence identity using CD-Hit program (Li & Godzik, 2006). 

Subsequently, each domain was assigned a cluster number according to the cluster it belongs. 

This provided additional classification level to SCOP to make non-redundant entries in final 

dataset. Following procedure outlined in method (section 1.2.1.1) we constructed pairs of DDIs 

at family, superfamily, fold and class levels of SCOP having 190504, 207996, 47640, 5422808 

number of domain pairs respectively. We considered four major structural classes of SCOP: 

Allα, Allβ, α AND β (α+β), α OR β (α/β) in this study. The dataset ‘C3-scop-mult-ddi’ of is 

given as excel sheets in Chap03-Dataset.xlsx in GitHub repository at 

https://github.com/riviverma/thesis-md-proteins/. 
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3.3 Results and Discussion 

3.3.1 Structural conservation of domain-domain interfaces and their geometries in 

multidomain proteins 

In this work, we have systematically and comprehensively addressed the question: whether two 

domain-domain interfaces consisting of structurally related domains between them would form 

similar interfaces (Figure 3.3). To investigate this, we have systematically constructed a large 

dataset of intra-chain domain-domain interface pairs such that domains show a specified level of 

structural relatedness. This analysis will provide the extent of conservation of domain interfaces 

in the realm of structural space as well as provide an understanding of how structural relatedness 

between domains shapes the evolution of intra-chain domain interfaces. 

 

Figure 3.3 Schematics of domain interface comparison. Figure showing the comparison of 
interfaces between two intra-chain domains related at a specified structural relatedness. 

3.3.1.1 Structural domains related at family or homologous superfamily in CATH 

As described in methods, the dataset C3-mult-ddi-data1 of pairs of domain-domain interfaces 

related at specified level were compared. First, we analyzed structural similarity of DDIs where 

domains in aligned pairs are family (‘S’ level of CATH) related using IS-score as obtained from 

iAlign. The distribution of IS-score for 1320 pairs of DDIs is shown in Figure 3.4A and 

summary statistics of the same is summarized in Table 3.1. The mean (SD) IS-score is 0.69 

(0.15) for family related domain interfaces. The statistical significance of IS-score is quantified 

by p-value, which has been shown to be significant at value <0.05 (Gao &Skolnick, 2010b), 

which suggests statistically significant similarities. Based on this p-value cut-off, ~99% of pairs 
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interface similarities is found to be statistically significant. The mean (SD) interfacial RMSD of 

these pairs is 1.03 (0.45) Å. These suggest family related domain-domain pairs usually have 

similar interfaces.  

Figure 3.4 Distribution of IS-score of domain interface similarities. Figure showing 
cumulative distribution of IS-score of interfaces when two aligned domain interfaces have 
domains related at A) family (S35) or B) superfamily hierarchical levels. The inset of each panel 
has histogram of IS-score distribution. 

Table 3.1: Summary of comparison of interfaces of domains pairs related at a specified 
hierarchical level in CATH.  

CATH level Total number of domain pairs Average (SD) significant IS-

score, % significant cases 

Family 1320 0.700 (0.14), 99 

Homology 44285 0.425 (0.15), 73 

Topology 49301 0.217 (0.02), 3.4 

Class 1287353 0.214 (0.02), 1.7 

 

 We analyzed pairs of DDIs with low IS-score and found that some of these have either 

utilized different interface region than topologically equivalent region or one of the domains has 

relatively rotated with respect to other. Below, we discuss some of these examples. The interface 

alignment of human apolactoferrin (PDB id: 1cb6) first and second domains to corresponding 
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interface formed by homologous domains of porcine serum transferrin (PDB id: 1h76) results in 

IS-score of 0.26 (Figure 3.5A). Importantly, the pig transferrin is bound to two Fe3+, of these the 

site of Fe binding lies in the domain1 and domain 2 interfaces (Figure 3.5A). The unbound form 

(human lactoferrin protein) does not have residues spatially oriented to facilitate binding of Fe 

ion, suggesting the domain motion is required for binding iron. Thus, we observed that change in 

binding interface accompanied by ~62° change in relative rotation of domains. 

 The interface alignment of DDI formed by first two N-terminal domains of Escherichia 

coli Elongation factor (EF-Ts) (PDB id: 1efuB) (Kawashima et al., 1996), and corresponding 

domains of Thermus thermophilus EF-Ts (PDB id: 1aipC) viz. domain 1 and 3 (Wang et al., 

1997) results in IS-score of 0.32 (Figure 3.5B). The length of EF-Ts in E. coli is longer, where 

additional C-terminal sequence forms a subunit mimicking the N-terminal region (Wang et al., 

1997). This leads to significant change in oligomerization state, which is hetero-tetrameric 

complex structure with EF-Tu protein in T. thermophilus, whereas same in E. coli is a simple 

hetero-dimeric structure (Wang et al., 1997). It seems that domain-domain interface of N-

terminal domains in EF-Ts of E. coli have adjusted in order to accommodate these large scale 

changes in oligomerization because these domains form the part of inter-protomer interface.  

 In some cases, interface similarity is not significant despite domains belonging to same 

family. For instance, a non-significant match is found for domain-domain interfaces formed by 

Ras-domain (domain 1) and EF-Tu domain 3 in proteins: elongation factor (eEF1A) of yeast 

(PDB id: 1f60A) and corresponding homologue from archaea (Sulfolobus solfataricus) (PDB id: 

1jnyA). The IS-score of 0.14 is found between domain interfaces (domains 1 and 3) from these 

two proteins. The analysis showed that there is significant change in interface region of both 

domains (Figure 3.5C) as revealed by superposition of full-length chains. This is because 1jny is 

bound to GDP, whereas 1f60 is bound to Guanine exchange factor (GEF), which facilitates 

exchange of GDP to GTP (Andersen et al., 2000; Vitagliano, 2001). Moreover this change is 

accompanied by ~ 74° relative rotation between these domains (Figure 3.5C). Thus, the interfaces 

are not found to be statistically significantly similar. 
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Figure 3.5 Examples of domain interface alignment of family related domains. Figure shows 
examples of low IS-score from family related domains in aligned domain pairs. In all panels (A, 
B and C), the arrangements of domains in individual proteins are shown on left and interface 
alignment only of aligned domain pairs are shown on the right. All structures are shown in new 
cartoon representation. A) 1h76A domains 1 and 2 are colored in cyan and orange respectively; 
domains 1 and 2 of 1cb6A are shown in blue and red colors respectively. Rest other domains are 
in transparent silver color. B) 1efuB domain 1 and 3 are colored in cyan and orange respectively; 
domains 1 and 3 of 1aipC are shown in blue and red colors respectively. Rest other domains are 
in transparent silver color. C) Domains 1 and 2 of 1jnyA are shown in cyan and orange 
respectively; Domains 1 and 2 of 1f60A are shown in blue and red colors respectively. 

 Next, we analyzed structural alignment of 44,285 pair of domain-domain interfaces 

having homologous superfamily relatedness. Using p-value of 0.05 as statistical significance of 

IS-score, as before, we found ~73% of alignments scores are significant. The distribution of 

these scores is shown in Figure 3.4 B and summary statistics tabulated in Table 3.1. As can be 

seen, IS-score has wide distribution ranging from IS-score value of 0.2 till 0.9. The mean (SD) 

IS-score and interfacial RMSD are 0.43(0.15) and 2.2(0.8) Å respectively. These indicate as 

domain-domain pair diverges the interfaces are not strictly conserved and variations among 

interfaces are observed. We analyzed low IS-score cases, and found most of these have slightly 

twisted relative domain interfaces. For example, domain interface in a two-domain protein 

putrescine transport system of E. coli (PDB id: 1a99B) has IS-score of 0.21 with interface of 



Chapter 3 

 92 

molybdate-binding proteins in Azotobacter vinelandii (PDB id: 1atgA). Both proteins belong to a 

diverse class of periplasmic receptors, which has variable ligand specificity. Interestingly, ligand 

binding site is at the cleft between domains and it lies at domain-domain interfaces in almost all 

periplasmic receptors (Lawson et al., 1998; Vassylyev et al., 1998). It has been known that 

ligand binding leads to conformational change involving hinge-bending. We found that 1a99B 

and 1atgA are bound to putrescine and sulfate anion (same binding site is involved in binding 

molybdate) respectively. Upon closer inspection of interface, we found that domain interface is 

oriented in a way to accommodate the appropriate sized ligand. From domain perspective, it is 

relatively rotated by ~24° in one of the protein (Figure 3.6A).  

 In another example, the structural alignment of domain interface of first and second 

domains of protein copper-containing amine oxidase from bovine serum (PDB id: 1tu5B) with 

interface of corresponding domains (Domain 3 and 2) of lysyl oxidase Pichiapastoris (Duff et 

al., 2006; Lunelli et al., 2005) (PDB id: 1w7cA) resulted in 0.29 IS-score with RMSD of 2.6 Å. 

Since the linear order of domain in these proteins is reversed in the way domain pair was chosen, 

there is rotation of 150° is observed in one domain with respect to the other. This could possibly 

the reason of low IS-score. However, the IS-score is statistically significant. Thus suggesting 

modeling of such domain interfaces cannot be derived from one multidomain template.  

Figure 3.6 Example of domain interface alignment of superfamily related domains. Figure 
shows examples of low IS-score from superfamily related domains in alignments of domain 
pairs. In all panels (A and B), the arrangements of domains in individual proteins are shown on 
left and interface alignment only of aligned domain pairs are shown on the right. All structures 
are shown in new cartoon representation. A) 1a99B domain 1 and 2 are colored in cyan and 
orange respectively; domains 1 and 2 of 1atgA are shown in blue and red colors respectively. B) 
1tu5B domains, viz.1 and 2 are shown in orange and cyan respectively; domains 2 and 3 of 
1w7cA are shown in blue and red colors respectively. Rest other domains are in transparent 
silver color.  
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3.3.1.2 Structural domains related at fold or class in CATH 

Having observed high conservation of domain interfaces in domains related at family level or to 

a lesser extent in homologous families (superfamily), we studied DDIs involving domains related 

at topology (Fold) or class levels. As expected, only 3.4% of statistically significant interface 

similarity could be observed when domains are related at fold level. Similarly, at class related 

domains, we observed ~2% of statistically significant DDIs. The distribution of both fold and 

class data is shown in Figure 3.7. This shows that detecting a template related to a domain in 

multidomain protein may not be sufficient to accurately model the domain-domain interface.  

Figure 3.7 IS-score distribution of domains related at the levels of topology/class. Figure 
showing cumulative distribution of IS-score of interfaces when two aligned domain interfaces 
have domains related at topology (fold) or class hierarchical levels. The panel on the right shows 
histograms of the IS-score distribution. 

 One such example is the comparison of first and second domains in 5-keto-4-

deoxyuronate isomerase (KduI) protein from E. coli (PDB id: 1xruA) and corresponding 

domains in proteins of Cupin superfamily (PDB id: 2vqaB). The IS-score between interfaces was 

0.351 and RMSD was 2.72Å. Interestingly, KduI belongs to the class of Tim-barrels (5.3.1.17) 

and cupins have beta-barrels fold. Both class of families bind to metals, which aids in regulating 

the location of protein folding. It has been shown that although KduI is a member of different 
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family than cupins but it is more structurally homologous to Cupins family than with the 

members of its own family because of the same structural fold in two different protein families 

(Figure 3.8). This suggest that interfaces could be conserved with no or low relatedness between 

domains. 

Figure 3.8 Example of domain interface alignment of topology related domains. Figure 
showing example of interface similarity between domains related at topology (fold) level. In the 
left panel, the arrangements of domains in individual proteins are shown and interface alignment 
only of aligned domain pairs are shown on the right. All structures are shown in new cartoon 
representation. 1xruA domain 1 and 2 are colored in orange and cyan respectively; domains 1 
and 2 of 2vqaB are shown in blue and red colors respectively. 

3.3.1.3 Analysis of inter-domain geometry of domains related at various CATH levels 

Further, we performed analysis on the extent of divergence of intra-chain domain geometry as 

measured by rotation and translation required to superpose the second domain after optimal 

superposition of the best possible aligned domain. This analysis would be helpful in 

understanding whether domain pairs conserve their mutual orientation in order to conserve intra- 

chain domain interfaces. According to the definition used to analyze geometry (see Chapter2 

methods section 2.3.2.2), a translation ≤ 5Å and rotation ≤ 20° between two domain pairs is 

considered to be conserved geometry (Han et al., 2006). Since previous analysis showed 

conservation of interfaces at the level of family or limited conservation at homology, we have 

restricted our analysis to family and homology related domain pairs. The distribution of 

translation and rotation is shown in Figures 3.9 A-D. In general, mean translation and rotation for 

family related domains are 1.8Å and 5.9° respectively. The same mean translation and rotation 
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for homology related domains are 7.3Å and 26.7° respectively. Using the criteria of (Han et al., 

2006), we observed that ~97% of pairs of DDIs having family related domains conserve their 

geometry. The same in homology related domains is ~73% of pairs of DDIs have conserved 

geometry. 

Figure 3.9 Comparison of inter-domain geometry among domain pairs related at 
family/homologous superfamily levels of CATH. Scatter plot showing the relationship 
between IS-score to the relative domain orientations as measured by translation and rotation for 
family (A and C) and superfamily related domains (B and D). 

 Next, we examined whether IS-score is correlated with translation and/or rotation. The 

plots for these are shown in Figures 3.10 A-D. We could not observe any apparent correlation 

between IS-score and rotation and/or translation. Interestingly, we observed that many pairs have 

large rotation in homology related pairs. This is observed because the domain arrangement being 
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compared has reversed linear domain in one of the aligned domain pairs. One such example is β-

trefoil lectin HA33/A (PDB: 1ybi) and β-trefoil lectin HA33/C (3aj6) protein from Clostridium 

botulinum toxin type A neurotoxin, which has translation of 14.3Å and rotation of 63.7° with IS-

score of 0.11862 (Figure 3.11). H33/A binds to glycolipids and glycoproteins containing 

galactose and H33/C recognize sialic acid-containing glycolipids and glycoproteins. The 

dissimilarity in domain orientation is because these are two different serotypes. HA33/C has a 

longer N-terminus located at the interface of the domains that does not undergo the post- 

translational cleavage but a rotation of 60˚ is observed between C- terminal domains (Arndt et 

al., 2005; Nakamura et al., 2011).  

Figure 3.10: Scatter plots showing relation between IS-score and inter-domain geometry. 
Scatter plots show the relation between IS-score and translation and rotation for family 
/superfamily related domains. Plots A) and C) are for translation for family/superfamily related 
domains respectively. Plots B) and D) are for rotation for family/superfamily related domains 
respectively. 
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Figure 3.11 Example showing large rotation in domain interface of homology related 
domains. Figure shows an example of interface alignment of homology related domains pairs 
where one domain pair has relative large rotation. The structures are shown in new cartoon 
representation. Domains of 1ybiA (domain 1 and 2) are colored in cyan and orange respectively; 
similarly, domains 1 and 2 of 3aj6B are shown in red and blue colors respectively. The aligned 
domain pairs are shown on the right. 

We also considered various possibilities in linear domain arrangement (Figure 3.12) and 

we did not find any pattern in these and IS-score of domain pairs either at homology or family 

level. The results are shown in Figure 3.12. 

 

Figure 3.12 IS-score distribution of aligned domain pairs having varied domain 
arrangements. Figure showing IS-score distribution of different sub classifications of the linear 
arrangement of the domains at (A) homology and (B) family levels. 
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3.3.2 Structural conservation of domain-domain interfaces in multidomain 

proteins having certain level of structural similarity as documented in CATH 

database: an extension 

Next, we extended our interface similarity comparison at family and superfamily levels of 

structural similarity by incorporating domain pairs having at least on domain having specified 

relationship at the specified level. This is to address the question whether interface similarity is 

better when pairs of DDIs share high similarity. In this part of the work, one of the domain pair 

has to be related at a particular level of CATH but the other domain pair can be similar at any 

lower (detailed) level. This analysis would be more beneficial in detecting templates, which are 

more realistic to exist in nature to accurately model target interfaces. As seen in Figure 3.13, the 

peak of statistically significant IS-scores of domain pairs related at homology level is now 

shifted towards the right with high IS-score (Mean (SD) 0.62(0.16)) values (Figure 3.13A). The 

mean of IS-score at family level remains same around 0.7(0.15). This observation clearly 

signifies that extent of structural interface conservation depends on structural similarity between 

those domain pairs. Interestingly, the inter-domain geometry of domain pairs related at 

homology level also observed to be conserved for most of the cases (Figure 3.13 B and C).  

 

Figure 3.13 Density plots showing various measures of interface similarities of domain 
pairs related at family/homology levels. Figure shows density distribution of interface 
alignment metrics: (A) Statistically significant IS-score; and inter-domain geometry as measured 
by (B) translation and (C) rotation of family/homology related domains in domain pairs. 

3.3.3 Role of functional constraints in maintaining the similar interface 

It is known that domain interfaces could harbors the functional sites in multidomain proteins 

(Hirako & Shionyu, 2012). In order to explore whether in evolution the domain interfaces 
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formed of structurally related domains are conserved to facilitate similar function, we analyzed 

interface conservation among family/superfamily related domain-domain pairs to their function 

conservation in enzymes. For this, we constructed a multidomain enzyme structures dataset C3-

mult-enz-data (as discussed in methods section) using the mapping between PDB ids and EC 

(Enzyme Commission) numbers. The pairs of domains were selected at structural similarity level 

of homology and family in a similar manner as described in the first dataset (methods section 

3.2.1.1). The interface comparison for these pairs was done using iAlign program. In order to 

understand whether interface conservation is functionally constrained, we calculated two 

parameters: EC_overlap which is simply counting the number of EC terms shared between two 

proteins and fraction_GO_overlap, which is defined as fraction of common GO terms (molecular 

function) between two proteins. The results in Figure 3.14 (A and B) showed the correlation 

between interface similarity score and fraction of GO terms overlap at homology (Pearson 

correlation coefficient=0.301) and family (Pearson correlation coefficient=0.065) level. It can be 

seen that interface conservation of domain pairs related at superfamily does not necessarily lead 

to function conservation as measured by GO overlap. The EC number overlap and corresponding 

IS-score is shown in Table 3.2. It can be seen that even if all the four EC number overlaps at 

homology level, the average IS-score is not more than 0.4, whereas at family level, domains do 

share conservation of interface and function. This signifies that interfaces between domain pairs 

related at homology level are not under functional constraints to maintain a similar interface. 

Additionally, we did observe that at homology level, interface conservation span a wide range of 

IS-scores. They show high similarity between their interfaces along with other proteins, which 

share no or low similarity of interfaces. The proteins showing low similarity of interfaces might 

serve an explanation for proteins, which do not conserve their function. Moreover, it has been 

demonstrated in some studies that protein families within superfamilies show diversity in their 

structures as well as functions (Das et al., 2015; Ga et al., 2006). 
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Figure 3.14 Hexagonal binning plots showing relationship between GO term overlap and 
IS-score. Panel (A) is plot of domains pairs related at superfamily and (B) is for family related 
domain pairs. 

From Table 3.2, we observed that at family level, there are eight proteins with no EC 

number overlap. One such example is trans-sialidases (PDB id: 2jkbA), which bind to two 

different substrates and therefore their mode of carrying out the chemical reaction is different 

(Figure 3.15A). The trans-sialidase binds to α2-3-linked substrates (EC number: 3.2.1.18) and 

intra-molecular trans-sialidase (PDB id: 3sliA) binds to α2-3 linked sialic acids and produce 2,7-

anhydro-Neu5Ac (EC number: 4.2.2.15). The other example includes the Keto-pantoatereductase 

(KPR) of E.coli (PDB id: 1ks9A) and ovine 6-phosphogluconate dehydrogenase (6PGDH) of 

Ovisaries (PDB id: 2pgdA). Both the proteins undergo large conformational change on binding 

the redox cofactor producing a closed conformation of the active site (Tchigvintsev et al., 2012). 

Additionally, KPR exists as a monomer and has an asymmetric unit, whereas 6PGDH exists as 

homo-2-mer and has a cyclic symmetry (Figure 3.15B). 

Figure 3.15 Examples of domain interface alignment of family related domains with no 
conserved function. Figure showing examples of no EC number overlap from family related 
domains in an alignment of domain pairs. Both structures are shown in new cartoon 
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representation. A) 2jkbA domain 3 and 2 are colored in cyan and orange respectively; domains 3 
and 2 of 3sliA are shown in red and blue respectively. B) 1ks9A domains, viz.1 and 2 are shown 
in orange and cyan respectively; domains 1 and 2 of 2pgdA are shown in blue and red colors 
respectively. The alignments of interfaces are also shown on the right in each panel. 

Table 3.2: Summary of EC number overlap and their corresponding average IS-score at 

homology and family level. 

Number of pairs EC number overlap Mean IS-score 

Homology 

1677 0 0.271 

1607 1 0.237 

3065 2 0.450 

5284 3 0.452 

          2284 4 0.441 

Number of pairs EC number overlap Mean IS-score 

Family 

8 0 0.66 

19 1 0.76 

11 2 0.67 

68 3 0.74 

485 4 0.72 

 

3.3.4 Analysis of structural conservation of intra domain interfaces in multidomain 

proteins having certain level of structural similarity as documented in SCOP 

database 

Both SCOP (Murzin et al., 1995) and CATH (Orengo et al., 1997) are two standard structural 

domain databases. The domain definitions in both databases largely overlap, however, in 

classification there are difference between CATH and SCOP (Csaba et al., 2009). Therefore, to 

explore whether observations of CATH dataset can be extended to SCOP domain definitions, we 

carried out similar analysis of domain-domain interface similarity of SCOP domains at various 

hierarchical levels. To analyze the similarities in interfaces at different levels of structural 

similarity, we generated a multidomain dataset from SCOPe database in a similar manner as that 

for CATH database. The domain interfaces from different levels were compared using iAlign 

program and IS-scores were calculated to quantify the structural conservation of the interfaces. 
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The distribution of IS-scores at different levels is plotted in Figure 3.16 and a detailed statistics is 

summarized in Table 3.3. The class and fold showed very restrictive distribution similar to as 

observed in CATH database. The domains at these levels of structural similarity do not share any 

evolutionary relationship among each other and therefore, low conservation of interfaces is 

expected. However, we found an interesting observation that interfaces of domain pairs related at 

superfamily or family level of SCOP do not share strong similarities as seen in CATH. The mean 

of significant IS-score (p-value < 0.05) at superfamily and family level was 0.32 and 0.47 

respectively. 

Figure 3.16 IS-score distribution of domains related at various levels in aligned pairs 
(SCOP). Density distribution plot of IS-score of related domains in aligned domain pairs at 
different hierarchical levels (class/fold/superfamily/family) of SCOP. 
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Table 3.3: Summary statistics of interface similarity among multidomain proteins in 
SCOPe database 

Different levels of structural 
similarity 

SCOPe 
Mean (SD) of significant 

IS-score 
Class 0.306(0.056) 

Fold/Topology 0.323(0.076) 
Superfamily/Homologous family 0.469(0.16) 

Family 0.535(0.18) 
 

3.4 Conclusion 

In this present work, we have comprehensively compared pairs of intra-chain domain interfaces, 

where domains between them are structurally closely, remotely or completely unrelated. The 

results showed that closely related domains form similar interfaces, whereas interfaces of 

distantly related domains have significant relatively large variation in interface similarities. Thus, 

some homology related pairs of DDIs conserve domain interfaces but many others show poorly 

conserved interfaces. Further, we examined the functional constraints to conserve interfaces on 

enzymes and found that functional constraints do not seemingly contribute towards conserving 

structural similarity of interfaces in homologous enzymes. Thus, interfaces can be conserved 

without any relatedness in the function of proteins even though domains either belong to same 

family or homologous superfamily. 

Overall, this study investigates the scope of the structural similarity that facilitates the 

detection of a broad range of templates significantly divergent from the targets. Additionally, 

these analyses also provide important details in designing a methodology to model multidomain 

proteins by exploiting conserved interface residues among structural neighbors.
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Chapter 4 

Understanding structural relatedness of domain-domain interfaces 

among sequence/structurally unrelated domains 

4.1 Introduction 

In the previous chapter, similar domain-domain interfaces (DDIs) are observed despite there is 

no sequence/structural similarity between aligned domain pairs. Thus, indicating interfaces of 

completely unrelated domain pairs can be similar. The same property has been previously 

observed among protein-protein interfaces (Gao &Skolnick, 2010b). This prompted us to 

investigate the redundancy of domain interfaces as well as understand the structural space of 

DDIs. 

 The protein structural space is viewed as collection of known tertiary structures and it has 

been of great interest to understand the nature of structural space in terms of 

geometrical/structural relatedness. This can enhance knowledge about protein structure evolution 

and assist in developing approaches for prediction or designing tertiary structures. The studies 

over years have found that there are a finite number of secondary structure spatial arrangements 

with similar topological connections (folds), which can be assumed to show a general 

hierarchical organization and the fold space is continuous (Chothia, 1992; Finkelstein &Ptitsyn, 

1987; Sadreyev et al., 2009; Valas et al., 2009).  The partial similarity observed between 

structural fold is also referred to as ‘gregariousness’, which measures the number of folds having 

significant structural overlap with a given fold (Harrison et al., 2002). The study using single 

domain library of proteins structures has shown that the structural space is likely complete 

largely due to packing of compact, hydrogen-bonded secondary structural elements (Zhang et al., 

2006). The completeness of the structural space indicates the continuous nature of fold space, 
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which is quite unlikely to be caused by evolutionary divergence, instead directed by the protein 

folding rules (Skolnick et al., 2009). It was found that even two random protein structures could 

be connected through no more than seven steps using 0.4 TM-score cut-off to establish non-

random structural relationships. TM-score of 0.4 indicates partial alignment with 40% coverage 

between structural cores of different proteins (Zhang et al., 2005; Skolnick et al., 2009). The 

completeness of single domain structural space was further extended to analyze nature of protein 

quaternary structures or protein-protein interface structural space (Gao &Skolnick, 2010b; Kim 

et al., 2006; Zhang et al., 2006). The study of Gao and Skolnick showed that structural space of 

protein interfaces is indeed degenerate mainly because of relatively flat interacting surfaces 

generated as a consequence of packing compact, hydrogen-bonded secondary structural 

elements. It was shown further that structural space of interaction interface is close to complete 

in terms of geometric similarity (Gao &Skolnick, 2010b) and can be utilized for prediction of 

protein-protein interfaces (Gao &Skolnick, 2011).  

 In this chapter, we have investigated the structural degeneracy of domain interfaces 

among domain pairs, which are unrelated by sequence and structure. Further, we also explored 

the connectivity of interface structural space. In general such knowledge of structurally similar 

interfaces among unrelated domains can facilitate modeling of domain interactions in 

multidomain proteins by identifying native-like interfaces. Unlike protein-protein interaction 

interfaces intra-chain domain interfaces are constrained in their interaction due to linker region 

separating interacting domains. For instance, interface accessible for interactions between 

domains sequentially next to each other will be restricted by allowed conformations of inter-

domain linkers. However, two domains separated by one or more domains could be less 

constrained in their mode and available accessible surface for interaction. Considering these 

constraints, we analyzed degeneracy of domain-domain interfaces for following cases: a) 

continuous domains separated by inter-domain linkers (chained domain) constrained system, b) 

continuous domains separated by one or more domains (unchained domains) less constrained 

system, and c) discontinuous chained domains two linker constrained system and d) inter-chain 

domain interfaces (no constraint system) Furthermore, we compared inter-domain interfaces 

extracted from protein-protein interactions with all intra-chain domain interfaces to find 

structurally similar interfaces with a view to evaluate possibility of using either dataset to 

construct interface template library. We used non-sequential mode of iAlign to align domain 
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interfaces and assessed similarity based on IS-score. Thus, this study provides geometrical 

similarity across the structural space of domain-domain interactions and its comparison with 

protein-protein interfaces. 

4.2 Methodology 

4.2.1 Domain-domain dataset 

To incorporate constraints, as described before, between domains we constructed four separate 

domain-domain datasets viz. domain-CC-2 (continuous and chained domain of only 2 domain 

proteins), domain-CC-M (continuous chained domain of proteins having 3 or more domains), 

domain-CU-M (continuous chained and unchained domains of proteins having 3 or more 

domains), domain-DC-2 (discontinuous chain domains of only 2 domain proteins). The detailed 

steps of dataset generation are described in Figure 4.1. 

 

 

Figure 4.1 Overview of dataset. Schematic representation of methodology employed in the 
construction of intra-chain domain- domain dataset. 

In this study, we have used CATH domain definitions and classification from database 

version v4.1.0. From CATH database, we took X-ray crystal structures (PDBID with chain 

identifier) having resolution ≤ 2.5Å with at least two classified domains. This is because CATH 
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database defines a domain without classifying at various hierarchical levels such as class, 

architecture, topology and homology. Thus, obtained PDB IDs were mapped to UniProt 

identifiers using the mapping available, documented in EBI-SIFTS database. For each pdb entry, 

we used iAlign (v1.0b7) to extract interacting domains using the definition: two domains are said 

to be interacting if at least 20 residues are involved in interatomic contacts between interfaces of 

these domains. As has been mentioned in previous chapters, domain-domain interfacial residue is 

defined as those residues having at least one heavy atom within 4.5Å of a heavy atom in another 

domain. All interfacial residues together constitute the domain-domain interface for a domain 

pair. Following this, we generated a list of PDB entry having interacting domains for each 

UniProt id. Further, we selected a representative PDB structure for each UniProt entry having 

longest length and the best possible resolution. This dataset is divided into 2 dataset a) structures 

with only 2 domains (set A) and b) rest all structures (set B). 

 From set A (2 domain proteins), we selected pdb entries with continuous domains i.e. 

domain consisting of only one single segment. These are referred to as continuous chained 

domains. For pdb entries with missing residues between two domains, we imposed a criterion on 

the length of inter-domain linkers to consider them as continuous domains. Based on the 

observed minimum CATH domain length, we consider two domains as continuous having a 

maximum of 13 residues inter-domain linker length. Though it is a strict criterion, this would 

ensure that at least there is no intervening CATH domain in pdb entries having missing residues 

between domains. This filtering resulted in a redundant dataset of 2411 continuous domain 

proteins. This was used to prepare a list of 1511 non-redundant (40% sequence identity at 

domain level) consecutive continuous domain dataset (domain-CC-2) using the approach 

described in Chapter 2 section 2.2.1.2. This approach ensures that at least one domain is non-

redundant at 40% sequence identity. 

We used set A to extract PDB entries having either one or both discontinuous domains 

i.e. more than one segment defines a domain. Since, a domain has linear disconnected sequences; 

it poses a serious problem in sequence alignment to create non-redundant dataset. To address this 

issue, we examined the coverage and length distribution of segments in all CATH discontinuous 

domains. This analysis showed that ~63% of discontinuous domains have a major segment, 

which contributes ≥ 70% to the domain length. Based on this, we decided to represent 

discontinuous domain with one major segment with empirical condition on the length and its 
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contribution to domain length as well as to domain interface. A major segment represents a 

domain if it is the longest segment, with a minimum length of 100 residues, and it contributes ≥ 

50% to the total discontinuous domain length. Additionally, this major segment should consist at 

least 20 interfacial residues, thus ensuring that the selected segment is the representative of an 

interacting domain. We obtained 851 redundant PDB entries employing the above criteria that 

were used to construct 512 non-redundant dataset (domain-DC-2) at 40% sequence identity using 

the method as described in Chapter 2. 

 To examine the effect of one or more domain lying between two interacting domains, we 

used multidomain proteins with at least three domains (setB). Using set B (given above), we 

generated two separate subsets: a) chained continuous domain pairs and b) all combinations of 

consecutive and non-consecutive continuous domain pairs. Here, non-consecutive domains have 

at least one intervening domain between two interacting domains. Following the procedure to 

construct domain-CC-2 dataset as described before, resulted in list of 1113 domain pairs. For the 

second set, we made all possible combinations of interacting domains for a given pdb entry that 

lead to a set of 1553 domain pairs. These redundant datasets were made non-redundant at 40% 

sequence identity using the approach described before in Chapter 2. Thus, final dataset has 759 

entries in consecutive continuous domain dataset (domain-CC-M) and a list of 1046 domain 

pairs in consecutive/non-consecutive continuous dataset (domain-CU-M). All datasets are given 

in Chap04-Dataset.xlsx available at https://github.com/riviverma/thesis-md-proteins/. 

4.2.2 Protein-protein interaction dataset 

To prepare protein-protein interaction dataset or inter-chain domain interactions, we culled the 

17659 heteromers protein-protein interaction dataset obtained from previous work (Maheshwari 

&Brylinski, 2015) to extract only inter-chain domain interactions. From this dataset, we 

considered interacting proteins with only unique chain order and discarded discontinuos 

domains. Next, this dataset was curated based on the criteria given below: First, we selected 

protein pairs having structures with resolution ≤ 2.5Å and CATH domains defined for both 

proteins (1366). Next, if a multidomain protein is involved in PPI, then we identify interacting 

domain pairs (these are interacting inter-chain domains) between two proteins using iAlign 

criteria, as has been given in the previous section and only consider protein pairs in PPIs having 

valid interacting domains between two proteins (Figure 4.2). We performed this additional step 
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because we need to compare fold of respective domains in the process to find best match of the 

query domain-domain interface. These steps led to a total of 1464 interacting inter-chain domain 

pairs in 1233 dimer entries. 

All against all comparison of domains to select only
interacting domain pairs from iAlign definition in two
multidomain proteins
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Figure 4.2 Overview of generation of intra-and inter-chain dataset. Schematic shows the 
generation of inter-chain and intra-chain domain-domain dataset. 

4.3 Results and Discussion 

Previous study on PPI have shown that interaction interfaces are degenerate mostly due to 

functional restraints and the packing of compact, hydrogen-bonded secondary structures, which 

generates flat interacting surfaces having common geometrical shapes. Unlike PPI, domain 

interactions could be constrained by the length of inter-domain linkers (even encompassing one 

or more domains), which might restrict the accessible surface available for domain interactions. 

To investigate structural degeneracy among domain interfaces, we have structurally aligned 

interacting interfaces of non-redundant consecutive/non-consecutive domains, which are 

sequence/structurally unrelated, formed of continuous/discontinuous segments. Furthermore, we 

have compared these interfaces with protein-protein interaction interfaces to examine degeneracy 

between intra-and inter-chain interfaces. From the aligned interfaces, the best structural match 

for a given interface is the one with the highest IS-score. Below we describe results of similarity 

searches in DDIs and comparison with inter-chain interfaces.  
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4.3.1 Similarity among consecutive continuous domain-domain interfaces 

As described before, we have constructed two non-redundant (pairwise sequence identity < 40%) 

consecutive and continuous domains datasets viz. domain-CC-2 (1511 structures) and domain 

CC-M (759 structures). The motive of using latter dataset is to investigate whether consecutive 

domain interfaces are affected in presence of additional domains. 

 As mentioned before, domain-CC-2 dataset consists of DDIs separated by one inter-

domain linker. Since our objective is to detect similar interfaces formed by domain pairs without 

any significant structural or sequence relationship, we generated a list of structurally dissimilar 

proteins for each member of domain-CC-2, by searching against dataset DDIs (1511 structures). 

The list of dissimilar domain pairs were defined on following conditions: a) No two domains 

between domain pairs lie within same CATH topology (fold), b) has no significant structural 

similarity as assessed by TM-score, i.e. for all combinations of domains in domain pairs the TM-

score<0.4, and c) no domain sequence have significant sequence similarity as assessed by PSI-

BLAST with E-value > 1 (this ensures no domain sequence relatedness). The conditions (a) and 

(b) removes structurally related domains in aligned pairs. Thus, we obtained a list of structurally 

dissimilar proteins for each 1511 proteins (domain-CC-2), which served as template library to 

search query DDI for identifying similar interfaces using iAlign. The IS-score was used as the 

metric to measure interface similarity and it length of query DDI was used for normalization 

factor in IS-score (see methods). 

The results of the closest interfacial match for each 1511 DDI as assessed by the best IS-

score are shown in Figure 4.3 and relevant statistics are summarized in Table 4.1. As is shown 

the mean (standard deviation (SD)) IS-score of the best interfacial similarity is 0.307 (0.026). 

Importantly, this is higher than the mean (SD) IS-score of 0.207 (0.036) obtained for the best 

matches among random PPI interfaces (Gao &Skolnick, 2010b). Thus, showing that domain 

interfaces of sequence/structurally unrelated domains are not random. Further, ~88% of these 

DDIs have the best structurally similar interface with a significant IS-score (p-value <0.05). The 

mean (SD) RMSD of interface is 3.3 (0.5) Å, a mean (SD) residue coverage fres of 86% (9%), 

and a mean (SD) contact coverage fcon of 55% (9%). Both average residue and contact coverage 

were calculated with respect to the query DDI. This shows that overall significant region of 

query DDI was part of aligned region and contacts of aligned region were similar between two 
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domain pairs. This analysis finds that for most intra-chain domain interfaces one could find 

structurally similar interface even though interfaces are formed of sequence or structurally 

unrelated domains. This redundancy of interfaces has also been previously observed among 

interfaces formed in PPIs.  

 

 

Figure 4.3 Plot of the best interface matches for Domain-CC-2 dataset. Scatter plot of the 
interfacial RMSD versus (A) fraction of aligned residues  (fres) and (B) fraction of aligned 
contacts (fcon) for the closest match of 1511 domain-domain interfaces extracted from proteins 
having only two CATH classified structural domains. Each point is represented using color 
gradient based on IS-score. Histogram and density plots of RMSD, fres, fcon and IS-score are 
shown surrounding main scatter plot. 

Following the criteria described above to define sequence/structural unrelated domain 

pairs, we searched for similar interfaces for each of 759 intra-chain domain interfaces (domain-

CC-M) derived from proteins having more than 2 domains. The search statistics of the best 

structural interface match is summarized in Table 4.1 and shown in Figure 4.4. The mean (SD) 

IS-score of the best matched interface is 0.298 (0.029) and ~74% of these have significant IS-

score. The other parameters of fraction aligned residues and contacts are similar as other datasets 

(Table 4.1). This shows that similar interfaces could be found among structurally unrelated 

domain pairs in consecutive domains in proteins having more than 2 domains. Importantly, these 

are observed for interfaces formed by consecutive domains, which can be constrained in their 

intra-chain domain interactions due to inter-domain linkers. 
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Figure 4.4 Scatter plots of the best interface matches for Domain-CC-M dataset. Scatter plot 
of interfacial RMSD versus (A) fraction of aligned residues  (fres) and (B) fraction of aligned 
contacts (fcon) for the closest match of 759 consecutive continuous domain-domain interfaces 
extracted from proteins with >2 CATH structural domains. Each point is colored based on IS-
score. Histogram of IS-score is shown. 

Table 4.1: Summary statistics of the best similar interfaces for datasets 

Dataset 

 

Mean (SD) of Significant 

matches IS-score RMSD Residue 

coverage  

Contact 

coverage 

Domain-CC-2 (1511) 0.307 (0.026) 3.3 (0.5) 86% (9) 55% (9) 88% 

Domain-CC-M 

(759) 

0.298 (0.029) 3.2 (0.5) 86% (10) 55% (10) 74% 

Domain-CU-M 

(1046) 

0.30 (0.027) 3.3 (0.5) 86% (10) 55% (10) 78% 

Domain-DC-2 (512) 0.286 (0.02) 3.5 (0.3) 83% (10) 51% (8) 64% 

 

In previous work on PPI interfaces (Gao &Skolnick, 2010b), it was shown that that 

protein-protein interfaces are observed to be structurally degenerate mostly due to functional 

constraints, physical constraints as a result of packing of compact hydrogen bonded secondary 

structure elements, and almost flat interfaces in which case geometrical similarity can be 

established. Using the same reasoning, we performed detailed analysis to understand basis of 



Chapter 4 

 113 

similar interfaces and observed that except functional constraints other two features can explain 

the existence of similar interfaces. As has been observed before in PPIs, similar interfaces are 

formed due to limited ways of packing of secondary structure elements despite dissimilar folds 

between domain pairs. Moreover, multidomain proteins are mostly globular like single domain 

proteins and packing of secondary structures may contribute to protein stability. The examples of 

packing of α-helices and/or β-strands are shown in Figures 4.5A-C. The DNA polymerase III 

beta sliding clamp protein consists of 3 topologically equivalent domains of α/β class that has 

anti-parallel helices bracketing the four stranded anti-parallel β-sheet (Wolff et al., 2014). Two 

such anti-parallel β-sheets of consecutive domains interact to form an extended β-sheet and two 

parallelly oriented β-strands mainly constitute the domain interface (Figure 4.5C). The 

pullulanase enzyme (2fh8A) has four domains. Of these, first two and last domain belongs to 

Immunoglobulin-like fold (all β-class) and rest one domain adopts TIM barrel fold (α/β class) 

(Mikami et al., 2006). The β-sheets from first two domains come together in a parallel β-strand 

orientation to form interface of these domains (Figure 4.5C). As shown in Figure 4.5C, the first 

two consecutive domain interfaces of DNA polymerase III beta sliding clamp and pullulanase 

are similar due to packing of parallel β-strands, even though domains belonging to different 

CATH class. 

Figure 4.5 Examples of similar domain-domain interface pairs from multidomain proteins. 
Two domains of template protein are shown in green and lime colors, while target protein 
domains are shown in blue and sky blue colors. A) Periplasmic receptor CeuE (domains 1 and 2 
of 4inoA) and manganese transport regulator (MNTR) protein (domains 1 and 2 of 2f5fB), PDB 
identifier is followed by chain identifier. B) RhoA-dependent invasion protein (domains 1 and 2 
of 4ldrB) and Peroxiredox in protein (domains 1 and 2 of 2v2gA). C) Pullulanase enzyme 
(domains 3 and 4 of 2fh8A) and DNA polymerase sliding clamp (domains 1 and 2 of 4tr8B). 

The flat interfaces have been observed in PPI that can show geometrical similarity with 

ease and more so in non-sequential alignment of interfaces. The investigation of domain 
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interface alignments showed that these are also rather flat (Figure 4.6A) and observed similar 

interfaces between domains pairs having different secondary structure elements at the interfaces. 

The interface of domains 1 and 3 of hyaluronate lyase enzyme (1n7oA) that belongs to mainly 

beta class aligns with mainly helical domains (5 and 6) of serum albumin (4f5uA) as shown in 

Figure 4.6B. Most of the non-significant cases are due to one of the domain enveloping other 

domain and in some cases, the interaction interface is very small constituting of loops. 

 

Figure 4.6 Domain- domain interfaces are flat. A) Scatter plot showing relationship between 
planarity of domain-domain interface to the best IS-score of interface obtained for each 
representative 2270 consecutive domains. Planarity is measured using PRINCIP program in 
SURFNET (Laskowski, 1995) suit of programs that is a root-mean square deviation between 
interface Cα-atoms and the best fit of plane through the interface Cα-atoms. B) Hyaluronate 
lyase enzyme (domains 1 and 3 of 1n7oA) and serum albumin (domains 5 and 6 of 4f5uA). 

4.3.2 Similarity among consecutive/non-consecutive domain-domain interfaces 

Having shown degeneracy for consecutive domains in two-domain proteins, we extended the 

same to non-consecutive domains, which will have little or no direct restrictions by inter-domain 

linkers as consecutive domains. In this analysis, we constructed a list of 282 non-redundant 

domain pairs, which have non-consecutive domains. These were combined with previous set of 

multidomain consecutive domains (domain-CC-M) to generate a combined set of 1046 (domain-

CU-M) domain pairs. Using similar criteria described before, search for the best domain 

interface match resulted in a mean (SD) IS-score of 0.30 (0.027). Of these, ~78% of proteins 

have statistically significant interface (P-value<0.5). The distribution of various parameters for 

the best match of interfaces is shown in Figure 4.7 and summarized in Table 4.1. The best 

matched domain alignment have an interface average rmsd (SD) of 3.3 (0.5) Å, a mean (SD) 
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residue coverage fres of 86% (10%), and a mean (SD) contact coverage fcon of 55% (10%), 

respectively. These analyses found that interfaces are degenerate even when one or more 

domains separate aligned domain pair. 

 Of 282 non-consecutive domain pairs, 76% of domains have significantly similar 

interfaces (P-value <0.05) having mean (SD) IS-score 0.30 (0.026). The visual inspection of non-

significant alignments showed that some of these non-consecutive domains are involved in 

interactions with other domains. Moreover, these interfaces have one of the interfaces is 

enveloping surface of other domain. 

Figure 4.7 Scatter plots of the best interface matches for domain-CU-M dataset. Scatter plot 
of interfacial RMSD versus (A) fraction of aligned residues (fres) and (B) fraction of aligned 
contacts (fcon) for the closest match of 1046 domain-domain interfaces extracted from proteins 
having > 2 CATH structural domains. Distribution of IS-score is shown as histogram. 

4.3.3 Similarity among discontinuous domain-domain interfaces 

Since structural domains can consist more than one segment (discontinuous), we performed 

similar analysis of finding the best structural match for interfaces involving one or both 

discontinuous domains. Such discontinuous domains involve two or more inter-domain linkers. 

Through this analysis, we investigated whether structural degeneracy is observed even in 

interfaces of discontinuous domains. Since generating non-redundant dataset with multiple 

segments of sequence is not appropriate, we considered only longest segment with empirical 

criteria for representing discontinuous domain and prepared the dataset (domain-DC-2) of 512 

domain pairs (see methods for detail). Following the same approach to find structural matched 
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interfaces, the results of the best structural matches for discontinuous domain interfaces are 

shown in Figure 4.8. The mean (SD) IS-score of the best interface match for discontinuous 

domains is 0.28 (0.02). Of these, 64% of domain pairs have statistically significant interface 

similarity. These domain pairs have interface average rmsd (SD) of 3.5(0.3) Å, a mean (SD) 

residue coverage fres of 83% (10%), and a mean (SD) contact coverage fcon of 51% (8%), 

respectively. This shows interfaces of discontinuous domains are degenerate and suggesting this 

is a general feature observed among DDIs. 

Figure 4.8 Distribution of scores for the best structural interface matches of domain-DC-2. 
Scatter plots of interfacial RMSD versus (A) fraction of aligned residues (fres) and (B) fraction of 
aligned contacts (fcon) for the closest match of 512 consecutive and non-continuous domains 
extracted from proteins with only two CATH structural domains. Each point is colored based on 
IS-score. 

4.3.4 Similarity between domain-domain and protein-protein interfaces 

As domain-domain interface of consecutive/non-consecutive continuous or discontinuous 

domains are shown to be degenerate, it can be suggested that these might share similarity to 

inter-chain domain interfaces in PPI under no sequence or structural similarity at the level of 

domains. Moreover, DDIs and PPIs have been shown to share similar physiochemical properties. 

Such comparison would also facilitate including inter-chain domain interfaces in template library 

of domain interfaces to improve modeling of interfaces in multidomain proteins by identifying 

native-like interfaces.  
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For this analysis, we constructed protein-protein interaction dataset and pruned to remove 

structures without any CATH assigned domains. Further, PPIs having valid inter-chain domains 

(from two monomers) were considerd to construct non-redundant inter-chain domain interfaces 

(see Chapter 2). Following the procedure described above to find the best structural match for a 

query interface, we searched for the best structural match of an inter-chain domain interface 

(target-PPI) in the template library of the DDIs (consisting of datasets: domain-CC-2, domain-

CC-M, and domain-CU-M). The highest IS-score found among all 3 template library dataset is 

taken as the best matched domain interface for each PPI interface. Figure 4.9 shows the 

distribution of parameters of the best structural match to inter-chain interfaces and other statistics 

is summarized in Table 4.1. The mean (SD) IS-score of the closest match of inter-chain interface 

to intra-chain domain interface is 0.311 (0.031). Among these, significant matches are found for 

~86% of protein-protein interfaces. These significant domain pairs have interface average RMSD 

(SD) of 3.2 Å (0.45). These have mean (SD) residue coverage fres of 88% (10%), and mean (SD) 

contact coverage fcon of 58% (10%). This shows inter-chain domain and intra-chain domain 

interfaces are similar despite unrelated domains. 

Figure 4.9 Structural comparisons of inter-chain domain and intra-chain domain 
interfaces. Scatter plots of interfacial RMSD versus (A) fraction of aligned residues (fres) and 
(B) fraction of aligned contacts (fcon) for the closest match of 1464 protein-protein interfaces 
with intra-chain domain interfaces. Distribution of IS-score is shown as histogram. 
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Further, we found that similar packing of secondary structures as well as flat interfaces 

are mostly responsible for observed similarities between intra-chain and inter-chain domain 

interfaces. This is illustrated in representative examples shown in Figure 4.10. The first example 

shows a noticeable overlap between the PPI of 4pjeC/E [formed by major histocompatibility 

complex class I protein (domain C02) and domain 1 of T-cell receptor] and the DDI of 1ospO 

[outer surface protein A with two domains having antiparallel β-sheet topology], which consists 

of similar antiparallel β-strands, that is detected in the interface alignment (Figure 4.10A). 

Another similar structural interfaces, between packed anti-parallel β-sheets, which belong to the 

β-sandwich scaffold, have also been demonstrated between intra-chain domains of 2o62A and 

inter-chain domains of 3qnzB and 3qnzA (Figure 4.10B).  

Figure 4.10 Examples show similarity between domain-domain and protein-protein 
interfaces. Two domains of template (domain-domain interface) protein are shown in blue and 
sky blue colors, while two interacting proteins are shown in red and cyan colors. A) Two 
domains of outer surface protein A (domains 1 and 2 of 1ospO) is aligned with human major 
histocompatability complex with T-cell receptor (4pjeC (domain C02/ 4pjeE (domain E01). B) 
Structural interface alignment of protein of unknown function (domains 1 and 2 of 2o62A) is 
complexed with antibody fragments (3qnzB (domain B02)/3qnzA (domain A02). 

 Since intra-and inter-chain domain interfaces are degenerate, we investigated whether 

combining inter-chain with intra-chain domain interfaces could increase the number of 

significant structural matches for DDIs. For this, we searched for the closest match for 

consecutive continuous domain interfaces (1511) against template domain interface library 

consisting of a) 1464 inter-chain, b) 1511 intra-chain, and c) combined set of both inter and intra-

chain domains. The closest match of 1511 interface against 1464 PPI resulted in mean (SD) IS-

score of 0.304 (0.027) having ~85% of significant matches. The best structural neighbors of 
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1511 interfaces in a combined dataset of both intra-chain and inter-chain domain interfaces 

achieve average (SD) IS-score of 0.314 (0.027). This is statistically significantly (p-value << 

0.001 in the paired t-test) different than the mean IS-score of 0.304 and 0.307 obtained from 

searching against inter-chain and intra-chain domain respectively. Interestingly, the number of 

significant IS-score matched interfaces also increased from ~85 (88) for inter (intra)-chain to 

93%. Thus, suggesting that including inter-domain interfaces can enrich the template interface 

library constructed from intra-chain domain interfaces. 

4.3.5 Connectivity of DDIs interface structural space 

To understand the continuity and connectivity of structural space for intra-chain domain 

interfaces, we analyzed this using a directed graph.  A directed graph consists of domain 

interfaces as vertices, which are joined by a directed edge that points from template to query 

(target) interfaces drawn based on a predefined threshold of IS-score and edge weight is one. We 

considered a directed edge because IS-score is not transitive and it is not same for two interfaces 

when target interface is changed, i.e., IS-score for A-B is not same as B-A, where B and A are 

target interfaces respectively. An interface IA is said to be kth neighbor of IB, if the minimum path 

length from node IA to IB is ≤k. Since domain-CC-2 dataset is the largest among DDIs, we 

performed network analysis only for this dataset. The fraction of all possible directed pairs at a 

given kth neighbor for varying IS-score is shown in Figure 4.11. We observed that at a significant 

IS-score threshold of 0.26 about ~84% of all directed interface pairs are at most separated by the 

eighth neighbor. The largest strongly connected component (LSCC), where all nodes are 

connected bidirectionally to at most kth neighbor consists of ~83% of interfaces at a threshold of 

0.26 and k=8 (Figure 4.11B). The related size of LSCC drops drastically to approximately 3% at 

IS-score of 0.30, which probably is the critical threshold below which nodes are densely 

connected and structural space is continuous. 

 As we have found that including inter-chain interfaces of PPIs improve overall closely 

related matches for intra-chain domain interfaces, we examined whether connectivity of 

structural space can be improved by including inter-chain domain interfaces. For this, we utilized 

search results of domain-CC-2 against PPI and vice-versa to include only edges between 

interfaces (nodes) from PPI and DDI. The summary of all possible directed pairs at given k as a 

function of IS-score and LSCC at given IS-score as a function of k are shown in Figures 4.11C 
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and 4.11D respectively. At IS-score threshold of 0.26, roughly 90% of all directed pairs are at the 

most eighth neighbor and LSCC consists of ~89% of interfaces at k=8. The LSCC increases by 

~6% in comparison to graph without inter-chain interface connectivity. The LSCC for IS-score 

threshold of 0.30 is also increased to ~6%. This shows that structural space of domain-domain 

interface is continuous and connected, which improves by including inter-chain interfaces. 

 

Figure 4.11 Domain interface graph connectivity. The fraction of directed pairs of nodes 
(interfaces), which are connected with at most k-th neighbor plotted as a function of IS-score (A) 
and (C). Fraction is nk/(Nx(N-1), nkis the number of kth neighbor pairs and N is total number of 
interfaces in a graph. The relative size of LSCC at different k for graphs generated at a given IS-
score thresholds (B) and (D). The graph for intra-chain domain interfaces is shown in A and B, 
whereas combined intra-and inter-chain interface network is shown in C and D panels. 
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4.4 Conclusions 

In the present work, we have investigated DDI interface structural degeneracy among 

structurally unrelated consecutive/non-consecutive domains, which consist of continuous or 

discontinuous segments. The results showed that intra-chain domain interfaces are also 

degenerate as has been observed for interfaces of PPI. Moreover, inter-domain linker constraints 

does not affect the general features of interfaces and it is likely that interfaces are maintained by 

allowing linker length to accommodate appropriate interactions among domains to either 

facilitate their function and/or stability.When we analyzed interfaces to understand reasons for 

similar interfaces, we observed that similar interfaces are because limited ways of packing of 

secondary structural elements and flat nature domain-domain interfaces. This flat nature allows 

geometrical match even between different interfacial secondary structural elements. Overall, it 

indicates a possibility that domain interactions probably evolve from non-specific interface to 

specific interactions during evolution based on its functional or structural constraints. Further 

searching for similar inter-chain interfaces within intra-chain domain interfaces showed 

degeneracy among them, even, when domains are from the same or different protein. The graph 

analysis of relatedness among interfaces showed that domain-domain interface space is highly 

connected and continuous, which increase on considering inter-chain domain interfaces. This 

information could be exploited to construct template interfaces, which can assist in interface 

modeling in multidomain proteins. Moreover, this study suggests towards a possibility that 

interaction domain interfaces evolve from a non-specific to specific interaction depending on the 

functional/structural significance of interfaces. 
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Chapter 5 

A method to improve ranking of docked domain structures using 

interface constraints 

5.1 Introduction 

The average number of domains in prokaryotic and eukaryotic proteins is found to be 1.5 and 2.1 

respectively (Brocchieri &Karlin, 2005; Apic et al., 2003; Zmasek &Godzik, 2012; Ekman et al., 

2005). Each domain within a multidomain protein usually has a 3D compact shape associated 

with independent functions, which are usually conserved among homologous proteins. Domains 

can be found in various domain architectures with some present as single domain as well. It has 

been argued that function of protein can be elucidated by associating function to their constituent 

domains. Since tertiary structure of proteins can aid in deciphering their function, there has been 

concerted effort to determine structures of proteins. Presently, single domain proteins dominate 

PDB database and there is a greater need to obtain tertiary structure of multidomain proteins 

either experimentally or computational prediction methods. This can involve methods to 

assemble domains to correctly predict orientation of domains (Ben-Zeev et al., 2005). The 

computational methods known for structure prediction include: homology modeling, threading 

and ab initio approaches. In case of multidomain proteins, homology modeling can assist in 

determining orientation of domains when a reliable template is found for the target protein. 

However, in many instances it is likely that no templates are found for certain domains or despite 

having templates for every domain of a multidomain protein the interactions among domains are 

not available. This is possible when domains of target protein identifies template from different 

protein structures. Moreover, even if there exists a homologous template, the domains may not 
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interact in a similar way as it could have been in the target protein (Aloy & Russell, 2002). As a 

result, the focus on ab initio approaches has been increasing in addition to homology modeling. 

Among multiple approaches, docking offers a promising tool for modeling of multidomain 

proteins through ab initio approach of assembling domains. In this approach the homology 

modeling is used for modeling individual domains but domains are assembled ab initio by 

relying on docking of domains. Moreover, Critical Assessment of Prediction of Interactions 

(CAPRI) experiments on blind tests of prediction of interactions have shown that docking 

methods have been successful in predicting the structure of the protein complexes. 

5.1.1 Protein docking 

In computational scheme, docking tries to find the best match between two molecules namely 

receptor and ligand. The problem of molecular docking can be defined as follows: predict the 

"correct" bound association given the atomic coordinates of two molecules. Generally, no 

additional data is provided to perform docking. However, additional biochemical information, 

especially knowledge of binding sites, may be given which can greatly facilitates the problem of 

docking. Nevertheless, it should be noted that there are multiple binding sites present on the 

surface of the protein but while docking, it is assumed that the primary site of binding usually 

participate in bound conformations (Halperin et al., 2002). Usually, docking is performed 

between two protein chains, where whole proteins are "docked" to generate models of the bound 

protein complex. Similarly, multidomain protein can be modeled by docking of modeled 

domains to find appropriate interacting pose between domains in multidomain protein. Modeling 

the structure of the multidomain protein has implications in the field of protein complex 

modeling, as it is possible that any of the components of the complex is made up of multiple 

domains. The problem of multidomain modeling can be tackled using divide and conquer 

approach instead of performing docking directly where firstly; domain orientations are modeled 

followed by the assembly of domains through docking (Cheng et al., 2008).  

 In general, docking involves two steps. In the first step, considering the two individual 

proteins as rigid bodies and using their atomic coordinates, a large number of candidate 

alternative conformations are generated. This step is called exploration step in which only a 

small portion of the conformational space is searched while keeping the balance between amount 

of search space examined and computational expense (Hernández-Santoyo et al., 2013). 
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Secondly, scoring functions are used to rank these potential solutions, called as refinement step. 

The scoring functions consist of mathematical functions, which predict the strength of binding 

affinity between components forming the complex. These functions generally include geometric 

complementarity, electrostatic interactions, buried surface area and other energy potential 

functions. Electrostatic interactions are included through coulomb potential scoring functions in 

FFT based methods such as ZDOCK (Chen &Weng, 2002). In the last recent years, a number of 

different algorithms and scoring functions have been developed (Eisenstein & Katchalski-Katzir, 

2004; Halperin et al., 2002; Smith & Sternberg, 2002; Vajda & Camacho, 2004) with different 

accuracies and computational efficiencies. Once the near- native solutions are known, they are 

subject to further refinement. 

5.1.2 Fast Fourier Transform (FFT) 

The first step of the docking involves the efficient representation of the protein structures that 

need to be docked. FFT method is employed for the same and it was first proposed by 

Katchalski-Katzir (Katchalski-Katzir et al., 1992). In this method, the protein structure is 

projected on a cubic grid of size N3. To mark the relative position of a molecule, each grid point 

is given some weight. For all translations of one protein relative to the other, the correlation 

function of the weights associated with the two proteins is calculated by FFT and the calculation 

is repeated for all orientations. The Figure 5.1 illustrates the procedure of FFT.  

5.1.3 Assessment of docking results 

The success of docking programs in predicting a correct docked pose in CAPRI experiments is 

usually evaluated using two parameters (i) fraction of native contacts and (ii) RMSD. A native 

contact between two residues is defined when the distance between two heavy atoms of both the 

residues is less than 5Å (Lensink &Wodak, 2013) in interacting protein structures determined 

experimentally. Therefore, having greater fraction of native contacts recalled in a model 

structures suggest a better docked pose. The second assessment criteria is interface root-mean-

square deviation (iRMSD) which consider residues lying at the interface and measures the 

distance between the experimentally known positions of backbone atoms in the reference 

structure and the equivalent residues in the predicted one after superimposing the two structures. 

However, the major challenge in searching the correct poses lies in the flexibility of the 
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interacting protein chains. The search efficiency is determined by number of degrees of freedom 

included in the conformational search (Sousa et al., 2006). An iRMSD of less than 2Å is usually 

considered as a good performance. 

In this chapter, we describe an approach to model multidomain protein using domain-

domain rigid body docking, where the primary focus is to detect native like interface structures. 

As a preliminary analysis, we evaluated whether rigid body docking can generate docked 

conformations near native to domain-domain interfaces and such docked orientations can be 

identified using structural alignment to DDI template library.   

Figure 5.1 Schematics of FFT docking procedure. Figure showing steps of FFT docking (as 
adapted from http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.891.6031&rep=rep1&= 
type=pdf) 

5.2 Methodology 

5.2.1 Construction of benchmark dataset of docking of interacting domains 

We compiled a benchmark dataset of non-redundant two domain proteins to evaluate the 

reliability of docking to find near-native domain-domain interfaces. For this, we considered all 

two-domain proteins having continuous domains (single segment domain) as defined in CATH 

(v4.1.0) and resolution ≤ 2.5Å. Of these, we took proteins having intra-chain domain interactions 

as defined using interatomic distance criteria. Subsequently, these filtered pdb entries were made 

non-redundant at 60% sequence identity using CD-HIT. This resulted in a set of 1375 non-
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redundant interacting intra-chain domain-domain proteins (Figure 5.2). Due to limitations of 

computing resources, we performed benchmarking on a subset of 1107 domain-domain pair. 

This set of interacting pair of domains is referred to as native structure. The dataset (Chap05-

Dataset.xlsx) is available at GitHub repository (https://github.com/riviverma/thesis-md-

proteins/). 

 

Figure 5.2 Overview of dataset construction. Flowchart showing steps in the construction of 
dataset and of docking protocol. 

In order to dock domains, we used FFT method as implemented in ZDOCK program 

(Chen &Weng, 2002). Following the approach of ZDOCK, we took the longest domain as static 

receptor and the other domain as ligand, which will span all possible docked orientations. By 

default, ~2000 docked poses are given by ZDOCK. However, to span all possible docked poses 

from FFT we modified the criteria and obtained the maximum number of possible docked poses, 

which could be to a maximum of 3600 conformations. These poses were also scored based on 

shape complementarity, electrostatics, and statistical potential terms defined by ZDOCK. 

5.2.2 Measures for assessment of domain-domain docking 

The performance assessment of docking was based on scoring of docked poses with respect to 

native structure. For this, we used the criteria (section 2.2.2(d)) to define domain-domain 

interface and docked pose not satisfying this is not considered for any further assessment. 

Subsequently, we used following measures to assess interacting domain-domain docked poses:  
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a. Global RMSD: This is RMSD obtained after optimal superposition of each docked 

structure to the native structure as a single domain. This does not involve superposition of 

individual domains, which will provide no information. 

b. Interface RMSD: The interfacial residues of interacting domains are extracted from the 

native structures as has been discussed before. For this, individual docked domains are 

first superposed on native structure and RMSD only for interfacial residues are calculated 

as interfacial RMSD. 

c. Interface similarity (IS-score): The interacting domain-domain docked poses were 

aligned to native interface using iAlign. 

Importantly, while calculating these parameters, the order of domains was kept intact in each 

docked complex as that was in its corresponding native structures. Since we are considering all 

possible solutions, the best docked poses were considered within top N docked ranked poses, 

where N varies from 1 to 20.  

5.2.3 Construction of DDI template library 

We used pre-compiled dataset of non-redundant interacting domain pairs, which share a 

structural similarity at the level of homology as defined by CATH (section 3.2). From this pair of 

interacting domain-domain interfaces, we selected any one as representative and performed all-

against-all alignment of representative domain interfaces using iAlign. Thus, obtained IS-scores 

were used for clustering DDIs using program APCLUSTER (Frey &Dueck 2007; Bodenhofer et. 

al., 2011), which relies on similarity as a metric for clustering any set of objects. This results in 

389 clusters of interfaces. We randomly selected any one member from a cluster to construct 

DDI template library. Thus, we have an interface template consisting of 389 domain-domain 

interfaces. The docked structures were aligned to the template interface library using iAlign and 

ranked using IS-score in order to identify near native docked poses. 

5.2.4 Method to re-rank docked poses using interface alignment 

In our proposed preliminary approach, we rely on interface similarity of docked poses to a 

representative interface template library for identifying native like interfaces. This approach 

involved performing interface alignment of all docked poses with 389 template library interface 

followed by re-ranking of docked poses using IS-score obtained from iAlign. The detailed 
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procedure is shown in Figure 5.3. Briefly, we find the best structural matching interface for each 

docked pose by aligning it with all interfaces in template library followed by ranking interfaces 

using IS-score, which is normalized by length of docked pose interface. Thus, obtained list of the 

best IS-score for each docked pose is again ranked by IS-score to identify the docked 

conformation having the highest IS-score, which is considered as the near native structure from 

docking. 

 

Figure 5.3 Protocol describing re-ranking of docked complexes using interface constraints. 
The figure shows the schematics used for detecting native like interfaces by aligning docked 
interfaces to template library. 

This procedure of interface structural alignment is found to be extremely computationally 

time consuming. To alleviate this problem, we examined docked poses from various structures 

and observed that many docked poses are not physically feasible because of constraints of linker 

region between domains. Unlike protein-protein docking where two structures are independent 

entity, here two domain structures being docked are physically linked as they are from same 

protein structure, thus many docking solutions are not possible. In order to restrict the docking 

solution space obtained by ZDOCK, we filtered docked poses based on: a. distance between last 

Cα and the first Cα of two connecting consecutive domains, and b. there will be limited surface 

area accessible for interactions between two connected globular objects. These are discussed in 

detail below.  

 

 

 



 

 129 

5.2.5 Using C-alpha distance criteria to limit the number of docked poses 

As mentioned before the structural alignment is time consuming task, we used distance cut-off 

between the last Cα of the first domain and the first Cα of the following connected (next) 

domain to filter docked solutions. The criteria used are as follows: 

1. We imposed a distance cut-off of 6Å between last Cα of 1st domain and first Cα of 2nd 

domain for protein without linker region.  

2. For proteins with inter-domain linker, a cut-off of 4(n+1) Å was applied; where n is the 

number of residues in a linker is used. The distance 4Å is used because mean distance 

between 2 Cα is 3.8Å. We relaxed this distance cut-off with an assumption that in 

subsequent modeling of full-length multidomain protein one can connect them and 

general force-field will be able to get to desired optimal geometry. 

5.2.6 Using domains as interacting spheres to limit docking solution space 

Another criterion we used to restrict docked solution space is by assuming interaction between 

connected domains as two linked rigid spheres of same size connected by a non-extendable 

linker. With connecting sphere assumption by a short inter-domain linker, the possible 

interacting space between spheres becomes a limiting solution (Figure 5.4). This is assuming that 

domain interaction site (presume it as interaction point) is within quarter of sphere surface (semi-

hemisphere) with the domain linker site on the sphere. With these assumptions, it can be found 

that maximum Euclidean distance between interface interaction site and the point of linker 

region will be less than √2R, where R is sphere radius. Here, we have also considered interaction 

between identical spheres (Figure 5.4). In order to follow this geometrical sphere approximation 

of proteins, we used a well-known criterion to identify globular proteins, which involves relating 

number of residues to radius of gyration given by: 

Rg(P)=2.2x(N)0.38, here Rg (P) is predicted radius of gyration and N is the length of protein. 

We assumed a domain to be a spherical object if, the calculated radius of gyration (Rg) of a 

domain is less than Rg(P). Then, the point of interaction on sphere is represented by the centroid 

of interfacial residues. Thus, Rg is the radius of domain (with sphere approximation) and centroid 
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of interfacial residues is the point of interaction (on the sphere). Thus, we followed following 

approach to find feasible space: 

a. Each domain is assumed to be spherical, if Rg<Rg(P), where Rg is calculated for each 

domain. 

b. For each docked pose, we calculated interface centroids on both domains. Next, we 

calculated Euclidean distance between the C-terminal (Cα) of the first domain and 

centroid of interface on this domain. The same is repeated in the other domain with 

distance being calculated between N-terminal of this domain and its interface centroid. 

c. We used relaxed criteria and defined any docked pose as a feasible solution, if the 

distance between centroid and connecting point is less than equal to √2Rg. 

 

Figure 5.4 Illustration of sphere approximation to limit docking solution space. Figure 
shows if two interacting spheres are allowed to interact on surfaces lying within a quarter sphere 
from a point (linker site) on protein sphere, then it is feasible to define the maximum Euclidean 
distance between linker site (P1) and possible points of interaction (such as P2, and P3). 

Even though this is rudimentary approach, with this gross sphere approximation we could reduce 

the docked solution space and decrease the computing time to find reasonable docked poses. 
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5.3 Results 

5.3.1 Benchmark results 

In order to reliably model intra-domain interface, as a preliminary approach we have applied the 

similarity of domain-domain interaction interface to filter the docked poses to identify the pose 

close to native structure. For the initial assessment, we have docked domains extracted from 

experimentally determined two domain protein structures followed by identifying the best-

docked pose using global RMSD as a metric. We have generated a maximum of 3600 docked 

poses using ZDOCK. This program utilizes a combination of shape complementarity, 

electrostatics, and statistical potential terms to rank docked solutions. Since we are using native 

structure for docking, it is worthy to note that ZDOCK will provide reasonably ranked solutions 

with rank one as the most likely pose close to native structure. However, the same would be 

challenge to obtain for modeled domain structures. 

For calculating global RMSD, the native structure was aligned with all ZDOCK docked 

conformations and these were re-ranked based on RMSD. The distribution of global RMSD is 

shown in Figure 5.5A. It is apparent from the figure that for most (~94%) of the benchmark 

proteins, global RMSD is < 2 Å. Using global RMSD as a metric to rank docked poses, we 

observed that the best docked pose in 67% of cases is ranked 1 in ZDOCK. 

5.3.2 Using interface similarity score and interface RMSD to rank the docked poses 

Next, we analyzed the distributions of interface similarity score (IS-score) and interface RMSD 

of native domain-domain interface to the interface between domains obtained from docking. This 

will allow us to examine whether docking is able to generate native-like interfaces. The IS-score 

was computed by performing structural alignment of docked interfaces with native domain-

domain interface. As is seen in Figure 5.5B, most (85%) docked poses have IS-score ≥ 0.7 

suggesting that docking is able to recapitulate native-like interfaces. The re-ranking of docking 

solutions using IS-score, showed that ~67% of proteins with the best IS-score is ranked one by 

ZDOCK. 

Further, we employed an interfacial RMSD as a metric to rank docked poses according to the 

most similar interface with the native interface. Since our dataset has multidomain proteins 
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having domain separated by linker region (140 proteins), we assessed whether proteins having 

linker regions have any difference in docking with respect to proteins without linker region. The 

distribution of interfacial RMSD is shown in Figure 5.5C, which shows multidomain proteins 

with or without linker regions results in interfacial RMSD for most domain-domain docked 

solutions within 2 Å of native interface. Thus, suggesting docking results in poses, which have 

native like interfaces. The re-ranking of docked poses using interfacial RMSD results in similar 

results of rank 1 from ZDOCK ranked positions in 67% of cases as has been observed in 

previous metrics. 

 

Figure 5.5 Histogram of the best scores between native and docked complexes. The best 
solution from docking is identified using global RMSD, IS-score, and interface RMSD, which 
are obtained by optimally superposing all docked complexes to native structures. Subsequently, 
the best score of metric used for evaluation is plotted as histogram. These are shown for the best 
A) Global RMSD, B) IS-score and C) interface RMSD among all docked complexes. 
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5.3.3 Finding docking solution in interface template library 

Having shown that docking results in native-like interface, the challenge is to identify such 

interfaces in the absence of native structure. For this, we proposed a preliminary solution that is 

to align all docked poses on template library of intra-chain domain-domain interfaces to find the 

native like interface. As described in methods section, we obtained 389 template library of 

interfaces using clustering based on IS-score. Each docked conformation subsequent to 

alignment with all template interface, we identify the best possible template interface as assessed 

by IS-score and assign this score to the docked conformation. Essentially, we are searching for 

the best template (IS-score) for each docked pose and all docked poses will be re-ranked based 

on this template-pose IS-score (Figure 5.3). This will possibly identify interfaces, which will 

resemble and match to interface in native structure. 

Subsequent to alignment with template library interface and re-ranking the docked solutions 

based on the template-pose IS-score, we considered the top 5/10/15/20 docked complexes and 

find the best ranked position from the ranked list based on IS-score computed between interfaces 

of native structure and docked complexes. Thus, providing the best possible rank of complex 

identified in our approach in the ‘true’ ranked list of docked complexes based on interface 

similarities. This will assist in evaluating the performance of our approach for its ability to 

identify and rank near-native pose. The Figure 5.6A shows the cumulative fraction of proteins 

for which a near native pose can be identified within given rank. For instance, our approach for a 

query protein identifies a pose within top 5, which has the best rank in native-docked pose as 

200; however, if we consider top 20 poses in our approach the best rank can either remain same 

or improve to a lower rank. This is evident in Figure 5.6A, as it can be seen that the best ranked 

docked complex is greatly improved from taking top 5 to top 20 poses. In this case, we have not 

considered the quality of docked solution in terms of IS-score. It is possible that the best docked 

solution may have insignificant similarity to native. Since our approach is time consuming, we 

applied two additional filters to improve the speed as well as reduce number of non-feasible 

solutions. 
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5.3.4 Using domain contact points as a measure to reduce docking space 

As many docked solution are not feasible because the domain are tethered to each other, we 

applied the filter criteria of distance between the last Cα of first domain and first Cα of second 

domain arranged in sequential order (see methods). The proteins having no inter-domain linker 

between domains, a distance between last Cα of domain1 and first Cα of domain2 should be less 

than 6Å. Whereas, a distance cut-off of 4 * (n+1) Å was used for proteins having two domains 

separated by a linker region, where n is the length of the linker. The docked complexes, which 

followed this cut-off, were retained and others were excluded from the analysis. This eliminated 

9 proteins from the dataset, for which we could not find any complex, which satisfy the given 

criteria. Following the approach described before, we considered top 5/10/15/20 docked poses 

from our protocol to identify native-interfaces solutions. These were subjected to similar analysis 

as before and results are shown in Figure 5.6B. As can be seen in the results, the percentage of 

finding a near-native solution among top 5 best docked poses was increased from 44% to 70%. 
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Figure 5.6 Enrichment analyses by reducing docking solution space. Figure showing the best 
ranks from top 5/10/15/20 of docked complexes (obtained by aligning to template library) 
plotted with respect to ranks of the same in IS-score based ranking of docked poses to native 
structure. The panel (A) is without any filter and (B) is using distance between ends of domains 
to filter solution of docked complexes. 

5.3.5 Globularity of proteins as a measure to reduce docking solution space 

The second filter criterion is to use protein globularity to eliminate non-likely solutions. In this 

respect, we used a protein globularity measure to filter the possible docked solutions. We 

assumed protein structural domains as spheres with their interfaces being represented as 

centroids and used Cα distances between domains as contact points. Applying this approach, we 

found only 223 proteins, which satisfy this globularity criterion for both the domains. From these 

223 two-domain proteins, we filtered out the docked complexes and reduced the feasible docked 
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complexes to a median of 670 from ~3000 complexes. Subsequently, we find the best docked 

structure in this smaller docking solution space in terms of IS-score. Out of 223 proteins, 203 

proteins, approximately 92% of cases consisted of native-like interfaces. This implies that a 

simple sphere representation of domains could be used to reduce docked complexes. 

5.4 Conclusion 

In the present work, we utilized the knowledge of interface alignment in re-ranking of docking 

solutions and analyzed if this method can reliably identify a near-native docked pose. For this 

analysis, we constructed a benchmark dataset of continuous 2-domain proteins from 

CATH_v4.1.0 and each protein was subjected to a rigid body docking. In order to identify a 

correct docked conformation in a decoy of structures for each protein, we used measures such as 

interfacial RMSD (iRMSD), global RMSD (gRMSD) and interface similarity score (IS-score). 

Considering that structure with rank1 from ZDOCK is the most similar structure to the native, 

we found that in 67% of the cases, docked complexes have native interface. However, this would 

not be possible for docked complexes of modeled domains. Thus, we have proposed IS-score 

based ranking of docked complex by searching in template library of interfaces. Since, the 

comparison of interface of each docked complex with the templates could become a 

computationally extensive comparison given a large docking space; we employed two filters of 

distance between ends of domains and protein shape. The globularity measure and inter-domain 

distance cut-off filters not only resulted in reducing the number of docked complexes but also 

showed an enrichment of identifying a near-native docked structure. The percentage of finding 

proteins with the correct interface in top20 best docked poses increased to 90% in the interface 

template library. These results suggest that incorporating interface information in the docking 

studies can result in improving the docking predictions and can provide more accurate models 

for structure prediction. This is preliminary analysis into using interface similarity score, which 

can be improved by subsequently subjecting docked poses for refinement in modeling 

multidomain proteins. 
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               All datasets used in Chapters 2-5 are deposited in github under the repository: 

https://github.com/riviverma/thesis-md-proteins/ 
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