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Abstract

Continuous variable (CV) quantum information processing is a well-established
area of research today. We consider the quantized electromagnetic field as our system,
where the quadrature operators of the electric field are the relevant degrees of freedom.
This thesis focuses on quantum state tomography and quantum process tomography,
nonlocality, and quantum key distribution (QKD) in the context of CV systems. We
first explore the relative performance of various Gaussian measurement schemes in the
estimation of single mode Gaussian states. We then discuss an optimal scheme for
the characterization of n-mode Gaussian states using photon number measurements.
Thereafter, we provide an optimal scheme for the characterization of n-mode Gaus-
sian channels. In a different direction, we explore nonlocality in four mode Gaussian
and non-Gaussian states of CV systems using multiphoton Bell-type inequality. We
then move on to QKD, where two parties wish to establish a shared secret key. Here
we show that photon subtracted two mode squeezed coherent (PSTMSC) states can en-
hance the performance of continuous variable measurement device independent quan-
tum key distribution (CV-MDI-QKD) protocols. Finally, we examine the possibility
of carrying out QKD using coherent states prepared on superconducting rings with a
mesoscopic Josephson junction.
The thesis contains seven chapters, and the chapter-wise abstract is as follows.

Chapter 1

We introduce the subject of the thesis and present an overview of the current status of
the research and open questions in the field. We then discuss the theoretical framework
of CV systems and their description in the phase space. We also discuss different
Gaussian operations and measurement schemes. We conclude with the motivations
and the goals behind the work carried out in the thesis.

Chapter 2

We estimate single mode Gaussian states using four different measurement schemes:
i) homodyne measurement, ii) sequential measurement, iii) Arthurs-Kelly scheme, and
iv) heterodyne measurement, and compare their relative performance. We show that
the optimal performance of the Arthurs-Kelly scheme and the sequential measurement
is equal to the heterodyne measurement. Further, the heterodyne measurement outper-
forms the homodyne measurement in the mean estimation for squeezed state ensemble,



while the homodyne measurement outperforms the heterodyne measurement for vari-
ance estimation for squeezed state ensemble up to a certain range of squeezing param-
eter. We then proceed to a modified Hamiltonian in the Arthurs-Kelly scheme, where
the two meters can be correlated. The optimal performance in this case corresponds to
uncorrelated meters.

Chapter 3

We describe optimal schemes for the characterization of Gaussian states and Gaussian
channels using photon-number-resolving detectors. A total of 2n2 + 3n parameters
are required for the complete description of an n-mode Gaussian state. Our scheme
is able to tomograph an n-mode Gaussian state using 2n2 + 3n distinct photon num-
ber measurements and is therefore optimal. Further, we propose an optimal scheme to
characterize Gaussian channels using coherent state probes and photon number mea-
surements.

Chapter 4

We study nonlocality in four-mode CV systems using a multiphoton Bell-type inequal-
ity, which is based on the Clauser-Horne 1974 Bell test inequality. The inequality is
able to detect nonlocality in states with finite as well as arbitrary number of photons.
We apply the inequality to two-photon states and four mode Gaussian states including
pure and mixed state. We also consider leakage in the system modeled by beam split-
ters, and show that the inequality is able to detect the nonlocality of noisy Gaussian
states as well. Finally, we examine nonlocality in pair-coherent states and entangled
coherent states, which are prominent examples of nonclassical non-Gaussian states.

Chapter 5

We consider PSTMSC state as a resource state for CV-MDI-QKD protocols, and show
that it enhances the transmission distances remarkably. We identify coherence, defined
as the amount of displacement of the vacuum state, along with non-Gaussianity as
advantageous resources, which can significantly enhance the performance of prevalent
CV-MDI-QKD protocols. In the process, we also compute the covariance matrix of
the PSTMSC state in the phase space formalism.

Chapter 6

We propose a QKD scheme based on long lived coherent states prepared on super-
conducting rings with a mesoscopic Josephson junction. These coherent states can be

x



stored for long durations in a no dissipation condition before actually performing the
key distribution. We present two variants of the protocol, one requiring time stamping
of the states and offering a higher key rate and the other without time stamping and a
lower key rate. This work is a step towards having non-photon based QKD protocols,
which will be eventually desirable as photon states cannot be stored for long, and there-
fore the key distribution has to be implemented immediately after photon exchange has
occurred.

Chapter 7

We provide a summary of the research carried out for this thesis, and discuss possible
future directions.
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Chapter 1

Introduction

Quantum mechanics is a fundamental theory in physics that describes how nature acts
at the smallest level. It introduces several ideas which are strikingly different from clas-
sical mechanics, and forces us to look at the world in a fundamentally new way. For
example, observables such as energy, momentum and angular momentum of a bound
system can only take discrete values. The act of measurement in quantum mechanics
has a very different connotation as compared to that in classical physics. The result of a
measurement is in general probabilistic and the act of measurement invariably disturbs
the quantum system. Heisenberg uncertainty principle provides a lower bound for the
product of noise in a position measurement and the momentum disturbance caused by
that measurement [1]. Later, Kennard and Weyl provided a lower bound on the product
of uncertainties of ideal measurements of position and momentum, where each of the
measurements is performed on a different sub-ensemble of identically prepared sys-
tems [2, 3]. Therefore, quantum systems have inherent noise. Quantum mechanics
allows a system to be in a superposition of different states. The measurement of an
observable on a quantum system results in the collapse of the initial state, which can
be expressed as a superposition of the eigenstates of the observable, to the eigenstate
corresponding to the observed value. The fundamentally probabilistic nature of quan-
tum mechanics advocated by the Copenhagen school has been contested by several
researchers, and several different interpretations of quantum mechanics have been put
forward [4, 5, 6, 7]. The problem of how the collapse occurs or more generally to
describe the mechanism of measurement in quantum mechanics is an important prob-
lem known as the measurement problem and is still an open problem today. A famous
paper by Einstein, Podolsky, and Rosen based on the analysis of joint quantum sys-
tems, conservation laws and the principle of locality, claimed that quantum mechanics
is an incomplete theory. This is known as the EPR paradox [8], and the concepts of
entanglement, steering and nonlocality originated as a direct consequence of the EPR

1



1. Introduction

paradox [9, 10, 11].
A new field was born in the 1980s, known as quantum information, which com-

bines ideas from quantum mechanics and information science and has several practical
applications. Many of the non-intuitive ideas of quantum mechanics have been uti-
lized to perform tasks which are not possible in the domain of classical information
processing paradigm. For instance, the working principle of quantum computers is
based on quantum phenomena, such as, superposition principle and quantum entan-
glement [12], while the no-cloning theorem forms the basis of quantum key distribu-
tion (QKD) protocols that allows unconditionally secure distribution of secret keys for
cryptography [13].

Two different kinds of quantum systems, namely, discrete variable (DV) and con-
tinuous variable (CV) systems, can be used for encoding, manipulating, and decod-
ing information in quantum information processing (QIP). If the system observables
used for encoding information have discrete eigenvalues, the corresponding system is
termed as a DV system. Quantum bit or Qubit, a system with two distinguishable
states, is the simplest example of a DV system. There are many examples of such
systems, including electron spin, photon polarization, superconducting qubits, and nu-
cleus spin. In general, an n-level DV quantum system in this context is called a qudit.
If the system observables used for encoding information have continuous eigenvalues,
the corresponding system is termed as a CV system. There are many examples of such
systems, including vibrational modes of solids, atomic ensembles, quantized electro-
magnetic field, and Josephson junctions. Different systems are suitable for different
quantum tasks, for instance, atomic or solid-state based CV systems are promising can-
didates for quantum computation. Similarly, in the case of quantum communication,
electromagnetic field in the optical frequencies is a feasible option. In the quantum
optical context the states of the optical field, which go beyond the single photon level
are expected to play a very important role.

QIP based on DV and CV systems are called DV and CV QIP, respectively. The
Hilbert spaces associated with CV systems are infinite dimensional. In this thesis, our
focus is on the CV systems where for most part we have dealt with the electromagnetic
fields and in one chapter we have dealt with superconducting rings. In the electromag-
netic fields case, we have considered quadrature amplitudes of the quantized electro-
magnetic field as the relevant degrees of freedom, which are mathematically equiva-
lent to the position and momentum variables of the harmonic oscillator. The classical
electromagnetic field is described as a collection of modes, which are solutions to the
Maxwell equations and upon quantization each mode behaves like a harmonic oscil-
lator. Most of the studies in CV systems have revolved around Gaussian states, for
instance, coherent states, thermal states, and squeezed states [14, 15]. Similarly, most
of the research is based on Gaussian operations, which are described by Hamiltonians
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up to second order in the quadrature operators. Examples include displacement opera-
tions, phase change operations, single-mode squeezers, and two-mode beam splitters.
These Gaussian operations transform a Gaussian state into another Gaussian state. This
enhanced interest in the Gaussian states and the Gaussian operations is due to their el-
egant mathematical framework and ease in experimental implementations. From the
mathematical point of view, the effect of Gaussian operations on Gaussian states is
particularly easy as Gaussian states are completely specified by the first and second
moments of the quadrature operators. Further, Gaussian states are easy to prepare as
for any physical system with quadratic Hamiltonian, the ground and thermal states are
Gaussian [16].

However, there are certain tasks, where non-Gaussian operations are required such
as quantum entanglement distillation [17], quantum error correction [18] and universal
quantum computation [19]. Similarly, Gaussian measurements based Bell inequali-
ties can detect nonlocality only in non-Gaussian states [20, 21]. Further, several in-
vestigations have found that non-Gaussian operations, like photon addition, photon
subtraction, and photon catalysis enhance nonclassicality as well as entanglement con-
tent [22, 23, 24, 25, 26, 27, 28, 29]. These non-Gaussian states have been shown
to enhance the performance of various quantum protocols including quantum telepor-
tation [24, 30, 31] and QKD [32, 33]. Therefore, the study of non-Gaussian states,
which has gained relevance recently is important. Generally homodyne or heterodyne
measurement scheme is employed in CV systems; however, the use of photon number
resolving detector is required for the implementation of photon addition, subtraction
and catalysis operations, and with current experimental advances, their implementation
has become possible [34, 35].

In this thesis, we first deal with the estimation of the Wigner distribution of Gaus-
sian states, where we compare the relative performance of various measurement schemes.
In the next work, we consider the tomography of Gaussian states based on photon
number measurements, which is then employed as a basis for another protocol for the
tomography of Gaussian channels. Next, we study the interconversion of quantum op-
tical nonclassicality to quantum nonlocality via passive operations. In the last topic
involving electromagnetic fields, we delve into CV-QKD, where two distant parties
want to establish a shared secret key. We investigate the advantages of photon subtrac-
tion, a non-Gaussian operation, on two mode squeezed coherent state in CV-QKD. In
the last work, we explore the possibility of CV-QKD using superconducting rings with
a mesoscopic Josephson junction. In this chapter, we summarize the basic notions
of quantum mechanics and CV systems, including their phase space representation,
which are necessary to read this thesis.
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1.1 Basics of quantum mechanics
In this section, we briefly introduce the basic concepts of quantum mechanics.

State of a quantum mechanical system
The state of any quantum mechanical system S lies in a Hilbert space H (a vector
space with defined inner product). The dimension of the Hilbert space H depends on
the system under consideration and can be either finite or infinite. The state of a quan-
tum system is completely described by a density operator ρ̂ satisfying the following
property:

ρ̂ = ρ̂†, ρ̂ ≥ 0, Trρ̂ = 1. (1.1)

A pure state is represented by a vector |Φ〉 in the Hilbert space H. Any two states
in the Hilbert space H, which differ from each other by a phase factor, represent the
same state. The density operator corresponding to a pure state |Φ〉 takes the form

ρ̂ = |Φ〉〈Φ|. (1.2)

The density operator of the most general mixed state can be described in terms of pure
state as following:

ρ̂ =
∑
i

pi|Φi〉〈Φi|, pi > 0,
∑
i

pi = 1. (1.3)

These Φi’s need not be orthogonal. Further, any density operator can be realized
through infinitely different ensembles [12, 36]. Pure and mixed states can be easily
distinguished through the following condition:

Tr
(
ρ̂2
)

= 1, Pure state,
Tr
(
ρ̂2
)
< 1, Mixed state.

(1.4)

Observables and expectation values
Any observable Â in quantum mechanics is represented by a Hermitian operator, which
can be expressed as

Â =
∑
k

λk|Ψk〉〈Ψk|,
∑
k

|Ψk〉〈Ψk| = 1. (1.5)

Here |Ψk〉’s are the eigenfunctions of the operator Â and λk is the eigenvalue cor-
responding to the eigenfunction |Ψk〉. For a pure state |Ψ〉 and a mixed state ρ̂, the
expectation value of operator Â is given by

〈Â〉 = 〈Ψ|Â|Ψ〉 and 〈Â〉 = Tr(ρ̂Â). (1.6)
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Unitary evolution
The evolution of a closed quantum system is unitary and may be written as [36]

Û(α) = exp

[
−i
∫ αf

αi

dα Ĝ(α)

~

]
, (1.7)

where Ĝ(α) is the generator of the evolution or transformation, and α is the parameter
characterizing the transformation. For the special case of time evolution caused by a
time independent Hamiltonian Ĥ , the unitary operator can be written as

Û(t) = e−itĤ/~. (1.8)

The time evolution of the density operator under the action of a unitary operator Û(t)
can be written as

ρ̂
Û(t)−−→ Û(t)ρ̂Û(t)†. (1.9)

Quantum measurement
Quantum measurement is described by a set of operators {Êi}, where the index i de-
notes the measurement outcome of an experiment. The measurement operators {Êi}
satisfy the completeness relation

∑
i Ê
†
i Êi = 1. If the initial state of the system be-

fore the measurement is given by pure state |ψ〉 or mixed state ρ̂, the probability of ith

outcome is given by

pi = 〈ψ|Ê†i Êi|ψ〉 or Pi = Tr(ρ̂Ê†i Êi), (1.10)

and the post measurement state is given by

|ψ〉 → p
−1/2
i Êi|ψ〉 or ρ̂→ P−1

i (ÊiρÊ
†
i ). (1.11)

If we are only interested in the probabilities of various outcomes, we can define alter-
native set of positive operators Π̂i = Ê†i Êi describing the measurement. The set {Π̂i}
of operators satisfying the completeness relation

∑
i Π̂i = 1 is called positive operator

valued measures (POVM). A special case of these measurements is called projective
measurements and is represented by operators P̂i satisfying

P̂i = P̂i
†
, P̂iP̂j = δijP̂i,

∑
i

P̂i = 1. (1.12)
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Bipartite system
Consider a bipartite system composed of two subsystems A and B. Let HA and HB

represent the Hilbert space of the subsystems A and B of dimensions m and n, respec-
tively. The Hilbert space of the bipartite system is described by the tensor product of
the individual subsystem

HS = HA ⊗HB, (1.13)

and is of dimension N = m× n. Let {|ψi〉} and {|φj〉} form an orthonormal basis for
the Hilbert spaces HA and HB, respectively. A pure state of the combined system can
be expressed as

|Ψ〉 =
∑
i,j

cij|ψi〉 ⊗ |φj〉. (1.14)

Let |ψ〉 and |φ〉 represent pure states in Hilbert space HA and HB, respectively. Then,
any state of the combined system |Ψ〉 in Hilbert space HS , which can not be expressed
in the tensor product form as

|Ψ〉 6= |ψ〉 ⊗ |φ〉, (1.15)

is termed entangled. A mixed state ρ̂AB is said to be entangled if it can not be written
as a convex sum of product states [37, 38]:

ρ̂AB 6=
∑
i

piρ̂Ai ⊗ ρ̂Bi, pi > 0,
∑
i

pi = 1, (1.16)

where ρ̂Ai and ρ̂Bi are density matrices in HA and HB, respectively.

Partial trace
Now we define the notion of partial trace which is helpful in obtaining the state of
the subsystems from the state of the combined system. Suppose we are interested in
evaluating the expectation value of operator ÔA acting on the Hilbert space HA. Let
ρ̂AB be the density operator representing the state of the bipartite system, then the
expectation value of the observable ÔA⊗ 1̂B acting on the Hilbert space HA⊗HB can
be calculated as

〈ÔA〉 = Tr(ρ̂ABÔA ⊗ 1̂B) = TrA(ÔATrB(ρ̂AB)). (1.17)

The operation TrA or TrB is called partial trace and represents tracing of system A or
B, respectively. We wish to know the equivalent density operator ρ̂A of subsystem
A that allows us to directly compute the expectation value of the operator ÔA on the
subsystem A as

〈ÔA〉 = Tr(ρ̂AÔA). (1.18)
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On comparing Eqs. (1.17) and (1.18), we find that ρ̂A = TrB(ρ̂AB), which is called
reduced density operator of the subsystem A and is obtained by partial tracing of sub-
systemB from the bipartite density operator ρ̂AB. Thus, we can use the reduced density
operator ρ̂A to calculate the expectation value of any operator acting on the subsystem
A without referring to the bipartite system.

1.2 Continuous variable systems
An n-mode CV system is equivalent to n quantized radiation modes of the electro-
magnetic field or n quantum harmonic oscillators. We represent an n-mode quantum
system using n pairs of Hermitian operator q̂i, p̂i (i = 1 , . . . , n) known as quadrature
operators [14, 15, 39, 40, 41, 42]. These quadrature operators can be grouped together
in a column vector as

ξ̂ = (ξ̂i) = (q̂1, p̂1 . . . , q̂n, p̂n)T , i = 1, 2, . . . , 2n. (1.19)

This allows us to write the canonical commutation relations for the quadrature opera-
tors in a compact form as (~=1)

[ξ̂i, ξ̂j] = iΩij, (i, j = 1, 2, ..., 2n), (1.20)

where Ω is the 2n × 2n matrix given by

Ω =
n⊕
k=1

ω =

ω . . .
ω

 , ω =

(
0 1
−1 0

)
. (1.21)

The quadrature operators q̂ and p̂ have real and continuous eigenvalues q and p, respec-
tively:

q̂|q〉 = q|q〉, p̂|p〉 = p|p〉, −∞ ≤ q, p ≤ ∞. (1.22)

Various combinations of the inner product of the eigenfunctions {|q〉}R and {|p〉}R are
given as following:

〈q′|q〉 = δ(q′ − q), 〈p′|p〉 = δ(p′ − p), 〈q|p〉 = (2π)−1/2eiqp. (1.23)

These eigenfunctions also satisfy the following completeness relation:∫
dq|q〉〈q| =

∫
dp|p〉〈p| = 1 (1.24)
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The eigenfunctions {|q〉}R and {|p〉}R are related by a Fourier transform:

|q〉 =
1√
2π

∫
dp e−iqp|p〉,

|p〉 =
1√
2π

∫
dq eiqp|q〉.

(1.25)

We can also describe n-mode CV system using field operators âi and â†i (i = 1, 2, . . . , n),
where âi and â†i are called annihilation and creation operators respectively. The field
operators and the quadrature operators are related as

âi =
1√
2

(q̂i + ip̂i), â†i =
1√
2

(q̂i − ip̂i). (1.26)

We arrange the annihilation operators and their conjugate creation operators in a col-
umn vector as

ξ̂(c) = (ξ
(c)
i ) = (â1, â

†
1, · · · , ân, â†n)T i = 1, 2, . . . , 2n. (1.27)

The canonical commutation relations for the field operators are given by

[ξ̂
(c)
i , ξ̂

(c)
j ] = Ωij, (i, j = 1, 2, ..., 2n). (1.28)

The Hilbert space of the ith mode, Hi, is spanned by the Fock states |ni〉, {ni =
0, 1, . . . ,∞}. These Fock states are the eigenvectors of the number operatorNi = a†iai
with eigenvalues ni. The eigenvalue ni represents the number of photons in the ith

mode. The combined Hilbert space H⊗n = ⊗ni=1Hi of the n-mode state is spanned by
the product basis vector |n1 . . . ni . . . nn〉 with {n1, . . . , ni, . . . , nn = 0, 1, . . . ,∞}.
The field operators âi and â†i act irreducibly on the Hilbert space Hi and their action
on the number state |ni〉 can be easily determined by the commutation relations (1.28):

âi|ni〉 =
√
ni|ni − 1〉 ni ≥ 1, âi|0〉 = 0

âi
†|ni〉 =

√
ni + 1|ni + 1〉 ni ≥ 0

(1.29)

Note: The quadrature operators can be also be arranged in column vector in a
different ordering as compared to Eq. (1.19):

ξ̂ = (q̂1 · · · q̂n, p̂1, · · · , p̂n)T . (1.30)

Consequently, the commutation relations are given by (~ = 1):

[ξ̂i, ξ̂j] = iβij, β =

(
0n×n 1n×n
−1n×n 0n×n

)
. (1.31)
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1.2 Continuous variable systems

1.2.1 Phase space representation of CV systems
The phase space formulation of quantum mechanics is convenient for describing con-
tinuous variable quantum systems. We can represent an n-mode CV system in 2n-
dimensional phase space. We represent the 2n phase space variables as

ξ = (ξi) = (q1, p1, . . . qn, pn)T . (1.32)

One problem in the phase space formulation of quantum mechanics stems from the
fact that the classical variables q and p commute, whereas the quadrature operators q̂
and p̂ do not commute. Thus, the c-number correspondence, q̂ → q and p̂ → p, is not
one-to-one, when applied to functions in phase space. To illustrate this problem, let us
consider the operator q̂p̂. Using the commutation relation [q̂, p̂] = i, we can express q̂p̂
in different ordered form as

q̂p̂︸︷︷︸
standard

= i+ p̂q̂︸ ︷︷ ︸
antistandard

= (i+ q̂p̂+ p̂q̂)/2︸ ︷︷ ︸
symmetric

(1.33)

The corresponding c-numbers for different operator orderings are obviously not equal:

qp 6= i+ qp 6= (i+ 2qp)/2. (1.34)

We also illustrate this problem for the field operators â and â†, where we consider
three different ordered forms: symmetric, antinormal, and normal. Let us consider
the operator (â + â†)2 and use the commutation relation [â, â†] = 1 to expand it in
different ordered forms. The c-numbers are obtained in this case by the replacement
â → α, â† → α∗. As we can see from Table 1.1 that the c-numbers for different
operator orderings are not equal. To overcome this problem, we set up a one-to-one

Table 1.1: Different operator orderings and c-number correspondence

Symmetric (W) Antinormal (P) Normal (Q)∑
m,n

cSm,n{â†
m
ân}S

∑
m,n

cAm,nâ
mâ†

n ∑
m,n

cNm,nâ
†m ân

â2 + â†
2

+ ââ† + â†â = â2 + â†
2

+ 2ââ† − 1 = â2 + â†
2

+ 2â†â+ 1

α2 + α∗
2

+ 2|α|2 6= α2 + α∗
2

+ 2|α|2 − 1 6= α2 + α∗
2

+ 2|α|2 +1

correspondence between operators on the Hilbert space and c-numbers on the phase
space by specifying a definite operator ordering. As we shall see later in this chapter

9



1. Introduction

that infinitely different orderings are possible. Symmetric or Weyl ordering, normal
ordering, and antinormal ordering are the three most used operator orderings.

Converting an arbitrary ordered operator into a specific ordered form through re-
peated application of commutation relation might become a complicated task. How-
ever, such a task can be easily accomplished with the help of displacement operators.
We define the displacement operator as

D(α) = eαâ
†−α∗â, or D(q, p) = ei(pq̂−qp̂), (1.35)

with α = (q + ip)/
√

2. The composition rule for the displacement operators can be
written as

D(α)D(β) = e(αβ∗−α∗β)/2D(α + β), or

D(q′, p′)D(q, p) = ei(p
′q−q′p)/2D(q′ + q, p′ + p).

(1.36)

The action of the displacement operator on the quadrature operators and the field op-
erators can be written in a compact form as

D(α)†
(
q̂, p̂, â, â†

)
D(α) =

(
q̂ + q, p̂+ p, â+ α, â† + α∗

)
. (1.37)

The displacement operator serves as an ideal orthonormal basis for the Hilbert-Schmidt
operators on the Hilbert space H. The inner product of two Hilbert-Schmidt operators
Â and B̂ is given by

(Â, B̂) = Tr
(
Â†B̂

)
. (1.38)

Thus, the inner products of the displacement operators can be written as

(D(α), D(β)) = Tr[D(α)†D(β)] =πδ2(α− β), or
(D(q′, p′)D(q, p)) = Tr[D(q′, p′)†D(q, p)] =2πδ(q′ − q)δ(p′ − p). (1.39)

In the next section, we use different ordered forms of displacement operator for defin-
ing various quasiprobability distributions.

1.2.2 Quasiprobability distributions
Any quantum state |Ψ〉 can be expanded using a complete set of basis states; for in-
stance, the state |Ψ〉 can be written in the |q〉 basis as

|Ψ〉 =

∫
dq|q〉〈q|Ψ〉. (1.40)

10



1.2 Continuous variable systems

The generalization for the Hilbert-Schmidt operators follows in an analogous way. Any
operator Â can be expanded as

Â =

∫
d2α

π
D(α)(D(α), Â) Projection onD(α)

=

∫
d2α

π
D(α)Tr[D(α)†Â].︸ ︷︷ ︸

Fourier transform on operator space

(1.41)

The conventional form can be obtained by replacing α→ −α in the above equation:

Â =

∫
d2α

π
D(α)†Tr[D(α)Â]. (1.42)

For real variables, Eq. (1.42) can be written as

Â =

∫
dq dp

2π
D(q, p)†Tr[D(q, p)Â]. (1.43)

The displacement operator D(α) or D(q, p) is symmetrically ordered and the above
procedure puts any given operator Â in symmetric ordered form. We now describe the
procedure for ordering any operator in different ordered forms.

The displacement operator D(α) can be written in different ordered forms using
the Baker-Campbell-Hausdorff formula as follows:

D(α) = eαâ
†−α∗â︸ ︷︷ ︸

Symmetric

= e−
1
2
|α|2 eαâ

†
e−α

∗â︸ ︷︷ ︸
Normal

= e
1
2
|α|2 e−α

∗âeαâ
†︸ ︷︷ ︸

Antinormal

. (1.44)

In fact, we can parameterize different orderings of D(α) through parameter σ as

Dσ(α) = eσ
1
2
|α|2D(α), −1 ≤ σ ≤ 1, (1.45)

with following special cases:

σ = −1 : D−1(α) = e−
1
2
|α|2D(α), Antinormal

σ = 0 : D0(α) = D(α), Symmetric

σ = 1 : D+1(α) = e+ 1
2
|α|2D(α). Normal

(1.46)

Now, Eq. (1.42) in terms of parameter σ can be written using Eq. (1.45) as follows:

Âσ(â, â†) =

∫
d2α

π
Tr[D(α)Â]e

−σ|α|2
2 D†σ(α),

=

∫
d2α

π
Tr[D−σ(α)Â]D†σ(α).

(1.47)
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1. Introduction

We consider Eq. (1.47) for the special case of σ = +1:

Â+1(â, â†) =

∫
d2α

π
Tr[D−1(α)Â]D†+1(α),

=

∫
d2α

π
Tr[e−α

∗âeαâ
†
Â]e−αâ

†
eα
∗â.

(1.48)

Since Â+1(â, â†) is the normally ordered form of the operator Â, the corresponding
c-number function on the phase space is obtained by replacing â→ β, â† → β∗:

A+1(β, β∗) =

∫
d2α

π
Ã+1(α, α∗)︸ ︷︷ ︸

Tr[e−α∗âeαâ† Â]

exp(βα∗ − αβ∗). (1.49)

Here A+1(β, β∗) and Ã+1(α, α∗) form a two-dimensional Fourier transform pairs. We
can similarly define c-number function on the phase space for σ-ordered operators as
follows:

Aσ(β, β∗) =

∫
d2α

π
Ãσ(α, α∗)︸ ︷︷ ︸
Tr[D−σ(α)Â]

exp(βα∗ − αβ∗). (1.50)

In the special case, when the operator Â represents a density operator ρ̂, Tr[D−σ(α)ρ̂]
is called characteristic function and is denoted as χσ(α, α∗). For the case of density
operator ρ̂, Eq. (1.50) becomes

ρσ(β, β∗) =

∫
d2α

π
χσ(α, α∗)︸ ︷︷ ︸
Tr[D−σ(α)ρ̂]

exp(βα∗ − αβ∗). (1.51)

The relation between c-number functions ρσ(β, β∗) for σ = −1, 0,+1, and different
quasiprobability distributions is given below:

P (β, β∗) =
1

π
ρ−1(β, β∗), Antinormal

W (β, β∗) =
1

π
ρ0(β, β∗), Symmetric

Q(β, β∗) =
1

π
ρ+1(β, β∗). Normal

(1.52)

Here P ,W , andQ represents Glauber-Sudarshan distribution, Wigner distribution, and
Husimi distribution. Table 1.2 summarizes the relationship between the characteristic
functions and quasiprobability distributions.
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1.2 Continuous variable systems

Table 1.2: Characteristic functions and quasiprobability distributions

Characteristic Two-dimensional Quasiprobability
function Fourier transform distribution

χP (α, α∗) = Tr[ρ̂eαâ†e−α∗â]
∫
d2α

π2
eα
∗β−αβ∗χP (α, α∗) Sudarshan-Glauber P (β, β∗)

χW (α, α∗) = Tr[ρ̂eαâ†−α∗â]
∫
d2α

π2
eα
∗β−αβ∗χW (α, α∗) Wigner W (β, β∗)

χQ(α, α∗) = Tr[ρ̂e−α∗âeαâ† ]
∫
d2α

π2
eα
∗β−αβ∗χQ(α, α∗) Husimi Q(β, β∗)

Properties of quasiprobability distributions

The distribution functions P ,W , andQ are called quasiprobability distributions as they
fail to satisfy one or more of the three Kolomogrov axioms of probability as shown in
Table 1.3. Wigner distribution and Glauber-Sudarshan distribution can attain positive

Table 1.3: Kolomogrov axioms and probability P(α)

Axiom Condition

1 0 ≤ P(α) ≤ 1 3/7

2
∫
d2αP(α) = 1 3

3 Mutually exclusive 7

as well as negative values, whereas Husimi distribution is always positive. However, all
three quasiprobability distributions fail to satisfy the third axiom related to mutually
exclusive events as two different coherent states are not orthogonal, and thus these
phase space distributions do not represent the probability of mutually exclusive events
in the phase space.

Relations among different phase space functions

We now describe the connection between various quasiprobability distributions and
their Fourier transforms. Equation (1.44) implies the following relation between dif-
ferent characteristic functions:

χW (α) = e−
1
2
|α|2χP (α) = e

1
2
|α|2χQ(α). (1.53)
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1. Introduction

Let F (ω) represents the Fourier transform of f(t): f(t)
F.T.−−→ F (ω). Then, the convo-

lution theorem states that the Fourier transform of the convolution of two function is
equal to the multiplication of their Fourier transform and vice versa.

f1(t) ∗ f2(t)︸ ︷︷ ︸
Convolution

F.T.−−→ F1(ω)× F2(ω)︸ ︷︷ ︸
Multiplication

, | f1(t)× f2(t)︸ ︷︷ ︸
Multiplication

F.T.−−→ F1(ω) ∗ F2(ω)︸ ︷︷ ︸
Convolution

. (1.54)

Hence, we can obtain the Wigner distribution from the P -distribution by a Gaussian
convolution:

W (β) =
2

π

∫
d2γ P (γ) exp(−2|β − γ|2). (1.55)

Similarly, the Q-distribution can be obtained from the Wigner distribution by convolu-
tion with a Gaussian function:

Q(β) =
2

π

∫
d2γ W (γ) exp(−2|β − γ|2). (1.56)

Since convolution smoothens a function, the Wigner distribution, which is the Gaus-
sian convolution of the P -distribution, has no singularities (derivatives of delta func-
tion), and the Husimi distribution, a Gaussian convolution of the Wigner distribution, is
always positive. The relation between the characteristic functions and quasiprobability
distributions can be illustrated through the following diagram:

χP (α) χW (α) χQ(α)

P (β) W (β) Q(β)

× exp(|α|2/2)

Fo
ur

ie
rT

ra
ns

fo
rm

× exp(|α|2/2)

Fo
ur

ie
rT

ra
ns

fo
rm

Fo
ur

ie
rT

ra
ns

fo
rm

Convolution Convolution

We now describe optical equivalence theorem, which enables us to compute averages
using phase space distributions.

Optical equivalence theorem

We first introduce optical equivalence theorem for normally ordered operators, which
was devised by Sudarshan [43]:

〈fN(â, â†)〉 =
1

π

∫
d2α ρ̂(A)(α, α∗)f (N)(α, α∗). (1.57)
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1.2 Continuous variable systems

This theorem provides an elegant method to evaluate the average of normally ordered
operators in the phase space. We can further write Eq. (1.57) using Eq. (1.52) as

〈fN(â, â†)〉 =

∫
d2αP (α, α∗)f (N)(α, α∗). (1.58)

Thus the average of normally ordered operator fN(â, â†) is the P distribution weighted
average of f (N)(α, α∗). Since the Glauber-Sudarshan representation of the coherent
state |α0〉 is δ2(α − α0), the average number of photons in the coherent state can be
easily evaluated using the optical equivalence theorem as follows:

〈â†â〉 =

∫
d2α |α|2δ2(α− α0) = |α0|2. (1.59)

Equation (1.57) was later generalized for evaluating the averages of general ordered
operators [44, 45, 46, 47]:

〈f (σ)(â, â†)〉 =
1

π

∫
d2α ρ̂(σ)(α, α∗)f (σ)(α, α∗). (1.60)

Here σ represents the reciprocal ordering of σ. The normal ordering and the antinormal
ordering are reciprocal of each other, while the symmetric ordering is reciprocal of
itself. Therefore, while the normal ordering and the antinormal ordering of a density
operator correspond to the Q and P representations, respectively, they are used for
evaluating the averages of normally ordered and antinormally ordered operators.

Properties of the Wigner distribution

The Wigner distribution is one of the most widely used distribution functions. Here
we study some of its properties. It can be written in terms of real canonical conjugate
variables q and p as follows:

W (q, p) =

∫
dq′dp′

(2π)2
exp(i(q′p− p′q))Tr[exp[D(q′, p′)ρ̂],

=

∫
dq′dp′

(2π)2
exp(i(q′p− p′q))Tr[exp[i(p′q̂ − q′p̂)]ρ̂],

=

∫
dq′

2π
exp(iq′p)〈q − q′

2
|ρ̂|q +

q′

2
〉.

(1.61)

We can deduce some basic properties of the Wigner distribution from the properties of
the density operator ρ̂ (1.1):

ρ̂† = ρ̂ =⇒ W (q, p) is real,

Trρ̂ = 1 =⇒
∫
R2

dqdpW (q, p) = 1.
(1.62)
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1. Introduction

However, ρ̂ ≥ 0 does not mean that W (q, p) ≥ 0. Table 1.4 illustrates the important
differences between the Hilbert space and the phase space picture for an n-mode CV
system.

Table 1.4: The Hilbert space and the phase space picture for an n-mode CV system

Hilbert space Phase space

Dimension ∞ 2n

Structure
⊗ ⊕

State ρ̂ P /W /Q, χP /χW /χQ

1.2.3 Moments and Gaussian states
Moments play an important role in characterizing the Wigner distribution and its Fourier
transform. We define the first order moment, also known as the displacement vector,
for any state represented by the density operator ρ as follows:

〈ξ̂〉 = Tr[ρ̂ξ̂]. (1.63)

We can change the first order moment of any state, without affecting its quantum cor-
relations, by applying the displacement operator. Similarly, the second order moments
represented in the form of a matrix, also called the covariance matrix, is defined as

V = (Vij) =
1

2
〈{∆ξ̂i,∆ξ̂j}〉, (1.64)

where ∆ξ̂i = ξ̂i − 〈ξ̂i〉, and { , } denotes the anticommutator. The covariance matrix
is a 2n× 2n real, symmetric matrix. The uncertainty principle can be expressed easily
in terms of the covariance matrix as

V +
i

2
Ω ≥ 0. (1.65)

This equation also implies that the covariance matrix is positive definite i.e., V > 0.
Any state obeying Eq. (6.8) is physically realizable. The covariance matrix of a single
mode vacuum state ρ̂ = |0〉〈0| is written as

V|0〉 =
1

2

(
〈{∆q,∆q}〉 〈{∆q,∆p}〉
〈{∆p,∆q}〉 〈{∆p,∆p}〉

)
=

1

2

(
1 0
0 1

)
. (1.66)
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1.3 Gaussian operations

A single mode system with frequency ω in a thermal state corresponding to temperature
T is represented by the following density operator:

ρ̂ =
∞∑
n=0

〈n〉n
(1 + 〈n〉)n+1

|n〉〈n|, (1.67)

where 〈n〉 = 1/(exp(ω/kBT ) − 1) is the average number of photons in the thermal
state. The corresponding covariance matrix is given by

Vth =
1

2

(
2〈n〉+ 1 0

0 2〈n〉+ 1

)
. (1.68)

Gaussian states are an important class of states in CV systems, which are states with
Gaussian Wigner function. We can completely specify a Gaussian state by its first
and second order moments. The vacuum state and the thermal state discussed above
are examples of Gaussian states. For the special case of a Gaussian state, the Wigner
distribution (1.61) can be written as [15]

W (ξ) =
exp[−(1/2)(ξ − ξ)TV −1(ξ − ξ)]

(2π)n
√

detV
, (1.69)

where V is the covariance matrix, and ξ denotes the displacement of an n-mode Gaus-
sian state.

1.3 Gaussian operations
Gaussian operations are those operations which map Gaussian states to Gaussian states.
We discuss various Gaussian operations including displacement operation and sym-
plectic operations, for instance, phase change operation, squeezing operation and beam
splitter operation.

1.3.1 Displacement operator and coherent states
We have already introduced the displacement operator in Sec. 1.2.1. It is one of the
most important Gaussian operations, which displaces the mean of a quantum state.
For instance, the action of the displacement operator D̂(q0, p0) on the vacuum state,
centered at (0, 0), generates the coherent state, centered at (q0, p0):

D(α)|0〉 = |α〉, α =
q0 + ip0√

2
, (1.70)
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1. Introduction

where |0〉 is the vacuum state and |α〉 represents the coherent state. The displacement
of the vacuum state in the phase space is shown in Fig. 1.1. Further, the coherent state
|α〉 is also defined as the eigenstate of the annihilation operator â:

â|α〉 = α|α〉, â|0〉 = 0. (1.71)

The Fock state representation of the coherent state reads

|α〉 = e−|α|
2/2

∞∑
n=0

αn√
n!
|n〉. (1.72)

Figure 1.1: Representation of the quadrature uncertainties for the vacuum state and the
coherent state in phase space.

We list some of the important properties of the coherent states below.

(i) Two different coherent states |α〉 and |β〉 are not orthogonal, and their inner prod-
uct is given by

〈α|β〉 = exp

[
−|α|

2

2
− |β|

2

2
+ α∗β

]
. (1.73)

(ii) The completeness relation for the coherent states is

1

π

∫
d2α |α〉〈α| = 1. (1.74)
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1.3 Gaussian operations

(iii) The above two properties show that the coherent states form an overcomplete
basis. As a consequence of this, any quantum state can be determined using only
the diagonal matrix elements in the coherent state basis. For instance, an arbitrary
density operator ρ̂ of a single mode system can be written as

ρ̂ =

∫
d2αφ(α)|α〉〈α|, (1.75)

where φ(α) is a quasi-probability distribution called Glauber-Sudarshan distribu-
tion [43, 48]. The Glauber-Sudarshan distribution also corresponds to the anti-
normal ordering of an operator, as discussed in Eq. (1.52).

1.3.2 Symplectic transformations
The linear homogeneous transformations specified by real 2n × 2n matrices S act on
the quadratures operators as

ξ̂i → ξ̂′i = Sij ξ̂j, (1.76)

such that the canonical commutation relations (1.20) are preserved, satisfy the condi-
tion

SΩST = Ω. (1.77)

These real matrices form a non-compact group called the symplectic group in 2n di-
mensions and is denoted as Sp(2n, R). We have shown different linear transformations
occurring in two dimensions in Table 1.5. The determinant of a symplectic matrix is
equal to +1, and therefore only rotation, squeezing, and shear transformations are
symplectic transformations.

For each S ∈ Sp(2n, R), we can write a corresponding infinite dimensional uni-
tary representation U(S) acting on the Hilbert space. For instance, the infinite di-
mensional unitary representation U(S) of S transforms the density operator ρ̂ as ρ̂ →
U(S)ρ̂U(S)†. The generators of these unitary transformations are quadratic functions
of the quadrature operators. Further, we can decompose any symplectic matrix S ∈
Sp(2n, R) as

S = PK(X, Y ), (1.78)

where P ∈ Π(4) is a subset of Sp(2n, R) defined as

Π(n) = {S ∈ Sp(2n, R) |ST = S, S > 0}, (1.79)

and K(X, Y ) is the maximal compact subgroup of Sp(2n, R), which is isomorphic to
the unitary group U(n) = X + iY in n dimensions. The action of the U(n) transfor-
mation on the annihilation and creation operators is given as

â→ U â, â† → U∗â†, (1.80)
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Table 1.5: Different linear transformations in two dimensions

Transformation Matrix SΩST = Ω Det[S] = +1

Rotation

[
cos θ sin θ

− sin θ cos θ

]
3 3

Reflection

[
0 1

1 0

]
︸ ︷︷ ︸
About y=x

3 7

Scaling

[
a 0

0 a

]
7 7

Squeezing

[
c 0

0 1/c

]
3 3

Shear ≡

Rotation + squeezing

[
1 b

0 1

]
3 3

Projection

[
1 0

0 0

]
︸ ︷︷ ︸

x-axis

7 7

Contraction/

Expansion

[
b 0

0 1

]
︸ ︷︷ ︸
horizontal

7 7

where â = (â1, â2, . . . , ân)T and â† = (â†1, â
†
2, . . . , â

†
n)T . The transformation matrix

K(X, Y ) acting on the quadrature operators can be easily obtained using Eqs. (1.26)
and (1.80). The elements of the unitary part U(n) act on the Hilbert space through
its infinite dimensional unitary representation, and conserve the total photon num-
ber. These operations are also called passive operations. Few examples include phase
change operation and beam splitter operation. These transformations do not change
the quantum optical classicality or non-classicality status of a state. However, such
transformations have the potential to convert separable non-classical states into entan-
gled non-classical states. On the other hand, the elements of Π(n), while acting via its
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1.3 Gaussian operations

infinite dimensional unitary representation, do not conserve the total photon number.
These transformations are also called active operations and can generate nonclassi-
cality as they can transform a classical state to a non-classical one. The squeezing
transformation is an example of an active transformation.

We discuss four symplectic operations in detail: phase change, single-mode squeez-
ing, two-mode beam splitter, and two-mode squeezing operator.

Phase change operation

The phase change operation acting on the quadrature operators (q̂i, p̂i)
T can be repre-

sented by the following symplectic matrix:

Ri(φ) =

(
cosφ sinφ
− sinφ cosφ

)
. (1.81)

This operation belongs to the U(1) subgroup of Sp(2,R), and can be generated by
quadratic Hamiltonian of the form H = â†i âi. The corresponding infinite dimensional
unitary representation is given by

U(Ri(φ)) = exp(−iφ â†i âi︸︷︷︸
Quadratic

). (1.82)

The action of the phase change operation on the annihilation operator turns out to be

U(Ri(φ))†âiU(Ri(φ)) = e−iφâi. (1.83)

Single mode squeezing operation

The symplectic matrix for the single mode squeezing operation acting on the quadra-
ture operators q̂i and p̂i is given by

Si(r) =

(
e−r 0
0 er

)
. (1.84)

The corresponding infinite dimensional unitary representation for the single mode
squeezing operation is given by

U(Si(r)) = exp[r (a2
i − â†

2

i )︸ ︷︷ ︸
Quadratic

/2]. (1.85)

The annihilation operator âi transforms as follows under the action of the infinite di-
mensional unitary representation U(S(r)):

U(Si(r))
†âiUi(S(r)) = (cosh r)âi − (sinh r)â†i . (1.86)
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Figure 1.2: Representation of the quadrature uncertainties for squeezed vacuum state in
the phase space.

The action of the squeezing operator on a single mode vacuum state generates a single
mode squeezed vacuum state, which can be written in the Fock basis as follows:

U(Si(r))|0〉 =
1√

cosh r

∞∑
n=0

√
(2n)!

2nn!
(tanh r)n|2n〉. (1.87)

The covariance matrix for the single mode squeezed vacuum state is given by

V = S(r)V|0〉S(r)T =
1

2

(
e−2r 0

0 e2r

)
. (1.88)

We have depicted q̂ and p̂ quadrature squeezed vacuum state in Fig. 1.84. Single
mode squeezing operation can be implemented experimentally using parametric down-
conversion in a nonlinear crystal [49].

Beam splitter operation

The action of a beam splitter Bij(θ) on the quadrature operators ξ̂ = (q̂i, p̂i, q̂j, p̂j)
T

of a two mode system can be expressed as

Bij(θ) =

(
cos θ 1 sin θ 1
− sin θ 1 cos θ 1

)
. (1.89)

Similarly, the beam splitter transforms the annihilation operators (âi, âj)
T of a two

mode system as follows: (
âi
âj

)
→
(

cos θ sin θ
− sin θ cos θ

)(
âi
âj

)
. (1.90)
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Figure 1.3: The effect of a balanced beam splitter on the annihilation operators

The above transformation matrix is an element of the U(2) compact group. The cor-
responding infinite dimensional unitary representation of the beam splitter transforma-
tion is

U(Bij(θ)) = exp[θ (â†i âj − âiâ†j)︸ ︷︷ ︸
Quadratic

]. (1.91)

Here θ specifies the transmissivity of the beam splitter through the relation τ = cos2 θ.
The action of a 50 : 50 or balanced beam splitter (θ = π/4) on the annihilation oper-
ators is shown in Fig. 1.3. We now demonstrate through a simple example that beam
splitter can generate entanglement from separable but nonclassical input states. Con-
sider a vacuum state |0〉 (classical) and single photon state |1〉 (nonclassical) mixed
through a balanced beam splitter. The final state is an entangled state given by

|1〉|0〉 U(B12(π/4))−−−−−−−→ 1√
2

(|1〉|0〉 − |0〉|1〉) (1.92)

Two mode squeezing operation

The symplectic transformation for a two mode squeezing operator acting on the quadra-
ture operators (q̂i, p̂i, q̂j , p̂j) is given by

Sij(r) =

(
cosh r 1 sinh rZ
sinh rZ cosh r 1

)
, (1.93)
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where Z = diag(1, −1). The corresponding infinite dimensional unitary operator
acting on the Hilbert space is

U(Sij(r)) = exp[r (âiâj − â†i â†j)︸ ︷︷ ︸
Quadratic

/2]. (1.94)

The quadratic expressions appearing in Eqs. (1.82) and (1.91) are photon number con-
serving, while the quadratic expressions appearing in Eqs. (1.85) and (1.94) do not
conserve the photon number. We can generate a two mode squeezed vacuum (TMSV)
state by applying a two mode squeezing operator on a two mode vacuum state:

U(Sij(r))|0〉i|0〉j =
1

cosh r

∞∑
n=0

(− tanh r)n|n〉i|n〉j. (1.95)

The covariance matrix for a TMSV state is given by

V = S12(r)(V|0〉 ⊕ V|0〉)ST12(r) =

(
cosh(2r) 1 sinh(2r)Z
sinh(2r)Z cosh(2r) 1

)
. (1.96)

We show the schematic for the generation of a TMSV state using vacuum states, single
mode squeezers, and balanced beam splitter in Fig. 1.4.

|0 2

|0 1

Classical EntangledNon-classical

BS

TMSV

Figure 1.4: The squeezing operations convert vacuum states (classical) into squeezed
vacuum states (non-classical). We mix the two single mode squeezed vacuum states using
a balanced beam splitter to generate a TMSV state, which is entangled. We note that the
output is an entangled state even if we mix a single mode vacuum state with a single mode
squeezed state using a beam splitter.

1.4 Gaussian measurements
Gaussian measurements are those measurements for which the probability distribution
corresponding to a measurement on a Gaussian state is a Gaussian. We describe two
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1.4 Gaussian measurements

Gaussian measurements, namely homodyne measurement and heterodyne measure-
ment. These measurements have been thoroughly investigated in Chapter 2, and also
used in Chapters 5 and 6.

Homodyne measurement
Homodyne measurement is one of the most important measurement techniques in CV
systems and corresponds to the measurement of either q̂ or p̂ or any other phase rotated
quadrature operators of the radiation mode. The measurement of the q̂ quadrature
corresponds to the projection on |q〉〈q| projectors, and the probability density P (q) of
obtaining the outcome ‘q’ is obtained by integrating the Wigner function over the p
variable:

P (q) =

∫
W (q, p) dp. (1.97)

Similarly, the measurement of the p̂ quadrature corresponds to the projection on |p〉〈p|
projectors, and the probability density P (p) of obtaining the outcome ‘p’ is obtained
by integrating the Wigner function over the q variable:

P (p) =

∫
W (q, p) dq. (1.98)

Experimentally, the homodyne measurement is implemented by mixing the signal
beam with a strong local oscillator and measuring the photon number difference be-
tween the resulting beams as shown in Fig. 1.5. Here the local oscillator and the signal
beam are derived from the same source, and therefore have the same frequency. This
is in contrast with heterodyne detection scheme, where the frequencies of the local
oscillator and the signal beam are different. Now we show how the measurement of
photon number difference with discrete outcome relates to the measurement of quadra-
ture operators with continuous outcome [50, 51]. Let â1 and â2 represent the modes of
the local oscillator and the signal, respectively. Then the transformed field operators
â′1 and â′2 due to the action of the beam splitter are given by

â′1 =
â1 − â2√

2
, â′2 =

â1 + â2√
2

. (1.99)

The two detectors measure the average photon numbers Ia′1 = 〈a′1†a′1〉 and Ia′2 =

〈a′2†a′2〉 in the two output beams. We define photon number difference operator ∆̂ as

∆̂ = n̂′1 − n̂′2 = â′
†

1 â
′
1 − â′

†

2 â
′
2 = −â†1â2 − â†2â1. (1.100)

We assume the local oscillator to be in a coherent state |αe−iωt〉 with α = |α|e−iψ. We
also assume that the signal is derived from the same local oscillator, and â2 = â0e

−iωt.
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-

Signal

Local
oscillator

B.S.

Figure 1.5: Experimental implementation of the homodyne measurement scheme.

Hence, the expectation value of the operator ∆̂ becomes

〈∆̂〉 = |α|〈âeiθ + â†e−iθ〉 =
√

2|α|〈x̂θ〉, (1.101)

where θ = ψ+ π. Similarly, the second moment of the operator ∆̂ can be evaluated as

〈∆̂2〉 = |α|2
(
e2iθ〈â2

0〉+ e−2iθ〈â†20 〉+ 2〈â†0â0〉+ 1

)
+ 〈â†0â0〉 = 2|α|2〈x̂2

θ〉+ 〈â†0â0〉.
(1.102)

In the limit of strong local oscillator, i.e., |α| → ∞, the above equation can be written
as

〈∆̂2〉 ≈ 〈(
√

2|α|x̂θ)2〉. (1.103)

Furthermore, one can show the following for the nth moment of the operator ∆̂ in the
strong local oscillator limit:

〈∆̂n〉 ≈ 〈(
√

2|α|x̂θ)n〉. (1.104)

Since different order moments of the operators ∆̂ and
√

2|α|x̂θ are the same for strong
local oscillator, we conclude that the distribution function for both of them should
also be the same. We had noted earlier that the operator ∆̂ has a discrete spectrum,
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1.4 Gaussian measurements

while the quadrature operator x̂θ has a continuous spectrum. Since we are considering
the case of a strong local oscillator, i.e., the operator |α| → ∞, ∆/|α| also has a
continuous spectrum. Thus, one can measure the quadrature distribution by measuring
the photon number difference distribution. Furthermore, we can measure the moments
of the quadrature operators along different directions by changing the phase ψ of the
local oscillator.

Heterodyne measurement

Signal

Vacuum

B.S. B.S.

B.S. B.S.

Phase shifter

Local

oscillator

Vacuum

Figure 1.6: Experimental implementation of heterodyne measurement scheme.

Heterodyne measurement corresponds to the simultaneous measurement of q̂ and
p̂ quadrature operators, and the measurement operators are projection over coherent
state basis Eα = (2π)−1|α〉〈α|. Experimentally, the heterodyne measurement is im-
plemented by splitting the signal using a beam splitter, and then homodyning each of
the two signal as shown in Fig. 1.6. As a consequence of the simultaneous measure-
ment of the conjugate observables, an extra vacuum noise is added in the variances of
the probability distribution of both q̂ and p̂ quadrature operators.
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1.5 Miscellaneous techniques
In this section, we discuss various mathematical concepts and techniques, which are
frequently used while dealing with CV systems.

Symplectic diagonalisation
Since the covariance matrix V is a 2n× 2n real symmetric matrix, it can be diagonal-
ized by a special orthogonal matrix SO(2n,R). However, a theorem by Williamson [52]
states that a positive definite or negative definite matrix of even dimension can be di-
agonalized by a symplectic matrix Sp(2n,R). The diagonalized matrix, also known as
the Williamsom form, is given by

SV ST =
n⊕
i=1

(
ki 0
0 ki

)
, (1.105)

where the ki are called symplectic eigenvalues of V . These symplectic eigenvalues are
the positive-defined eigenvalues of iΩV , and satisfy the relation ki ≥ 1/2, which is
another statement of the uncertainty relation (6.8).

Effect of symplectic transformation
If the density operator transforms as ρ→ U(S)ρU(S)† under the infinite dimensional
unitary representation U(S) of a symplectic transformation S, the transformations of
the Wigner distribution, the displacement vector, and the covariance matrix are given
by [39]

W (ξ)→ W (S−1ξ), ξ̂ → Sξ̂, and V → SV ST . (1.106)

Euler decomposition
The Euler decomposition of a symplectic matrix S is given by [39]

S = UDV, (1.107)

where U and V are unitary matrices and

D =
n⊕
k=1

Dki with Dki =

(
ki 0
0 1/ki

)
, (1.108)
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Figure 1.7: A general symplectic transformation matrix acting on an n-mode system can
be decomposed as a product of n×n unitary matrix U , n single mode squeezing operators,
and another n× n unitary matrix V .

represents n single mode squeezing operators. The schematic for the Euler decompo-
sition is shown in Fig. 1.7. For instance, the Euler decomposition of the symplectic
transformation corresponding to the two mode squeezing operator (1.93) is given by

S12(r) = B12(π/4)︸ ︷︷ ︸
U

(S1(r)⊕ S2(−r))︸ ︷︷ ︸
D

B12(−π/4)︸ ︷︷ ︸
V

. (1.109)

Inner product of two operators in phase space
For a single mode system, the inner product of two density operators ρ̂1 and ρ̂2 can be
expressed as overlap integral of their Wigner distributions [53]:

(ρ̂1, ρ̂2) =Tr[ρ̂1ρ̂2],

=2π

∫
R2

dqdpWρ̂1(q, p)Wρ̂2(q, p).
(1.110)

The above equation can be proved explicitly, but one can easily see this relation from
optical equivalence theorem (1.60). Now, the Wigner characteristic function χ(τ, σ) of
a single mode system is defined as

χ(τ, σ) = Tr[ρ̂ exp(iσq̂ − iτ p̂)], (1.111)

where Λ = (τ, σ)T . The inner product of two density operators ρ̂1 and ρ̂2 in the
characteristic function formalism is given as [42]

Tr[ρ̂1ρ̂2] =
1

2π

∫
R2

dτdσ χρ̂1(τ, σ)χρ̂2(−τ,−σ). (1.112)
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Hilbert space vs phase space
We discuss a simple calculation to show the working principle of the Hilbert space and
the phase space formalism. Consider a single mode squeezed vacuum state generated
by the action of the single mode squeezing operator U(S(r)) = exp[r(a2 − â†2)/2] on
the vacuum state |0〉. Now we evaluate the expectation value of the operator q̂2 for a
single mode squeezed vacuum state.

Hilbert space approach

The expectation value of the operator q̂2 for a single mode squeezed vacuum state

〈q̂2〉 = 〈0|U(S(r))†q̂2U(S(r))|0〉. (1.113)

In the Heisenberg picture, the evolution of the operator q̂2 is given by

U(S(r))†q̂2U(S(r)) = U(S(r))†q̂U(S(r))U(S(r))†q̂U(S(r)). (1.114)

Using U(S(r))†âU(S(r)) = cosh r â− sinh r â† and q̂ = (â+ â†)/
√

2, we get

〈q̂2〉 =
e−2r

2
. (1.115)

Wigner function approach

The Wigner distribution of the vacuum state can be written as

W|0〉(q, p) =
e−q

2−p2

π
. (1.116)

The symplectic matrix for the single mode squeezing transformation is given by

S(r) =

(
e−r 0
0 er

)
. (1.117)

Since the Wigner distribution transforms as W (ξ) → W (S(r)−1ξ) under squeezing
transformation S(r), the Wigner distribution of the single mode squeezed vacuum state
becomes

W (q, p) =
1

π
exp

(
− q2

e−2r
− p2

e2r

)
. (1.118)

The expectation value of the operator q̂2 is computed as

〈{q̂2}sym〉 =

∫
dqdp q2W (q, p)

=
e−2r

2
.

(1.119)
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Wigner characteristic function approach

The Wigner characteristic function (1.111) for a Gaussian state takes the following
simple form [15, 42]:

χ(Λ) = exp[−1

2
ΛT (ΩV ΩT )Λ− i(Ωξ)TΛ], (1.120)

where V and ξ represent the covariance matrix and the displacement of the Gaussian
state, respectively. Therefore, the Wigner characteristic function of the vacuum state is

χ(τ, σ) = exp

(
−τ

2

4
− σ2

4

)
. (1.121)

The Wigner characteristic function transforms as χ(Λ) → χ(S−1Λ) (Λ = (τ, σ)T )
under the squeezing transformation (1.117). Thus, the Wigner characteristic function
of the single mode squeezed vacuum state is

χ(τ, σ) = exp

(
− τ 2

4e−2r
− σ2

4e2r

)
. (1.122)

For a single mode system, the symmetrically ordered form of the operator q̂mp̂n can be
obtained by differentiating the displacement operator exp(iσq̂− iτ p̂) with respect to τ
and σ:

{q̂mp̂n}sym =

(
1

i

)m(
1

−i

)n
∂m+n

∂σm∂τn
eiσq̂−iτ p̂

∣∣∣∣
τ=σ=0

. (1.123)

Hence, the average of a symmetrically ordered operator can be obtained by differenti-
ating the Wigner characteristic function:(

1

i

)m(
1

−i

)n
∂m+n

∂σm∂τn
χ(τ, σ) =

(
1

i

)m(
1

−i

)n
∂m+n

∂σm∂τn
Tr
(
ρ̂eiσq̂−iτ p̂

) ∣∣∣∣
τ=σ=0

,

= Tr (ρ̂{q̂mp̂n}sym) ,

= 〈{q̂mp̂n}sym〉.
(1.124)

Therefore, the average of the operator q̂2 can be evaluated by differentiating the Wigner
characteristic function of the single mode squeezed vacuum state (1.122) twice with
respect to σ as shown below:

〈{q̂2}sym〉 =

(
1

i

)2
∂2χ(τ, σ)

∂σ2

∣∣∣∣
τ=σ=0

,

=
e−2r

2
.

(1.125)
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These examples exclusively show the utility of different calculations method. All the
techniques mentioned in this chapter have been extensively used in this thesis. The
interested readers can look Arvind et. al. [39], an extraordinary reference for acquiring
such techniques.

1.6 Two different notions of quantumness
In this section, we discuss two different notions of quantumness namely quantum op-
tical non-classicality and Bell nonlocality. The relation between these two notions of
quantumness has been investigated in Chapter 4.

1.6.1 Quantum optical nonclassicality
In the quantum optical context, nonclassicality of quantum states is defined through the
Glauber-Sudarshan representation. Generalizing Eq. (1.75), we can write the Glauber-
Sudarshan distribution φ(α) for an arbitrary quantum state of an n-mode system as

ρ̂ =
1

πn

∫
d2nαφ(α)|α〉〈α|. (1.126)

If the function φ(α) is positive and no more singular than a delta function, the state is
said to be classical, otherwise it is nonclassical1. This definition allows for a probabil-
ity interpretation of the Glauber-Sudarshan representation. For instance, the Glauber-
Sudarshan representation of the coherent state |α0〉 is

φ(α) = δ2(α− α0), (1.127)

a Dirac-delta function, and thus coherent states are classical. Similarly, the Glauber-
Sudarshan representation of the thermal state (1.67) is given by

φ(α) =
1

π〈n〉 exp

(
−|α|

2

〈n〉

)
, (1.128)

which is a Gaussian, and thus thermal states are also classical. On the other hand, the
Glauber-Sudarshan representation of the Fock state |n〉 is

φ(α) = e|α|
2 1

n!

∂2n

∂αn∂α∗n
δ2α, (1.129)

which is a higher order derivative of Dirac-delta function, and thus Fock states are
nonclassical. Other examples of nonclassical states include squeezed states and super-
position of coherent states.

1Distributions that are more singular than a delta function are always negative somewhere.
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1.6.2 Bell’s inequalities
After EPR paper [8], Bell’s inequalities arose in an effort to devise local hidden vari-
able theories compatible with quantum mechanics. Bell observed that there are certain
correlations in quantum mechanics that cannot be explained by classical local models.
Soon after Bell’s 1964 paper, several other formulations of Bell’s inequality were pro-
posed. Here we briefly describe one of the most famous forms of Bell’s inequalities
known as the Clauser-Horne-Shimony-Holt (CHSH) inequality [54, 55].

We consider a pair of spin one-half particles moving in opposite directions. Two
observers A and B measure the spin of the particles. Observer A can orient his ap-
paratus at either θ1, or θ′1 angle to a reference axis and get the outcome a = ±1, or
a′ = ±1. Similarly, observer B can orient his apparatus at either θ2 or θ′2 angle and get
the outcome b = ±1 or b′ = ±1. The schematic is illustrated in Fig. 1.8.

Figure 1.8: Schematic representation of the measurements in CHSH inequality.

The outcomes a, a′, b, and b′ identically satisfy

(a+ a′)b+ (a− a′)b′ ≡ ±2. (1.130)

Similarly, the jth pair of spin one-half particles satisfy the relation

ajbj + a′jbj + ajb
′
j − a′jb′j ≡ ±2. (1.131)

Taking average of the above equation yields the CHSH inequality:

|P (a, b) + P (a′, b) + P (a, b′)− P (a′, b′)| ≤ 2. (1.132)

Thus, there is an upper bound on the correlations of two distant particles according
to classical local model. The quantum mechanical version of the CHSH inequality
for a two qubit system can be written by associating the observable σθ = ~σ · θ̂ with
the measurement corresponding to the apparatus being oriented at angle an θ from the
axis. Here ~σ is the Pauli vector and θ̂ is a unit vector oriented in the θ direction. The
observed values for the operator ~σ · θ̂ are also ±1. The correlation of the outcomes for
two apparatus measuring spin of a particle at angles θ1 and θ2 from an arbitrary axis is
given by

〈σθ1 ⊗ σθ2〉 = cos 2(θ1 − θ2). (1.133)
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Thus, Eq. (1.132) can be written as

| cos 2(θ1 − θ2) + cos 2(θ′1 − θ2) + cos 2(θ1 − θ′2)− cos 2(θ′1 − θ′2)| ≤ 2. (1.134)

The above inequality is violated by quantum mechanical systems. As an example, we
consider the singlet state of a bipartite qubit system given by

|ψ〉S =
1√
2

(|10〉 − |01〉) . (1.135)

When the various measurements directions are separated from each other by 22.5◦, the
left hand side of the Eq. (1.134) turns out to be 2

√
2 [56], which is greater than 2,

and thus the singlet state violates the CHSH inequality. The states violating the Bell’s
inequalities are known as non-local states. The correlations generated between dis-
tant parties through classical communications always satisfy Bell inequalities. Since
the correlations obtained by performing measurement on entangled states violate Bell
inequalities, we can discriminate separable from entangled state by studying their mea-
surement statistics. Although entangled states are nonlocal, there are mixed entangled
states, which do not violate any Bell inequalities. There have been some efforts to
establish a quantitative relation between nonlocality and entanglement [57, 58, 59].

1.7 Motivations and arrangement of the thesis
In this section, we briefly describe the motivation behind the research undertaken in
this thesis. The work could be broadly divided into three related topics: estimation of
quantum states and quantum processes, quantum nonlocality, and quantum key distri-
bution.

Quantum state tomography (QST) refers to the determination of the quantum states
of an unknown system based on the results of experiments. It is one of the major tasks
in various quantum communication and information protocols, and thus there has been
a continuous development of innovative and efficient tomographic techniques. Usually
a projective measurement is employed for measuring a set of incompatible observables,
and the state is estimated from the measurement results. Since results of such measure-
ments are statistical, one requires several copies of a system prepared identically to
determine its state. Besides projective measurements, we can think of sequential mea-
surement of a pair of conjugate observables in CV systems, where the observables are
measured one after another [60, 61, 62, 63]. Similarly, one can also consider the joint
measurement of conjugate observables for estimation of quantum states [64]. Ideal
quantum state tomography requires infinite copies of the system, which is impracti-
cal in the real world. Usually, an experimentalist is provided with a fixed number of
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identically prepared systems, and thus one would like to know the limitations of vari-
ous measurement schemes and select the best as per their requirements [62, 65]. This
question has been thoroughly investigated in Chapter 2.

We emphasize the utility of phase space formalism and symplectic group tech-
niques in dealing with sequential measurement and Arthurs-Kelly measurement. Since
the interaction Hamiltonians appearing in the sequential measurement and the Arthurs-
Kelly measurement are quadratic expressions in the quadrature operators, the corre-
sponding transformation matrix acting on the quadrature operators or phase space vari-
ables for Gaussian operations can be evaluated by exponentiation of the corresponding
Lie algebra [39]. Once the transformation matrix is obtained, the mean and the covari-
ance matrix of the transformed state can be readily evaluated. Further, the mean and
covariance matrix of the reduced state of any system is readily obtained by ignoring
the entries corresponding to all the other systems.

Quantum process tomography (QPT) refers to the determination of unknown quan-
tum processes, which are generally completely positive quantum dynamical maps. In
standard QPT, output states corresponding to probe states are estimated using QST.
For CV systems, one possibility is to use homodyne measurement to measure the
output states corresponding to coherent state probes [66]. Several theoretical as well
as experimental investigations have been undertaken by several authors along similar
lines [67, 68, 69]. In this thesis, we take a different approach and look at QST and QPT
based on photon number resolving measurements.

Quantumness of a state in quantum optical context is based on the diagonal coher-
ent state representation function for the state [43, 48]. If this function is positive and
no more singular than a delta function, the state is classified as classical, otherwise it
is considered to be non-classical. On the other hand, nonlocality of a quantum state
arises in composite systems, when they violate the upper bound on the correlations of
distant objects based on a classical local realistic model. It is worth exploring whether
passive optical elements, which do not affect the classical or nonclassical status of a
state, can convert quantum optical nonclassicality to nonlocality [70, 71]. In this the-
sis, we explore the connection between these two types of nonclassicalities from the
perspective of Bell’s inequality violation for several Gaussian and non-Gaussian states.

Here again, the calculations for Gaussian as well as non-Gaussian states of CV
systems have been performed in phase space. For Gaussian as well as non-Gaussian
states, Wigner function as well as its Fourier transform are useful because of their
transformation properties under symplectic transformations. For non-Gaussian states,
the Wigner function corresponding to the reduced state of the part of the system can
be evaluated by integrating out all the other modes of the system. Similarly, the inner
product of two density operators can be evaluated by integrating the product of the
corresponding Wigner functions over the phase space.
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QKD refers to the secure communication of random secret keys between two par-
ties. While many security proofs for CV QKD have appeared in literature [72, 73],
security under side channel attacks still remains an open problem since it is hard to
take into account every detail of the experimental implementations of various devices
and detectors. Based on the idea of entanglement swapping, measurement-device-
independent (MDI) QKD protocol was developed, which is secure against all detector
side-channel attacks [74, 75]. To enhance the transmission distances, photon sub-
tracted two mode squeezed vacuum (PSTMSV) state has been considered as a resource
state for CV-MDI-QKD. In this work, we consider a new resource state, which further
enhances the transmission distances in CV-MDI-QKD.

Photon subtraction for multi-mode systems can be easily handled in the phase space
formalism using the generating function and matrix integration techniques [39, 76].
For instance, the averages of symmetric ordered operators, appearing in the covariance
matrix, can be evaluated as a weighted average of the Wigner function. The Wigner
characteristic function provides an alternate and efficient method to evaluate the aver-
ages of symmetric ordered operators.

Most of the real life implementation of long distance QKD is based on optical
system involving photons [77]. However, it is worth exploring if QKD can be carried
out by other physical systems. In this direction, we consider a different CV system
namely superconducting rings with a Josephson junction for implementation of QKD.
The advantage of this system is that the actually measurements can be delayed to a
time when the key is actually required, while the transport of the relevant quantum
states can be completed before hand.

This thesis is organized as follows. In Chapter 2, we investigate the relative per-
formance of various measurement schemes in Gaussian states estimation, while in
Chapter 3, we propose an optimal scheme for the tomography of Gaussian states and
Gaussian channels using photon number measurements. In Chapter 4, we study the
conversion of quantum-optical nonclassicality into Bell-type nonlocality via passive
operations. In Chapter 5, we study QKD using photon subtracted two mode squeezed
coherent state, while in Chapter 6, we explore QKD using superconducting rings with
a mesoscopic Josephson junction. Finally, in Chapter 7, we provide a summary of the
thesis and discuss future directions.
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Chapter 2

Estimation of Wigner distribution of
Gaussian states: a comparative study

2.1 Introduction
Reconstruction of quantum states by performing measurements on an ensemble of
identical but unknown systems is known as quantum state estimation (QSE) or quan-
tum state tomography (QST) [78, 79, 80]. QSE is an important problem in quantum
mechanics and in quantum information processing and finding schemes for its efficient
execution is an active area of research [81, 82, 83]. Ideal QSE requires infinite copies
of a quantum system, which is impractical in the real world. Usually, an experimen-
talist is provided with a fixed number of identically prepared systems, and thus one
would like to know the advantages and limitations of various measurement schemes
and select the best scheme as per the requirements. We consider several different mea-
surement schemes that can be employed for the purpose of QSE of continuous variable
(CV) systems.

Homodyne measurement (Hom) is one of the most widely employed measurement
scheme in CV systems, which measures either the q̂ quadrature or the p̂ quadrature or
any other phase rotated quadrature operator [84, 85, 86, 87]. It has been shown that
various quasiprobability distributions such as Glauber-Sudarshan distribution, Wigner
distribution, and Husimi distribution [88] can be estimated using measurements of
the rotated quadrature operators. Further, Wigner distribution and Glauber-Sudarshan
distribution have been determined experimentally for certain states using homodyne
measurement [89, 90]. One can also think of sequential measurement (SM) of a pair
of conjugate observables in CV systems, where the observables are measured one after
another [60, 61, 62]. The sequential measurement of two non-commuting observ-
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ables has been employed to reconstruct the Moyal M function, which is the Fourier
transform of the Wigner function [61]. In a first of its kind, Arthurs and Kelly (AK)
extended the von Neumann measurement scheme for the joint measurement of two
non-commuting observables [64]. However, the joint measurement induces an addi-
tional noise in the probability distributions of both the non-commuting observables.

Similarly, a heterodyne measurement (Het), which is equivalent to an eight-port
measurement (double-homodyne), is employed for the joint measurement of two non-
commuting observables [91, 92, 93, 94, 95, 96, 97, 98, 99, 100, 101, 102]. In the
heterodyne measurement, the vacuum noise is added in both the non-commuting ob-
servables, whereas in the Arthurs-Kelly scheme, the noise added in the non-commuting
observables can be varied. It has been shown that the heterodyne measurement can
do a better estimation of the first and the second order moments of the quadrature
operators of Gaussian and non-Gaussian states compared to the homodyne measure-
ment [65, 103, 104]. The superiority of localized phase space sampling with unbal-
anced homodyne measurement [105] compared to delocalized heterodyne measure-
ment has also been shown [106].

In this chapter, we attempt to provide a complete picture and a comparative study
of state estimation efficiency of different measurement schemes including homodyne
measurement, sequential measurement, Arthurs-Kelly measurement, and heterodyne
measurement. To this end, we consider an ensemble of N identically prepared single
mode Gaussian states. A Gaussian state can be completely specified by its first order
moments determined by the mean values of the quadrature operators and second order
moments determined by the variances of the quadrature operators that can be arranged
in the form of a covariance matrix. We therefore need to estimate the mean and the
covariance matrix of a Gaussian state to completely reconstruct its Wigner distribution.
We further assume that the Gaussian states are either squeezed in the q̂ quadrature or
the p̂ quadrature. Such types of state have been considered in squeezed state CV quan-
tum key distribution protocols [107, 108, 109]. Furthermore, to estimate such Gaussian
states is simpler, as we perform measurements only along q̂ and p̂-quadratures.

We provide analytical expressions of the estimation efficiency of the mean and the
variance of an ensemble of N identically prepared Gaussian states. We show that the
optimal performance of the Arthurs-Kelly scheme and the sequential measurement is
equal to the heterodyne measurement. For mean estimation, the heterodyne measure-
ment outperforms the homodyne measurement for squeezed coherent state ensemble,
but for variance estimation, the homodyne measurement outperforms the heterodyne
measurement for a certain squeezing parameter range. Then we proceed to a modified
Hamiltonian [110, 111] in the Arthurs-Kelly scheme that can entangle the two meters.
Here the results show that the optimal performance of the scheme can only be obtained
when the meters are uncorrelated. Since the Hamiltonians involved in the sequential
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measurement and the Arthurs-Kelly scheme are quadratic expressions in quadrature
operators, the corresponding symplectic transformations acting on the quadrature op-
erators or the phase space variables belong to the real symplectic group Sp(4,R) and
Sp(6,R) [112], respectively. We exploit this fact and explicitly work in phase space
for calculation simplicity. We expect that these techniques along with the results ob-
tained in this work will be useful in undertaking various studies in different quantum
information and quantum communication protocols [15, 40].

This chapter is organized as follows. In Sec. 2.2, we introduce various measure-
ment schemes and obtain the variance of probability distributions corresponding to
different quadratures measurements. In Sec. 2.3, we derive and examine the results of
the fidelities of the mean and the variance estimation. In Sec. 2.4, we consider Arthurs-
Kelly scheme with a modified interaction Hamiltonian. Finally, in Sec. 2.5, we provide
some concluding remarks and discuss future prospects.

2.2 Measurement schemes
We consider a single mode continuous variable quantum system with quadrature oper-
ators q̂ and p̂ satisfying the bosonic commutation relation

[q̂, p̂] = i~. (2.1)

We assume that the system is in a Gaussian state with displacement vector ξ̂ and co-
variance matrix V given by

ξ̂ =

(
q0

p0

)
, V =

(
(∆q)2 0

0 (∆p)2

)
, (2.2)

where q0 = 〈q̂〉, p0 = 〈p̂〉, (∆q)2 = 〈q̂2〉 − (〈q̂〉)2, and (∆p)2 = 〈p̂2〉 − (〈p̂〉)2. The
corresponding Wigner function of the Gaussian state can be readily obtained using
Eq. (1.69) as

W (q, p) =
1

2π∆q∆p
exp

[
−(q − q0)2

2(∆q)2
− (p− p0)2

2(∆p)2

]
. (2.3)

For analysis purposes in the later sections, we shall use the explicit form of the co-
variance matrix for squeezed coherent thermal state corresponding to temperature T
of a single mode system with frequency ω, which can be written as follows using
Eqs. (1.68) and (1.84):

V = S(r)VthS(r)T =
1

2

(
(2〈n〉+ 1)e−2r 0

0 (2〈n〉+ 1)e2r

)
, (2.4)
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where 〈n〉 = 1/(exp(ω/kBT ) − 1) is the average number of photons in the thermal
state. In the following sections, we discuss various measurement schemes, which are
employed for the estimation of Gaussian states. The measurements considered are
Gaussian measurements, i.e., the probability distributions of the outcomes are Gaus-
sian. These measurements are performed on an ensemble of identically prepared Gaus-
sian states, and different outcomes are obtained according to the probability distri-
bution of the corresponding observable of the state. The variance of the probability
distributions signify the accuracy of the corresponding measurement schemes. Here
we consider the case that the measurement apparatuses have infinite precision and the
variance in the outcomes for any measurement is due to the inherent uncertainty in the
observables.

2.2.1 Homodyne measurement
In homodyne measurement, we measure either the q̂ quadrature or the p̂ quadrature
on the system. The probability distribution function P (q) of obtaining the outcome
‘q’ corresponding to the measurement of the q̂ quadrature on the state (2.2) can be
evaluated as

P (q) =

∫
W (q, p)dp =

1√
2π(∆q)2

exp

[
−(q − q0)2

2(∆q)2

]
. (2.5)

Therefore, the corresponding variance for the q̂ quadrature measurement is

V Hom(q̂) = (∆q)2. (2.6)

Similarly, the probability distribution function P (p) of obtaining the outcome ‘p’ cor-
responding to the measurement of the p̂ quadrature on the state (2.2) can be evaluated
as

P (p) =

∫
W (q, p)dq =

1√
2π(∆p)2

exp

[
−(p− p0)2

2(∆p)2

]
. (2.7)

Therefore, the corresponding variance for the p̂ quadrature measurement is

V Hom(p̂) = (∆p)2. (2.8)

2.2.2 Heterodyne measurement
In heterodyne measurement, we measure jointly the q̂ quadrature and the p̂ quadrature
on the system. Since the heterodyne measurement corresponds to the projection over
coherent state basis Eα = (2π)−1|α〉〈α|, the probability of obtaining the outcomes ‘q’
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and ‘p’ on the joint measurement of the q and p-quadratures on a system with density
operator ρ can be written as

P (q, p) =
1

2π
Tr[ρ̂|α〉〈α|]. (2.9)

For simplicity, we move to the phase space and evaluate the trace in the Wigner func-
tion description as follows:

P (q, p) =

∫
R2

dqdpWρ̂(q, p)W|α〉(q, p). (2.10)

A straightforward calculation yields the probability distribution as

P (q, p) =
exp

[
− (q−q0)2

1+2(∆q)2 − (p−p0)2

1+2(∆p)2

]
π
√

(1 + 2(∆q)2) (1 + 2(∆p)2)
. (2.11)

Therefore, the corresponding variance of the marginals P (q) and P (p) of the probabil-
ity distribution P (q, p) is

V Het(q̂) =
1

2
+ (∆q)2, and V Het(p̂) =

1

2
+ (∆p)2. (2.12)

We note that the vacuum noise (equal to 1/2) is added to the variance of both the
marginals P (q) and P (p) of the probability distribution P (q, p).

2.2.3 Sequential measurement
In the sequential measurement scheme, the weak measurement of one quadrature is
followed by the strong measurement of its conjugate quadrature [60]. To carry out the
first measurement, we use the von-Neumann measurement model, where we couple
the system with a meter in sufficiently wide wave functions. This measurement dis-
turbs the state a little and does not lead to the collapse of the wave function. Such type
of measurements are called weak or unsharp measurements [113, 114, 115, 116, 117].
Although weak measurement disturbs the state a little, we obtain comparatively less in-
formation about the system [118]. Since the state does not collapse after the weak mea-
surement, it can be reused for the measurement of the conjugate observable [119]. The
second measurement, a strong one, is a homodyne measurement. To remove the bi-
asedness in the order of the measurements, we divide the ensemble in two halves [62].
On the first half, we measure the Q̂-quadrature of the meter weakly, which renders
information about the q̂-quadrature of the system. This is followed by a homodyne
measurement of the p̂-quadrature on the system, as shown in Fig. 2.1. Similarly, on the
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Q


P


Q


Q


+

P(q) P(p)

P(p) P(q)

Figure 2.1: Schematic representation of the sequential measurement scheme. The whole
ensemble is divided in two halves. On the first half, the sequential measurement of the Q̂-
quadrature of the meter, which renders information about the q̂-quadrature of the system,
is followed by a homodyne measurement of the p̂-quadrature of the system. Similarly,
on the second half, the sequential measurement of the Q̂-quadrature of the meter, which
renders information about the p̂-quadrature of the system, is followed by a homodyne
measurement of the q̂-quadrature of the system.

second half, the weak measurement of Q̂-quadrature of the meter renders information
about the p̂-quadrature of the system, which is followed by a homodyne measurement
of the q̂-quadrature of the system.

We now describe the exact details of the scheme. While the system is represented
by the quadrature operators q̂ and p̂, we consider the apparatus also to be a one mode
CV system representing a meter with quadrature operators Q̂1 and P̂1. The correspond-
ing phase space is four-dimensional and can be represented by four variables, which
can be arranged in a column vector form as ξ = (q, p,Q1, P1)T . We assume that the
system is in a squeezed coherent thermal state and the meter is in a squeezed vacuum
state, and thus they satisfy the following uncertainty relations:

∆q∆p ≥ 1/2, ∆Q1∆P1 = 1/2. (2.13)

Since the system and the meter are in Gaussian states, the system-meter state can be
specified by the following displacement vector and covariance matrix:

ξ̂ =


〈q̂〉 = q0

〈p̂〉 = p0

〈Q̂1〉 = 0

〈P̂1〉 = 0

 , V =


(∆q)2 0 0 0

0 (∆p)2 0 0
0 0 (∆Q1)2 0
0 0 0 (∆P1)2

 . (2.14)

Now we consider the interaction Hamiltonian of the form

Ĥ(t) = δ(t− t1)q̂P̂1, (2.15)
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which entangles the system and the meter. The unitary operator acting on the joint
system-meter Hilbert space is given by

U(Ĥ(t)) = e−i
∫
Ĥ(t) dt = e−iq̂P̂1 . (2.16)

The corresponding symplectic transformation acting on the quadrature operators ξ̂ =
(q̂, p̂, Q̂1, P̂1)T is given by (see Appendix A)

S =


1 0 0 0
0 1 0 −1
1 0 1 0
0 0 0 1

 . (2.17)

The above symplectic transformation is an element of the real symplectic group Sp(4, R)
and satisfies the symplectic condition (1.77). As a result of the above transformation,
the final displacement vector and covariance matrix V (2.14) can be written as follows
according to Eq. (1.106):

ξ̂′ =


〈q̂〉 = q0

〈p̂〉 = p0

〈Q̂1〉 = q0

〈P̂1〉 = 0

 , V
′
=

(
(∆q)2 0 (∆q)2 0

0 (∆p)2+(∆P1)2 0 −(∆P1)2

(∆q)2 0 (∆q)2+(∆Q1)2 0

0 −(∆P1)2 0 (∆P1)2

)
. (2.18)

One can easily find the transformed Wigner distribution of the system-meter using
Eq. (1.69), which is specified by the displacement vector and the covariance ma-
trix (2.18). The Wigner distribution of the reduced state of the meter can be evalu-
ated by integrating the system-meter Wigner distribution over the system variables q
and p. The displacement vector and the covariance matrix of the reduced state can be
readily evaluated using the Wigner function of the reduced state. An alternative to this
approach is to work at the covariance matrix level. The displacement vector and the
covariance matrix of the reduced state of the meter can be obtained by ignoring the
matrix elements corresponding to the system mode. This can be easily seen through
the Wigner characteristic function of a Gaussian state [14, 42]. Thus, the displacement
vector and the covariance matrix of the reduced state of the meter are

ξ̂
′
M =

(
〈Q̂1〉 = q0

〈P̂1〉 = 0

)
, V

′

M =

(
(∆q)2 + (∆Q1)2 0

0 (∆P1)2

)
. (2.19)

The corresponding Wigner function for the reduced state of the meter can be written
using Eq. (1.69) as

W (Q1, P1) =
1

2π∆P1

√
(∆q)2 + (∆Q1)2

exp

[
− (Q1 − q0)2

2((∆q)2 + (∆Q1)2)
− P 2

1

2(∆P1)2

]
.

(2.20)
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The probability density to obtain the outcome Q1 after a measurement of the Q̂1-
quadrature on the meter is

P (Q1) =
1√

2π((∆q)2 + (∆Q1)2)
exp

[
− (Q1 − q0)2

2((∆q)2 + (∆Q1)2)

]
. (2.21)

Clearly, the variance of the probability distribution is

V SM
1 (q̂) = (∆q)2 + (∆Q1)2, (2.22)

which we could have directly written from Eq. (2.18) as the element corresponding to
the variance of Q1. Similarly, the displacement vector and the covariance matrix of the
reduced state of the system are given by

ξ
′
S =

(
〈Q̂1〉 = q0

〈P̂1〉 = p0

)
, V

′

S =

(
(∆q)2 0

0 (∆p)2 + (∆P1)2

)
. (2.23)

The variance of the probability distribution corresponding to the homodyne measure-
ment of the p̂-quadrature is given by

V SM
1 (p̂) = (∆p)2 + (∆P1)2. (2.24)

To perform weak measurement of quadrature Q̂1, we prepare the meter in a state with
large ∆Q1, which implies ∆P1 → 0. Thus in this limit, the covariance matrix of the
reduced state V ′S of the system is equal to the covariance matrix of the initial state of
the system.

We now discuss the weak measurement of the p̂-quadrature followed by a homo-
dyne measurement of the q̂-quadrature. We again consider the initial state of the joint
system-meter state being represented by the displacement vector and the covariance
matrix as given in Eq. (2.14). We consider the interaction Hamiltonian of the form

Ĥ(t) = δ(t− t1)p̂Q̂1, (2.25)

which is the generator of the following symplectic transformation:

S =


1 0 0 1
0 1 0 0
0 1 1 0
0 0 0 1

 . (2.26)

The above symplectic transformation is also an element of the real symplectic group
Sp(4, R) and satisfies the symplectic condition (1.77). The final system-meter state af-
ter the action of the above symplectic transformation can be specified by the following
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displacement vector and covariance matrix:

ξ̂′ =


〈q̂〉 = q0

〈p̂〉 = p0

〈Q̂1〉 = p0

〈P̂1〉 = 0

 , V
′
=

(
(∆q)2+(∆P1)2 0 0 (∆P1)2

0 (∆p)2 (∆p)2 0

0 (∆p)2 (∆p)2+(∆Q1)2 0

(∆P1)2 0 0 (∆P1)2

)
. (2.27)

The displacement vector (2.27) shows that the mean of the Q̂1-quadrature for the me-
ter is p0. Thus, the measurement of the Q̂1-quadrature of the meter yields information
about the p̂ quadrature of the system. We can directly write the variance of the proba-
bility distributions corresponding to the sequential measurement of the Q̂1-quadrature
of the meter followed by a homodyne measurement of the q̂-quadrature from Eq. (2.27)
as

V SM
2 (p̂) =(∆q)2 + (∆P1)2, and

V SM
2 (q̂) =(∆p)2 + (∆Q1)2.

(2.28)

Here we are measuring Q̂1 quadrature weakly by preparing the meter in a state with
large ∆Q1, which implies ∆P1 → 0. Thus in this limit, the reduced state covariance
matrix of the system

V
′

S =

(
(∆q)2 + (∆P1)2 0

0 (∆p)2

)
(2.29)

is equal to the covariance matrix of the initial state of the system.

2.2.4 Arthurs-Kelly measurement scheme
Arthurs-Kelly proposed a scheme by extending the von Neumann model, which en-
ables us to measure simultaneously conjugate quadratures q̂ and p̂. To this end, two
meters, one for each quadrature measurement, are introduced, as shown in Fig. 2.2. We
represent the system and two meters using three pairs of Hermitian quadrature opera-
tors arranged in column vector as ξ̂ = (q̂, p̂, Q̂1, P̂1, Q̂2, P̂2)T , where (q̂, p̂) corresponds
to the system and (Q̂1, P̂1) and (Q̂2, P̂2) correspond to the two meters. We assume the
system to be in a squeezed coherent thermal state and the meters to be in a squeezed
vacuum state, and thus they satisfy the following uncertainty relations:

∆q∆p ≥ 1/2, ∆Q1∆P1 = 1/2, ∆Q2∆P2 = 1/2. (2.30)

We analyze our joint system in a six-dimensional phase space represented by six vari-
ables, which can be arranged in a column vector form as ξ = (q, p,Q1, P1, Q2, P2)T .
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We represent the system-meters initial state by the displacement vector ξ̂ given as

ξ̂ =



〈q̂〉 = q0

〈p̂〉 = p0

〈Q̂1〉 = 0

〈P̂1〉 = 0

〈Q̂2〉 = 0

〈P̂2〉 = 0


, (2.31)

and the covariance matrix V given as

V =

(∆q)2 0 0 0 0 0

0 (∆p)2 0 0 0 0

0 0 (∆Q1)2 0 0 0

0 0 0 (∆P1)2 0 0

0 0 0 0 (∆Q2)2 0

0 0 0 0 0 (∆P2)2





q p Q1 P1 Q2 P2

System Meter 1 Meter 2

q

p

Q1

P1

Q2

P2

. (2.32)

S

M1

M2

H
Q

1

P

2

Figure 2.2: Schematic representation of the Arthurs-Kelly scheme. The system is labeled
by S, while the two meters are labeled byM1 andM2. H represents the interaction Hamil-
tonian. Measurement of Q̂1-quadrature on meter M1 and measurement of P̂2-quadrature
on meter M2 yield information about the q̂-quadrature and the p̂-quadrature of the system,
respectively.
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The interaction Hamiltonian through which we intend to measure both the system
quadratures by coupling them to different meters is considered to be of the form

H = δ(t− t1)(q̂P̂1 − p̂Q̂2), (2.33)

which entangles the system with both the meters. The corresponding symplectic trans-
formation acting on the quadrature operators ξ̂ is given by

S =

1 0 0 0 −1 0

0 1 0 −1 0 0

1 0 1 0 −1
2

0

0 0 0 1 0 0

0 0 0 0 1 0

0 1 0 −1
2

0 1





q p Q1 P1 Q2 P2

q

p

Q1

P1

Q2

P2

. (2.34)

The above symplectic transformation is an element of the real symplectic group Sp(6, R)
and satisfies the symplectic condition (1.77). The displacement vector of the trans-
formed joint system-meters state can be written as

ξ̂′ =



〈q̂〉 = q0

〈p̂〉 = p0

〈Q̂1〉 = q0

〈P̂1〉 = 0

〈Q̂2〉 = 0

〈P̂2〉 = p0


. (2.35)

Similarly, the covariance matrix of the transformed joint system-meters state evaluates
to

V
′

=

(∆q)2 + (∆Q2)2 0 (∆q)2 +
(∆Q2)2

2
0 −(∆Q2)2 0

0 (∆p)2 + (∆P1)2 0 −(∆P1)2 0 (∆p)2 +
(∆P1)2

2

(∆q)2 +
(∆Q2)2

2
0 VM1

(Q1) 0 − (∆Q2)2

2
0

0 −(∆P1)2 0 (∆P1)2 0 − (∆P1)2

2

−(∆Q2)2 0 − (∆Q2)2

2
0 (∆Q2)2 0

0 (∆p)2 +
(∆P1)2

2
0 − (∆P1)2

2
0 VM2

(P2)





q p
Q1

P1
Q2 P2

System Meter 1 Meter 2

, (2.36)

where

VM1(Q1) = (∆q)2 + (∆Q1)2 +
(∆Q2)2

4
, andVM2(P2) = (∆p)2 +

(∆P1)2

4
+ (∆P2)2.

(2.37)
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The displacement vector and the covariance matrix of the reduced state of the system
can be readily written using Eqs. (2.35) and (2.36) as

ξ
′
S =

(
〈Q̂1〉 = q0

〈P̂1〉 = p0

)
, V

′

S =

(
(∆q)2 + (∆Q2)2 0

0 (∆p)2 + (∆P1)2

)
. (2.38)

Similarly, the displacement vector and the covariance matrix of meter 1 can be written
as

ξ
′
M1

=

(
〈Q̂1〉 = q0

〈P̂1〉 = 0

)
, V

′

M1
=

(
(∆q)2 + (∆Q1)2 + (∆Q2)2

4
0

0 (∆P1)2

)
. (2.39)

Finally, meter 2 is represented by the following displacement vector and covariance
matrix:

ξ
′
M2

=

(
〈Q̂1〉 = 0

〈P̂1〉 = p0

)
, V

′

M2
=

(
(∆Q2)2 0

0 (∆p)2 + (∆P1)2

4
+ (∆P2)2

)
. (2.40)

The variance of the probability distribution for the measurement of the Q̂1-quadrature
on the meter 1 and P̂2-quadrature on meter 2 can be directly written from Eq. (2.36) as

V AK(q̂) =(∆q)2 + (∆Q1)2 +
(∆Q2)2

4
,

V AK(p̂) =(∆p)2 +
(∆P1)2

4
+ (∆P2)2.

(2.41)

2.3 Results
Our aim in this section is to examine the performance of various measurement schemes
in the estimation of the Wigner distribution of an ensemble with a fixed number of
identically prepared states. Specifically, we wish to analyze the estimation efficiency
of the mean and the variance of an ensemble ofN identically prepared Gaussian states.
To this end, we define measure of fidelity F1 for the mean of the Gaussian state as

F1 = 〈(qA − qM)2〉+ 〈(pA − pM)2〉, (2.42)

where qA and pA are the actual values of the mean of the q̂ and p̂ quadratures of the
Gaussian state and are thus fixed, whereas qM and pM are the measured values of the q̂
and p̂ quadratures of the Gaussian state and are different for measurements on different
copies of the system. The magnitude of the fidelity measure F1 signifies how well the
mean (q0, p0) of the Gaussian state has been estimated. We define another measure of
fidelity F2 for the variance of the Gaussian state as

F2 = 〈(V A
q − V M

q )2〉+ 〈(V A
p − V M

p )2〉, (2.43)
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where V A
q and V A

p are the actual values of the variance of q̂ and p̂ quadratures, while
V M
q and V M

p are the measured values of the variance of q̂ and p̂ quadratures. Here F2

signifies how well the variance (∆q)2 and (∆p)2 has been estimated. In the case of
perfect estimation, both the fidelities F1 and F2 should approach zero.

2.3.1 Analytical expressions of the fidelity F1

Now we evaluate the fidelity F1 for various measurements, which are employed for
the estimation of Gaussian states. To estimate the state using the homodyne measure-
ment, we divide the ensemble in two halves. On the first half of the ensemble, the
q̂-quadrature is measured, while on the other half of the ensemble, the p̂-quadrature is
measured. Thus, we can write the fidelity measure F1 for the homodyne measurement
using Eqs. (2.6) and (2.8) as

FHom
1 =

(∆q)2

N/2
+

(∆p)2

N/2
. (2.44)

Here we have used the fact that the probability distribution involved in the homodyne
measurement is Gaussian, and the sample variance for a Gaussian (normal) distribution
N(µ, σ) with mean µ and variance σ2 for a sample of size N is given by σ2/N . The
fidelity measure F1 for the heterodyne measurement can be written using Eq. (2.12) as

FHet
1 =

(∆q)2 + 1/2

N
+

(∆p)2 + 1/2

N
. (2.45)

We can analytically derive from Eqs. (2.44) and (2.45) that FHom
1 ≥ FHet

1 , where
the equality sign only holds for a coherent state ensemble. Therefore, the homodyne
measurement and the heterodyne measurement perform the same for a coherent state
ensemble, whereas the heterodyne measurement outperforms the homodyne measure-
ment for a squeezed state ensemble as far as the mean estimation is concerned.

For the sequential measurement scheme, we again divide the ensemble in two
halves and perform measurement according to the procedure described in Sec. 2.2.3.
The expression of the fidelity F1 in this case can be given as

F SM
1 =

〈(
qA − qM1 + qM2

2

)2
〉

+

〈(
pA − pM1 + pM2

2

)2
〉
, (2.46)

which can be written as follows using Eqs. (2.22), (2.24), and (2.28):

F SM
1 =

(∆q)2 + (∆p)2 + (∆Q1)2 + (∆P1)2

N
. (2.47)

49



2. Estimation of Wigner distribution of Gaussian states: a comparative study

It can be seen from the above equation that the optimal performance in the mean esti-
mation for the sequential measurement scheme corresponds to ∆Q1 = ∆P1 = 1/

√
2.

Further, at the optimal conditions, F SM
1 = FHet

1 . Similarly, we can write the fidelity
expression F1 for the Arthurs-Kelly scheme using Eq. (2.41) as

FAK
1 =

(∆q)2 + (∆Q1)2 + (∆Q2)2

4

N
+

(∆p)2 + (∆P1)2

4
+ (∆P2)2

N
. (2.48)

For the Arthurs-Kelly scheme, the optimal performance in the mean estimation corre-
sponds to

∆Q1 = 1/2, ∆P2 = 1/2, (2.49)

and at the optimal conditions, FAK
1 = FHet

1 . This means that the optimal performance
in the mean estimation of the sequential measurement requires only classical resources,
i.e., the meter should be prepared in a coherent state, while the Arthurs-Kelly scheme
requires nonclassical resources, i.e., the meters should be prepared in a squeezed state.

Now we illustrate the dependence of the fidelity F1 on the initial width of the meter
∆Q1, the squeezing parameter r, and the average number of photons 〈n〉 graphically.
We have considered an ensemble of size N = 20 in all different plots in this chapter.

We show the plot of the fidelity F1 as a function of the initial width of the meter
∆Q1 for a coherent state ensemble in Fig. 6.2(a). The results show that the homo-
dyne measurement and the heterodyne measurement perform the same and the optimal
performance of the Arthurs-Kelly scheme and the sequential measurement schemes
are equal to that of the homodyne measurement and the heterodyne measurement.
Similarly, Fig. 6.2(b) shows the plot of fidelity F1 as a function of the initial width
of the meter ∆Q1 for a squeezed coherent state ensemble with squeezing parameter
r = 1. In this case, the heterodyne measurement outperforms the homodyne mea-
surement. Further, an increase or a decrease in the size of the ensemble changes only
the magnitude of the fidelity, while the performance trend of the various measurement
schemes remain the same. It should be noted that these conclusions about the relative
performances of the various measurement schemes are based on the mean estimation
efficacy.

We plot the fidelity F1 as a function of the squeezing parameter r in Fig. 2.4(a).
The results show that both the homodyne measurement and the heterodyne measure-
ment estimate the mean of the Gaussian state with the same fidelity for a coherent state
ensemble (r = 0), while for a squeezed coherent state ensemble (r > 0), the hetero-
dyne measurement outperforms the homodyne measurement. The plot of the fidelity
F1 as a function of the average number of photons 〈n〉 is shown in Fig. 2.4(b). The
results show that the fidelity of the mean estimation increases, i.e., the estimation effi-
ciency decreases, for a thermal state (〈n〉 > 0) ensemble as compared to a pure state
(〈n〉 = 0) ensemble.
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Figure 2.3: Both the plots show the fidelity F1 as a function of the initial width of the
meter ∆Q1 for an ensemble of size N = 20. Additionally, we have taken ∆P2 = 1/2

in all the graphs for the Arthurs-Kelly scheme, which is the condition for the optimal
performance (2.49). (a) The ensemble consists of identically prepared coherent states.
The homodyne measurement and the heterodyne measurement perform equally in this
case. (b) The ensemble consists of identically prepared squeezed coherent states with
squeezing parameter r = 1.

2.3.2 Analytical expressions of the fidelity F2

We now proceed to derive expressions of fidelity measure F2 (2.43) for the various
measurement schemes. For the homodyne measurement, the expression of the fidelity
F2 evaluates to

FHom
2 =

2(∆q)4

N/2
+

2(∆p)4

N/2
. (2.50)
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Figure 2.4: (a) The fidelity F1 as a function of the squeezing parameter r. Here average
number of photon is 〈n〉 = 0. (b) The fidelity F1 as a function of the average photon
number 〈n〉. Here squeezing parameter has been taken as r = 1. An ensemble of size
N = 20 has been considered for both the plots.

Here we have used the fact that the variance of the sample variance for a Gaussian
(normal) distribution N(µ, σ) with mean µ and variance σ2 for a sample of size N
is given by 2σ4/N . Similarly, the expression of the fidelity F2 for the heterodyne
measurement evaluates to

FHet
2 =

2 ((∆q)2 + 1/2)
2

N
+

2 ((∆p)2 + 1/2)
2

N
. (2.51)

For the sequential measurement scheme, the expression of the fidelity F2 can be written
in an analogous way as Eq. (2.46). The final expression of the fidelity in this case
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evaluates to

F SM
2 =

2

N

[
(∆p)4 + (∆q)2

(
(∆Q1)2 + (∆q)2

)2
+ (∆Q1)2

(
(∆Q1)2 + (∆p)2

)2

+ (∆P1)2
(
(∆q)2 + (∆p)2 + (∆P1)2

)2
]
.

(2.52)
Similarly, the fidelity F2 for the Arthurs-Kelly scheme can be written as

FAK
2 =

2
(

(∆q)2 + (∆Q1)2 + (∆Q2)2

4

)2

N
+

2
(

(∆p)2 + (∆P1)2

4
+ (∆P2)2

)2

N
. (2.53)

We note here that the fidelity expressions F1 and F2 for different measurement schemes
are independent of the actual values of the mean q0 and p0 of the Gaussian states and
depend only on the actual variances (∆q)2 and (∆p)2 of the quadratures. Now we
turn to study the dependence of fidelity F2 on the initial width of the meter ∆Q1, the
squeezing parameter r, and the average number of photons 〈n〉.

We show the plot of the fidelity F2 as a function of the initial width of the meter
∆Q1 for a coherent state ensemble in Fig. 2.5(a). The results show that the homo-
dyne measurement outperforms the heterodyne measurement in estimating the vari-
ance for a coherent state ensemble. We also notice that the optimal performance of
the Arthurs-Kelly scheme and the sequential measurement equal the heterodyne mea-
surement. We note that the optimal performance of the Arthurs-Kelly scheme occurs
at ∆Q1 = ∆P2 = 1/2, while the optimal performance of the sequential measurement
occurs at ∆Q1 = 1/

√
2.

Similarly, Fig. 2.5(b) shows the plot of the fidelity F2 as a function of the initial
width of the meter ∆Q1 for a squeezed coherent state ensemble with squeezing pa-
rameter r = 1. The results show that the heterodyne measurement outperforms the
homodyne measurement in estimating the variance of a squeezed state ensemble with
squeezing parameter r = 1. Here too, the optimal performance of the Arthurs-Kelly
scheme and the sequential measurement equal the heterodyne measurement.

We plot the fidelity F2 as a function of the squeezing parameter r in Fig. 2.6(a)
for 〈n〉 = 0. The results show that the homodyne measurement outperforms the het-
erodyne measurement up to a certain value of the squeezing parameter rc = 0.53.
This result is in contrast with the fidelity F1 result, where the heterodyne measurement
outperforms the homodyne measurement for all non-zero squeezing parameter. The
critical value of the squeezing parameter rc at a given 〈n〉, where the relative perfor-
mance of the homodyne measurement is equal to the heterodyne measurement can be
written as

e2rc =
1 +

√
3 + 2n2

1 +
√

2(2− n2
1 +

√
3 + 2n2

1)

2n1

, (2.54)
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Figure 2.5: Both the plots show the fidelityF2 as a function of the initial width of the meter
∆Q1 for an ensemble of size N = 20. (a) The ensemble consists of identically prepared
coherent states. (b) The ensemble consists of identically prepared squeezed coherent states
with squeezing parameter r = 1.

where n1 = 2〈n〉 + 1. Further, the plot of the fidelity F2 as a function of the average
number of photons 〈n〉 is shown in Fig. 2.6(b). The results reveal that the variance
estimation for a thermal state ensemble is less precise as compared to a pure state
ensemble.

2.3.3 Average estimation efficiency
We now move on to compare the relative performances of the various measurement
schemes on a large number of randomly generated squeezed coherent thermal states
with squeezing parameter r varying uniformly between −1 to +1. Such an ensemble
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Figure 2.6: (a) The fidelity F2 as a function of the squeezing parameter r. Here average
number of photon has been set as 〈n〉 = 0. (b) The fidelity F2 as a function of the average
photon number 〈n〉. Here squeezing parameter has been taken as r = 1. An ensemble of
size N = 20 has been considered for both the plots.

can be produced by a parametric down converter operating at a fixed temperature,
which generates states with squeezing parameter r uniformly distributed between −1
to +1. We note that the squeezing parameter range −1 to +1 can be easily achieved in
experiments. For evaluating the average fidelities F1 and F2, we consider the state of
the system to be parameterized by the squeezing parameter r and the average number
of photons 〈n〉 as given in Eq. (2.4).
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2.3.3.1 Calculation of the mean fidelity F1

The mean fidelity F1
Hom

for the homodyne measurement is calculated as

F1
Hom

=
1

2

∫ +1

−1

FHom
1 (r, 〈n〉)dr,= n1 sinh(2)

N
, (2.55)

where n1 = 2〈n〉 + 1. Similarly, the final expressions of the average fidelity for the
other measurement schemes are

F1
Het

=
2 + n1 sinh(2)

2N
,

F
SM
1 =

2 ((∆Q1)2 + (∆P1)2) + n1 sinh(2)

2N
,

F1
AK

=
1

4N

[
(∆Q2)2 + (∆P1)2 + 4

(
(∆Q1)2 + (∆P2)2

)
+ 2n1 sinh(2)

]
.

(2.56)

The results for the mean fidelity F1 for various measurement schemes are shown in
Fig. 2.7.

We see from Fig. 2.7(a) that the heterodyne measurement outperforms the homo-
dyne measurement, and the optimal performance of the Arthurs-Kelly scheme and the
sequential measurement equal the heterodyne measurement. Figure 2.7(b) shows that
the performance trend for the thermal state ensembles is similar to the pure state en-
sembles except the estimation efficiency of the mean is reduced for the thermal state
ensemble as compared to the pure state ensemble.

2.3.3.2 Calculation of the mean fidelity F2

We now calculate the expressions of the mean fidelity F2 averaged over different
squeezed coherent thermal state ensembles with squeezing parameter r uniformly dis-
tributed between −1 to +1 for different measurement schemes. The mean fidelity F2

for the homodyne measurement and the heterodyne measurement evaluate to

F2
Hom

=
n2

1 sinh(4)

2N
,

F2
Het

=
4 + 4n1 sinh(2) + n2

1 sinh(4)

4N
.

(2.57)
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Figure 2.7: Both the plots show the mean fidelity F1 as a function of the initial width
of the meter ∆Q1 for an ensemble of size N = 20. (a) The averaging is done over
identically prepared squeezed coherent state with 〈n〉 = 0, whose squeezing parameter
r is uniformly distributed between −1 to +1. (b) The averaging is done over identically
prepared squeezed coherent thermal state with 〈n〉 = 1, whose squeezing parameter r is
uniformly distributed between −1 to +1.

Similarly, the expressions of the mean fidelity for the sequential measurement and the
Arthurs-Kelly scheme evaluate to

F2
SM

=
1

4N

[
4
(
(∆Q1)2 + (∆P1)2

)
(2 + n1 sinh(2)) + n2

1 sinh(4)

]
,

F2
AK

=
1

8N

[
2n2

1 sinh(4) +
(
4(∆Q1)2 + (∆Q2)2

) (
4(∆Q1)2 + (∆Q2)2 + 2n1 sinh(2)

)
+
(
(∆P1)2 + 4(∆P2)2

) (
(∆P1)2 + 4(∆P2)2 + 2n1 sinh(2)

) ]
.

(2.58)
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The results for the mean fidelity F2 for various measurement schemes are shown in
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Figure 2.8: Both the plots show the mean fidelity F2 as a function of the initial width
of the meter ∆Q1 for an ensemble of size N = 20. (a) The averaging is done over
identically prepared squeezed coherent state with 〈n〉 = 0, whose squeezing parameter
r is uniformly distributed between −1 to +1. (b) The averaging is done over identically
prepared squeezed coherent thermal state with 〈n〉 = 1, whose squeezing parameter r is
uniformly distributed between −1 to +1.

Fig. 2.8. As can be seen from Fig. 2.8(a), the heterodyne measurement outperforms
the homodyne measurement, and the optimal performance of the Arthurs-Kelly scheme
and the sequential measurement scheme equal the heterodyne measurement. For the
thermal state ensembles, the performance trend remains the same; however, the es-
timation efficiency F2 of the variance is reduced for the thermal state ensembles as
compared to the pure state ensembles as can be seen from Fig. 2.8(b).
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We summarize the relative performances of the homodyne measurement and the
heterodyne measurement in Table 3.1. We further note that the optimal performance
of the sequential measurement and the Arthurs-Kelly scheme is equal to the heterodyne
measurement for both the mean and the variance estimation.

Table 2.1: Homodyne measurement versus heterodyne measurement. d1 and d2 represent
the accuracy of the mean and the variance estimation.

Ensemble Distance measure Relative performance

Coherent state (r = 0) dHom
1 = dHet

1 Hom = Het
Squeezed state (r > 0) dHom

1 > dHet
1 Hom < Het

r < rc (Eq. (2.54)) dHom
2 < dHet

2 Hom > Het
r > rc dHom

2 > dHet
2 Hom < Het

−1 ≤ r ≤ +1 d1
Hom

> d1
Het

Hom < Het

−1 ≤ r ≤ +1 d2
Hom

> d2
Het

Hom < Het

2.4 Modified Hamiltonian in the Arthurs-Kelly scheme
We now consider a scenario where the measuring apparatuses can influence each
other [110]. Here we want to analyze the performance of the Arthurs-Kelly scheme.
To this end, we consider a modified form of the interaction Hamiltonian [110, 111] in
the Arthurs-Kelly scheme

H = δ(t− t1)
(
q̂P̂1 − p̂Q̂2 +

κ

2
P̂1Q̂2

)
, (2.59)

where κ determine the coupling strength between the two probes. This Hamiltonian
entangles the system with both the meters and also the two meters among themselves.
The corresponding symplectic transformation acting on the quadrature operators is

S =

1 0 0 0 −1 0

0 1 0 −1 0 0

1 0 1 0 κ−1
2

0

0 0 0 1 0 0

0 0 0 0 1 0

0 1 0 −κ−1
2

0 1





q p Q1 P1 Q2 P2

q

p

Q1

P1

Q2

P2

, (2.60)
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The covariance matrix and the displacement vector corresponding to system-meters
state after time t1 can be evaluated using Eq. (1.106). The covariance matrix of the
reduced state of the two meters is given by

V RED
M1M2

=


VM1(Q1) 0 (κ−1)

2
(∆Q2)2 0

0 (∆P1)2 0 − (κ+1)
2

(∆P1)2

(κ−1)
2

(∆Q2)2 0 (∆Q2)2 0

0 − (κ+1)
2

(∆P1)2 0 VM2(P2)

 , (2.61)

where

VM1(Q1) =(∆q)2 + (∆Q1)2 +
(κ− 1)2

4
(∆Q2)2,

VM2(P2) =(∆p)2 +
(κ+ 1)2

4
(∆P1)2 + (∆P2)2.

(2.62)

We find using Simon’s entanglement criteria [120] that the reduced state of the two
meters is entangled for |κ| ≥ 1. The variance of the probability distribution for the
measurement of the q̂-quadrature on the meter 1 and the p̂-quadrature on the meter 2
can be written as the variance corresponding to Q̂1 and P̂2 in the covariance matrix for
the reduced state of the meters (2.61):

V COR(q̂) =(∆q)2 + (∆Q1)2 +
(κ− 1)2

4
(∆Q2)2,

V COR(p̂) =(∆p)2 +
(κ+ 1)2

4
(∆P1)2 + (∆P2)2.

(2.63)

Thus, the fidelity expression F1 for the modified Arthurs-Kelly scheme reads

FCOR
1 =

V COR(q̂)

N
+
V COR(p̂)

N
. (2.64)

We optimize the fidelity FCOR
1 with respect to the parameters ∆Q1 and ∆P2. The

optimal value of the fidelity FCOR
1 evaluates to

FCOR
1 OPT =

{
1+(∆q)2+(∆p)2

N
|κ| ≤ 1,

|κ|+(∆q)2+(∆p)2

N
|κ| > 1.

(2.65)

We note that the optimal fidelity FCOR
1 OPT for |κ| ≤ 1 equals the fidelity for the hetero-

dyne measurement FHet
1 (2.45).

The plot of the fidelity as a function of the coupling strength κ for a coherent state
ensemble is shown in Fig. 2.9(a). The results show that the estimation of the coherent
state ensemble using the modified Arthurs-Kelly scheme is best in the range |κ| ≤ 1,
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Figure 2.9: (a) Optimal fidelity FCOR
1 OPT for the modified Arthurs-Kelly scheme, repre-

sented by the solid curve, as a function of the coupling strength κ. The dashed curve rep-
resents the fidelity for the heterodyne measurement FHet

1 . (b) The plot of ∆Q1 (dashed)
and ∆P2 (dotted) for the optimal performance of the modified Arthurs-Kelly scheme as a
function of the coupling strength κ. We have considered an ensemble of coherent states
for both the plots.

which corresponds to uncorrelated probes. The corresponding value of ∆Q1 and ∆P2,
which optimizes the fidelity FCOR

1 turns out to be

∆Q1 =


√

1+κ
2

κ > 1,
√

1+κ
2

|κ| < 1,
√
−1−κ

2
κ < −1,

, ∆P2 =


√
−1+κ

2
κ > 1,

√
1−κ
2

|κ| < 1,
√

1−κ
2

κ < −1.

(2.66)

We have also plotted ∆Q1 and ∆P2 as a function of the coupling strength κ corre-
sponding to the optimal performance of the modified Arthurs-Kelly scheme in Fig. 2.9(b).
For the coupling strength κ = 0, the modified Arthurs-Kelly scheme reduces to the
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original Arthurs-Kelly scheme. This can also be verified from from Fig. 2.9(b), where
at κ = 0, ∆Q1 = ∆P1 = 1/2, which is the same as Eq. (2.49).

2.5 Discussion and Conclusion
In this chapter, we have explored the estimation of the mean and the variance of an
ensemble with a fixed number of identically prepared Gaussian states by employ-
ing various measurement schemes with view to compare their efficiencies. To carry
out the calculation, we employed the phase space formalism. Since we were dealing
with Gaussian states and quadratic Hamiltonians, the covariance matrix and symplec-
tic group techniques provided an elegant and intuitive way to handle the analysis. We
have provided analytical expressions of the fidelity of the mean and the variance es-
timation. The study of the fidelity expressions revealed that the optimal performance
of the Arthurs-Kelly scheme requires non-classical resources in the sense that the me-
ters should be initially prepared in a squeezed state; however, the optimal performance
of the sequential measurement only requires classical resources, i.e., the meter should
be initially prepared in a coherent state. Further, we showed that the optimal perfor-
mance of the Arthurs-Kelly scheme and the sequential measurement equal heterodyne
measurement for both the mean and the variance estimation. For mean estimation, the
analysis revealed that the performance of the homodyne measurement and the hetero-
dyne measurement is the same for a coherent state ensemble, whereas, for a squeezed
state ensemble, the heterodyne measurement performs better than the homodyne mea-
surement. For variance estimation, the homodyne measurement outperforms the het-
erodyne measurement for a squeezed coherent thermal state ensemble up to a certain
squeezing parameter range. Finally, we analyzed the relative performance of various
measurement schemes for an ensemble of Gaussian states with varying squeezing pa-
rameters. The results show that the heterodyne measurement always perform better
than the homodyne measurement for both the mean and the variance estimation. Fur-
ther, the optimal performance of the sequential measurement and the Arthurs-Kelly
scheme is equal to the heterodyne measurement for both the mean and the variance es-
timation. We then proceeded to a modified Hamiltonian in the Arthurs-Kelly scheme
that can correlate the two meters. The results show that the optimal performance of the
scheme can only be obtained when the meters are uncorrelated.

We expect that these results will find applications in various quantum information
and quantum communication protocols. One natural extension that we are pursuing is
to extend the analysis for Gaussian states squeezed in arbitrary directions. It would be
interesting to generalize the theory for non-Gaussian states, where we are required to
estimate higher order moments.
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Chapter 3

Optimal characterization of Gaussian
channels using
photon-number-resolving detectors

3.1 Introduction
In this chapter, we report a quantum state tomography (QST) scheme for Gaussian
states and quantum process tomography (QPT) scheme for Gaussian channels based
on photon number measurements. To measure the quadrature operators, homodyne
and heterodyne measurements are employed in general, which was the focus of Chap-
ter 2. However, the prospect of QST via photon number measurements has opened up
with the recent development of experimental techniques in photon-number-resolving-
detectors (PNRDs) [34, 35]. In this direction, Cerf et al. proposed a scheme to estimate
the trace and determinant of the covariance matrix of a Gaussian state using beam split-
ters and on-off detectors [121, 122]. In a similar effort, Parthasarathy et al. devised a
theoretical scheme to determine a Gaussian state by estimating its mean and covariance
matrix using passive and active optical elements and PNRDs [123].

Another ongoing quest in quantum information processing is the characterization
of quantum processes, which is formally called quantum process tomography (QPT).
For CV systems, several theoretical as well as experimental research works have al-
ready been carried out [66, 67, 68, 69, 124, 125, 126, 127, 128, 129]. Originally,
Lobino et al. characterized quantum processes using coherent state probes and homo-
dyne measurements [66]. In another scheme, Ghalaii et al. devised a coherent state
probe based QPT scheme, where they have measured normally-ordered moments using
homodyne detection [69]. In a similar direction, Parthasarathy et al. have character-
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ized Gaussian channel using QST schemes based on photon number measurements for
Gaussian states [123].

In this chapter, we present a variant of the scheme given by Parthasarathy et al. [123]
for QST of Gaussian states based on PNRDs, which utilizes less number of optical el-
ements. An n-mode Gaussian state is fully determined by its 2n first moments and
second-order moments arranged in the form of a covariance matrix, which has 2n2 +n
parameters. Therefore, we require a total of 2n2 +3n parameters to completely specify
an n-mode Gaussian state. To determine all the 2n2 + 3n parameters of the state, we
require exactly 2n2 + 3n distinct measurements, and thus our scheme based on photon
number measurements is optimal. We next turn to the characterization of Gaussian
channels, where we employ our QST scheme to estimate the output states correspond-
ing to coherent state probes. A Gaussian channel between two n-mode systems is
described by a pair of 2n× 2n real matrices A and B with B = BT ≥ 0, which satisfy
certain complete positivity and trace-preserving conditions [130, 131, 132]. Matrix A
is specified by 4n2 parameters, while matrix B is specified by 2n2 + n parameters,
and thus an n-mode Gaussian channel is completely described by 6n2 + n parame-
ters. We show that we can characterize a Gaussian quantum channel optimally, i.e.,
we require exactly 6n2 + n distinct measurements to determine all the 6n2 + n pa-
rameters of the Gaussian channel. To get an insight into the efficiency of the scheme,
we compare the variances of different transformed number operators arising in our
QST scheme. Finally, we express the variance of the quadrature operators in terms of
variances of transformed number operators. In CV quantum key distribution (QKD)
protocols, we need to send an intense local oscillator pulse along with the signal pulse
for reference purpose, which is in itself a difficult task and can also lead to security
loopholes [133, 134]. The PNRDs based measurement scheme proposed in this chap-
ter does not require an intense local oscillator pulse, and thus may be quite effective in
CV-QKD protocols.

The chapter is structured as follows. In Sec. 3.2, we describe our optimal QST
scheme based on PNRDs for Gaussian states. In Sec. 3.3, we present the scheme
for the optimal characterization of Gaussian channels. In Sec. 3.4, we compare the
variances of different transformed number operators arising in the state tomography
scheme. Finally, in Sec. 4.4, we provide conclusions based on our results.

3.2 Estimation of Gaussian states using photon num-
ber measurements

In this section, we describe a modified version of the original QST scheme reported
in [123]. The original QST scheme uses active as well as passive optical elements
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and PNRDs to estimate the mean and covariance matrix of a Gaussian state. Our QST
scheme uses less number of optical elements and thus provides an economical imple-
mentation of the scheme. In the scheme, photon number measurement is performed on
the original and transformed Gaussian states. The involved transformations or gates are
displacement, phase rotation, single mode squeezing, and beam splitter operation de-
noted by D̂i(q, p), U(Ri(θ)), U(Si(r)), and U(Bij(θ)), respectively. However, before
proceeding further with the QST scheme, we define our system and evaluate averages
of transformed number operators that shall be required later.

3.2.1 Mean of transformed number operators
For this work, we consider an n-mode Gaussian state described by n pairs of Hermitian
quadrature operators q̂i, p̂i (i = 1 , . . . , n). Our system can also be described by field
annihilation and creation operators âi and â†i (i = 1, 2, . . . , n), which are related to the
quadrature operators according to Eq. (1.26). The number operator for the ith mode
and total number operator for the n-mode system can be written as

N̂i =âi
†âi =

1

2

(
q̂i

2 + p̂i
2 − 1

)
, (3.1a)

N̂ =
n∑
i=1

N̂i. (3.1b)

For calculation simplicity, we work in the phase space formalism using the Wigner
function description. Our n-mode system can be represented by 2n phase space vari-
ables ξ = (q1, p1, . . . , qn, pn)T . The Wigner distribution for a Gaussian state can be
written as [15]

W (ξ) =
exp[−(1/2)(ξ − d)TV −1(ξ − d)]

(2π)n
√

detV
, (3.2)

where d is the displacement, and V is the covariance matrix of the Gaussian state
in phase space. We now evaluate averages of transformed number operators that are
required later, in phase space formalism. Since the total number operator

N̂ =
n∑
j=1

N̂i =
1

2

n∑
j=1

(
q̂i

2 + p̂i
2 − 1

)
(3.3)

is symmetrically ordered in q̂ and p̂ operators, the average number of photons 〈N̂〉 for
the n-mode Gaussian state can be evaluated as follows in the phase space formalism
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using the Wigner distribution [123, 135]:

〈N̂〉 =
1

2

n∑
j=1

∫
d2nξ

(
q2
i + p2

i − 1
)
W (ξ) =

1

2

[
Tr
(
V − 1

2
12n

)
+ ||d||2

]
.

(3.4)

In the Schrödinger picture, quantum states transform as ρ → UρU† under a unitary
transformation U, while in the Heisenberg picture, the number operator transforms as
N̂ → U†N̂ U. Since the displacement operator, D(r), transforms the mean of the
Gaussian state as d → d+ r, the average number of photon for a state transformed
via a displacement operator D(r) can be written as

〈D̂(r)†N̂D̂(r)〉 =
1

2

[
Tr
(
V − 1

2
12n

)
+ ||d+ r||2

]
. (3.5)

Therefore,

〈D̂(r)†N̂D̂(r)〉 − 〈N̂〉 =
1

2

(
||d+ r||2 − ||d||2

)
. (3.6)

Further, using Eqs. (3.4) and (1.106), the average of the number operator after a meta-
plectic transformation Û(S) of the state can be readily evaluated as

〈Û(S)†N̂Û(S)〉 =
1

2
Tr
(
V STS − 1

2
12n

)
+

1

2
dTSTSd. (3.7)

Therefore,

〈Û(S)†N̂Û(S)〉 − 〈N̂〉 =
1

2
Tr
[
V (STS − 12n)

]
+

1

2
dT (STS − 12n)d. (3.8)

The above derived expressions will be helpful in relating the Gaussian state parameters
to photon number measurements, as we shall see later. We now resume the discussion
of our QST scheme.

3.2.2 Mean estimation
To estimate the mean of an n-mode Gaussian state, we first obtain 〈N̂〉 by measuring
the photon number of the original state. We then measure the photon number of the
state that has been displaced by a unit amount along one of the 2n phase space vari-
ables. In Fig. 3.1, we show displacement gate D̂i(1, 0) acting on the ith mode, which
displaces the original state by a unit amount along q̂i quadrature. We consider two dis-
tinct photon number measurements, when the original state has been transformed by
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Figure 3.1: Scheme for the estimation of the mean of an n-mode Gaussian state. For
estimating the mean of q̂i-quadrature, we displace the q̂i-quadrature by a unit amount by
applying a displacement gate D̂i(1, 0) before measuring the photon number of each of the
modes.

displacement operator D̂i(1, 0) and D̂i(0, 1), providing us 〈D̂i(1, 0)†N̂D̂i(1, 0)〉 and
〈D̂i(0, 1)†N̂D̂i(0, 1)〉. We, therefore, obtain by using Eq. (3.6):

〈D̂i(1, 0)†N̂D̂i(1, 0)〉 − 〈N̂〉 =
1

2
(1 + 2dqi) ,

〈D̂i(0, 1)†N̂D̂i(0, 1)〉 − 〈N̂〉 =
1

2
(1 + 2dpi) , (3.9)

which can be rewritten as

dqi = 〈D̂i(1, 0)†N̂D̂i(1, 0)〉 − 〈N̂〉 − 1

2
,

dpi = 〈D̂i(0, 1)†N̂D̂i(0, 1)〉 − 〈N̂〉 − 1

2
. (3.10)

Thus, once the values of 〈D̂i(1, 0)†N̂D̂i(1, 0)〉, 〈D̂i(0, 1)†N̂D̂i(0, 1)〉, and 〈N̂〉 have
been obtained, we can estimate the mean values of q̂i and p̂i-quadratures. Therefore,
we need to make 2n photon number measurements after displacing the state by a unit
amount along 2n different phase space variables along with photon number measure-
ment on the original state in order to obtain all the 2n elements of the mean d of the
Gaussian state. To measure these averages, we need to repeat the measurements many
times. Further, we can estimate Tr(V ) once the mean d of the Gaussian state has been
estimated.

Tr(V ) = 2〈N̂〉 − ||d||2 + n. (3.11)

Thus, a total of 2n + 1 photon number measurements is required to estimate 2n el-
ements of the mean d and the trace of the covariance matrix Tr(V ) of the Gaussian
state.
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3.2.3 Estimation of intra-mode covariance matrix
We take the covariance matrix of the n-mode Gaussian state of the following form for
the convenience of calculations:

V =


V1,1 V1,2 · · · V1,n

V2,1
. . . . . . ...

... . . . . . . Vn−1,n

Vn,1 · · · Vn,n−1 Vn,n

 , (3.12)

where Vi,j is a 2× 2 matrix. Also, we take the mean and intra-mode covariance matrix
for mode i (or covariance matrix of the marginal state of mode i) as follows:

di =

(
dqi
dpi

)
, Vi,i =

(
σqq σqp
σqp σpp

)
. (3.13)

To estimate the intra-mode covariance matrix, we apply a single-mode symplectic gate
Pi(r, φ) comprising of a squeezer followed by a phase shifter acting on the ith mode of
the Gaussian state before measuring photon number on each of the modes. The gate
Pi(r, φ) is mathematically represented as

Pi(r, φ) = Si(r)Ri(φ) =

(
e−r 0
0 er

)(
cosφ sinφ
− sinφ cosφ

)
. (3.14)

Figure 3.2 illustrates the measurement scheme for the estimation of the intra-mode
covariance matrix of the ith mode of the Gaussian state.

.

.

.

.

.

.

.

.

.

.

.

.

Modes PNRD

Phase
shifter

Squeezer

Figure 3.2: Scheme for the estimation of the intra-mode covariance matrix of an n-mode
Gaussian state. For estimating the intra-mode covariance matrix of the ith mode, we apply
a phase shifter U(Ri(φ))) followed by a squeezer U(Si(r)) on the ith mode of the state
before measuring the photon number of each of the modes.
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Equation (3.8) reduces to the following under the action of single-mode symplectic
gate Pi(r, φ):

〈Û(Pi)
†N̂Û(Pi)〉 − 〈N̂〉 =

1

2
Tr
[
Vi,i(P

T
i Pi − 12)

]
+

1

2
dTi (P T

i Pi − 12)di, (3.15)

where

P T
i Pi =

(
e−2r cos2 φ+ e2r sin2 φ − sinh 2r sin 2φ
− sinh 2r sin 2φ e−2r sin2 φ+ e2r cos2 φ

)
. (3.16)

For compactness, we define

P T
i Pi − 12 =

(
k1 k3

k3 k2

)
, (3.17)

and thus Eq. (3.15) becomes

〈Û(Pi)
†N̂Û(Pi)〉 − 〈N̂〉 =

1

2

[
k1σqq + k2σpp + 2k3σqp

+ k1dqi
2 + k2dpi

2 + 2k3dqidpi

]
.

(3.18)

We get the following on the rearrangement of the above equation:

k1σqq + k2σpp + 2k3σqp = 2
(
〈Û(Pi)

†N̂Û(Pi)〉 − 〈N̂〉
)

− (k1dqi
2 + k2dpi

2 + 2k3dqidpi).
(3.19)

The above equation has three unknown parameters σqq, σpp, and σqp since dqi and dpi
have already been estimated in Sec. 3.2.2 (Eq. (3.10)). In order to estimate these three
unknown parameters, we choose three proper combinations of squeezing parameter r
and phase rotation angle φ such that the corresponding photon number measurements
on the Pi transformed Gaussian state yield the unknown parameters. We present one
such triplet of combinations below.

(i) For er =
√

2 and φ = 0, we get

−1

2
(σqq − 2σpp) = c1. (3.20)

(ii) For er =
√

3 and φ = 0, we get

−2

3
(σqq − 3σpp) = c2. (3.21)
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(iii) For er =
√

2 and φ = π/4, we get

1

4
(σqq + σpp − 6σqp) = c3. (3.22)

Here c1, c2, and c3 represent the right-hand side (RHS) of Eq. (3.19), which can be
easily determined once the photon number distribution has been measured on the
transformed Gaussian states. Matrix elements σqq and σpp can be obtained by solv-
ing Eqs. (3.20) and (3.21), which can be substituted in Eq. (3.22) to yield σqp. Thus,
the estimation of Vi,i requires three distinct photon number measurements on the trans-
formed Gaussian states. Therefore, for the estimation of all Vi,i (1 ≤ i ≤ n − 1),
we require 3(n − 1) measurements. However, for the estimation of Vn,n, we need to
estimate σqp and one of σqq or σpp, as Tr(V ) has already been estimated. Thus, the
estimation of all the parameters of the intra-mode covariance matrix Vi,i (1 ≤ i ≤ n)
of a Gaussian state require a total of 3(n − 1) + 2 = 3n − 1 distinct photon number
measurements.

3.2.4 Estimation of inter-mode correlations matrix
To estimate the inter-mode correlations matrix, we apply two-mode symplectic opera-
tions on the Gaussian state before measuring the photon number of each of the modes.
The covariance matrix of the reduced state of the i and j modes can be written as
follows using the notation of Eq. (3.12):(

Vi,i Vi,j
V T
i,j Vj,j

)
. (3.23)

We note that i < j need not be successive modes. Here we need to estimate only Vi,j ,
the inter-mode correlations matrix corresponding to the modes i and j, since Vi,i and
Vj,j has already been estimated in Sec. 3.2.3. We assume the elements of matrix Vi,j as

Vi,j =

(
γqq γqp
γpq γpp

)
. (3.24)

The two-mode symplectic gate consists of the following three optical elements in the
order given: a phase shifter acting on the ith mode, a balanced beam splitter acting on
modes i and j, and a squeezer acting on mode i. The symplectic transformation matrix
for the aforementioned gate is given by

Qij(r, φ) = (Si(r)⊕ 12)Bij

(π
4

)
(Ri(φ)⊕ 12),

=

(
Si(r) 0

0 12

)
1√
2

(
12 12

−12 12

)(
Ri(φ) 0

0 12

)
.

(3.25)
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The schematic representation of the measurement scheme for the estimation of the
inter-mode correlations matrix Vi,j is illustrated in Fig. 3.3.

Phase
shifter

Squeezer

Beam Splitter

Modes PNRD
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Figure 3.3: Scheme for estimation of inter-mode correlations matrix of an n-mode Gaus-
sian state. For estimating the inter-mode correlations matrix of the modes i and j, we
first apply a phase shifter U(Ri(φ))) on the ith mode followed by a balanced beam splitter
U(Bij(

π
4 ))) on i and j modes of the state. Finally, we apply a squeezer U(Si(r)) on the

ith mode of the state before measuring the photon number of each of the modes.

Equation (3.8) reduces to the following under the action of the gate Qij(r, φ) on
the modes i and j of the Gaussian state:

〈Û(Qij)
†N̂Û(Qij)〉 − 〈N̂〉 =

1

2
Tr
[(

Vi,i Vi,j
V T
i,j Vj,j

)(
K − 12 M
MT L− 12

)]

+
1

2


dqi
dpi
dqj
dpj


T (

K − 12 M
MT L− 12

)
dqi
dpi
dqj
dpj

 ,

(3.26)

where we have used

QT
ijQij =

(
K M
MT L

)
. (3.27)

Using the following simplified form of trace

Tr
[(

Vi,i Vi,j
V T
i,j Vj,j

)(
K − 12 M
MT L− 12

)]
= Tr [Vi,i(K − 12) + Vj,j(L− 12)] + 2Tr

[
Vi,jM

T
]
,

(3.28)
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and a rearrangement of Eq. (3.26) leads to the equation

Tr
[
Vi,jM

T
]

= 〈Û(Qij)
†N̂Û(Qij)〉 − 〈N̂〉 −

1

2
Tr [Vi,i(K − 12) + Vj,j(L− 12)]

− 1

2


dqi
dpi
dqj
dpj


T (

K − 12 M
MT L− 12

)
dqi
dpi
dqj
dpj

 .

(3.29)
The left-hand side (LHS) of the above equation can be written as following after taking
the trace:

Tr
[
Vi,jM

T
]

=
1

2

[ (
e−2r − 1

)
cosφ γqq +

(
e2r − 1

)
cosφ γpp

+
(
1− e2r

)
sinφ γqp +

(
e−2r − 1

)
sinφ γpq

]
. (3.30)

Since various terms, for instance, Vi,i, Vj,j , dqi , dpi , dqj , dpj , have already been es-
timated, the four unknowns γqq, γpp, γqp, γpq on the LHS of Eq. (3.29) can be es-
timated by performing four distinct photon number measurements on the Qij trans-
formed Gaussian states for proper combinations of squeezing parameter r and phase
rotation angle φ. We present one such quartet of combinations below to determine the
four unknowns.

(i) For er =
√

2 and φ = 0, we get

−1

4
(γqq − 2γpp) = d1. (3.31)

(ii) For er =
√

3 and φ = 0, we get

−1

3
(γqq − 3γpp) = d2. (3.32)

(iii) For er =
√

2 and φ = π/2, we get

−1

4
(2γqp + γpq) = d3. (3.33)

(iv) For er =
√

3 and φ = π/2, we get

−1

3
(3γqp + γpq) = d4. (3.34)
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Here d1, d2, d3, and d4 corresponds to the RHS of Eq. (3.29), which can be easily
determined once the photon number distribution has been measured on the transformed
Gaussian states. Parameters γqq and γpp can be obtained by solving Eqs. (3.31) and
(3.32), while γqp and γpq can be obtained by solving Eqs. (3.33) and (3.34). Since
the correlations matrix Vi,j estimation requires four distinct measurements, estimation
of all the inter-mode correlations matrices of the n-mode Gaussian states thus require
4×n(n−1)/2 = 2n(n−1) measurements. The total number of measurements add up
to (2n+ 1) + (3n− 1) + 2n(n− 1) = 2n2 + 3n, and therefore estimation of 2n2 + 3n
parameters of the n-mode Gaussian state require 2n2 + 3n measurements. Thus, our
tomography scheme for Gaussian states using photon number measurements is optimal
in the sense that we require exactly the same number of distinct measurements as the
number of independent real parameters of the Gaussian state. Table 3.1 summarizes
the above results.

Table 3.1: Tomography of an n-mode Gaussian state by photon number measurements

Estimate type Parameter Gaussian Measurement
number operations number

Mean (d) 2n Displacement 2n+ 1

Intra-mode 3n Phase shifter, squeezer 3n− 1

covariance (Vi,i)
Inter-mode 2n(n− 1) Phase shifter, squeezer, 2n(n− 1)

correlations (Vi,j) beam splitter

Total 2n2 + 3n 2n2 + 3n

3.3 Characterization of Gaussian channels
In this section, we employ the QST scheme developed in Section 3.2 for the characteri-
zation of a Gaussian channel using coherent state probes [66, 67, 124]. Gaussian chan-
nels are those channels that transform Gaussian states into Gaussian states [131, 132].
A Gaussian channel between two n-mode systems is described by a pair of 2n × 2n
real matrices A and B with B = BT ≥ 0 [130]. The matrices A and B are determined
by a total of 4n2 + 2n(2n+ 1)/2 = 6n2 + n real parameters and satisfy the following
complete positivity and trace preserving condition:

B + iΩ− iAΩAT ≥ 0. (3.35)
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A Gaussian state with mean d and covariance matrix V transform as follows under the
action of the Gaussian channel:

d→ Ad, V → AV AT +
1

2
B. (3.36)

Modes

PNRD
Gates

Displacement
operator

vacuum state coherent state

Probe state Output state

Gaussian
channel

Figure 3.4: Scheme for a complete characterization of an n-mode Gaussian channel. We
displace the q̂i quadrature by applying the displacement operator D̂i(1, 0) on an n-mode
vacuum state to obtain one of the coherent state probes. A total of 2n distinct coherent
state probes, prepared by displacing the n-mode vacuum state along one of the 2n different
phase space variables, are sent into the channel, and the corresponding output states are
fully or partially tomographed using photon number measurements. Gates indicate single
and two-mode optical elements involved in state tomography as described in Sec. 3.2.

We again follow the scheme given in [123]. The scheme requires 2n distinct co-
herent state probes, which can be generated by displacing n-mode vacuum state by
a unit amount along one of the 2n different phase space variables. These coherent
state probes are sent through the channel, and the corresponding output states are fully
or partially tomographed using photon number measurements. Figure 3.4 shows the
schematic diagram. The information thus obtained about the output state parameters
allows us to characterize the Gaussian channel. We now proceed to discuss the ex-
act scheme with mathematical details. We define a 2n dimensional column vector as
follows for convenience:

ej = (0, 0, . . . , 1, . . . , 0, 0)T , (3.37)

with 1 present at the j th position. An n-mode vacuum state |0〉 has the following mean
and covariance matrix:

d = 0, V =
1

2
12n. (3.38)
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We displace the n-mode vacuum state by a unit amount along n different q̂-quadratures
to generate the first set of n coherent state probes. For example, the displacement
operator D̂j(1, 0) acts on the n-mode vacuum state to give one of the coherent state
probe displaced by a unit amount along q̂j quadrature:

|e2j−1〉 = D̂j(1, 0)|0〉. (3.39)

The mean and covariance matrix of the coherent state |e2j−1〉 is given by

d = e2j−1, V =
1

2
12n. (3.40)

After passing through the Gaussian channel, the mean and covariance matrix of the
probe state |e2j−1〉 transform as per Eq. (3.36):

dG = Ae2j−1, VG =
1

2
(AAT +B). (3.41)

A full state tomography is performed on the output state ρG (j = 1) corresponding
to the coherent state probe |e1〉, which requires 2n2 +3nmeasurements. This gives the
matrix AAT +B and the first column of matrix A. We then measure only the mean of
the rest of the output state ρG (2 ≤ j ≤ n), which allows us to estimate the remaining
odd columns of matrix A.

However, as mentioned in Sec. 3.2.2, we have to make 2n + 1 measurements to
estimate the 2n parameters of the mean vector dG. This leads to the overshooting of
the number of measurements compared to the number of channel parameters, which
renders the scheme non-optimal. Here we notice that since all the output states have the
same covariance matrix, Tr(V ) = Tr(AAT + B)/2 is also the same for all the output
states, which has already been obtained during the full state tomography of the first
output state (j = 1). We now exploit this fact to obtain the value of 〈N̂〉 for the other
output states (2 ≤ j ≤ n), which results in an optimal characterization of the Gaussian
channel. We make 2n measurements on the displaced output state ρG (j = 2), which
yields 2n equations:

dqi =〈D̂i(1, 0)†N̂D̂i(1, 0)〉 − 〈N̂〉 − 1

2
, 1 ≤ i ≤ n,

dpi =〈D̂i(0, 1)†N̂D̂i(0, 1)〉 − 〈N̂〉 − 1

2
, 1 ≤ i ≤ n.

(3.42)

We put dqi and dpi (1 ≤ i ≤ n) in Eq. (3.11) and get a quadratic equation in 〈N̂〉. After
solving for 〈N̂〉, we substitute its value in Eq. (3.42) to obtain dqi and dpi (1 ≤ i ≤ n).
Thus, for the other output states ρG (2 ≤ j ≤ n), we require only 2n measurements to
estimate the mean vector dG.

75



3. Optimal characterization of Gaussian channels using
photon-number-resolving detectors

We now displace the n-mode vacuum state by a unit amount along n different p̂-
quadratures to generate the other set of n coherent state probes. For example, displace-
ment operator D̂j(0, 1) acts on the n-mode vacuum state to give one of the coherent
state probe displaced by a unit amount along p̂j quadrature:

|e2j〉 = D̂j(0, 1)|0〉. (3.43)

The mean and covariance matrix of the coherent state |e2j〉 are given by

d = e2j, V =
1

2
12n. (3.44)

After passing through the Gaussian channel, the mean and covariance matrix of the
probe state |e2j〉 transform as per Eq. (3.36):

dG = Ae2j, VG =
1

2
(AAT +B). (3.45)

We again measure only the mean for the output states ρG (1 ≤ j ≤ n) correspond-
ing to the p̂-displaced coherent state probes. This allows us to determine all the even
columns of matrix A, which lead to the complete specification of matrix A as we have
already determined odd columns of matrix A using the first set of q̂-displaced coherent
state probes. Further, matrix B is also determined as matrix AAT + B was already
known from the full state tomography on the first coherent state probe. Thus, the to-
tal number of measurements add up to 2n2 + 3n + 2n(2n − 1) = 6n2 + n, which is
exactly equal to the number of parameters specifying a Gaussian channel. Table 3.2
summarizes the result. Thus by exploiting the fact that Tr(V ) is the same for all the
output states corresponding to coherent state probes input, we eliminate the need for
extra 2n − 1 measurements as reported by Parthasarathy et al. [123], which leads to
the optimality of our scheme. We note here that the scheme is optimal even when the
coherent state probes have different mean since Tr(V ) is the same for all the output
states in this case too.

3.4 Variance in photon number measurements
We analyze and compare the variance of the photon number of the original and gate
transformed states, which were required for the QST in Sec. 3.2. This analysis will
offer us an insight into the quality of our estimates of the Gaussian states and channels.

We again work in phase space formalism to evaluate the variance of the photon
number. The square of the number operator can be written in a symmetrically ordered
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Table 3.2: Tomography of an n-mode Gaussian channel

Coherent state Information Measurement number
probe obtained

q̂-displaced Odd columns ofA&
(AAT +B)

2n2 + 3n+ (n− 1)× 2n

p̂-displaced Even columns of A n× 2n

Total 6n2 + n

form as follows:

N̂2 =
1

4

n∑
i,j=1

(
q̂i

2 + p̂i
2 − 1

) (
q̂j

2 + p̂j
2 − 1

)
{N̂2}sym = f(q̂, p̂) =

1

4

n∑
i,j=1
i 6=j

(
q̂i

2 + p̂i
2 − 1

) (
q̂j

2 + p̂j
2 − 1

)

+
1

4

n∑
i=1

[
q̂i

4 + p̂i
4 − 2q̂i

2 − 2p̂i
2 +

1

3
(q̂2
i p̂

2
i + q̂ip̂iq̂ip̂i + q̂ip̂

2
i q̂i)

]
.

(3.46)

Thus, the average of N̂2 can be evaluated in a straightforward manner in phase space
formalism using the expression

〈N̂2〉 =

∫
d2nξ f(q, p)W (ξ). (3.47)

Using the above equation and Eq. (3.4), the variance of number operator can be ex-
pressed in an elegant form as [123, 135, 136]

Var(N̂) = 〈N̂2〉 − 〈N̂〉2 =
1

2
Tr
[(
V − 1

2
12n

)(
V +

1

2
12n

)]
+ dTV d. (3.48)

To get some intuition about the mean and variance of the photon number, we consider
a single-mode Gaussian state with mean d = (u, u)T and covariance matrix

V (β) =
1

2
(2N + 1)R(β)S(2s)R(β)T , (3.49)
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where N is the thermal noise parameter, β is the phase shift angle, and s is the squeez-
ing. The mean and variance of the number operator for the above state are given by

〈N̂〉 = N cosh 2s+ sinh2 s+ u2,

Var(N̂) =

(
N +

1

2

)2

cosh 4s− 1

4

+2u2

(
N +

1

2

)
(cosh 2s+ sin 2β sinh 2s) . (3.50)

It can be seen from the above equation that the mean photon number depends only
on displacement u and squeezing s of the state, whereas the variance of the photon
number depends on all three parameters, displacement u, squeezing s, and phase shift
angle β of the state. The variance of the displaced number operator is given by

Var
(
D̂(r)†N̂D̂(r)

)
= (d+ r)TV (d+ r) +

1

2
Tr
[(
V − 1

2
12n

)(
V +

1

2
12n

)]
.

(3.51)
We show the plots of 〈N̂〉 and 〈D†(1, 0)N̂D(1, 0)〉 as a function of displacement

parameter u for a single-mode squeezed coherent thermal state (3.49) in Fig. 3.5(a).
The plots reveal that while 〈D†(1, 0)N̂D(1, 0)〉 is larger than 〈N̂〉, the mean value of
both the operators increases with the displacement parameter u. Further, Fig. 3.5(b)
reveals that mean values 〈N̂〉 and 〈D†(1, 0)N̂D(1, 0)〉 also increase with squeezing s.
Fig. 3.5(c) plots the variance of the operators N̂ and D†(1, 0)N̂D(1, 0) as a function
of displacement parameter u. The plots reveal that while the variance of operator
D†(1, 0)N̂D(1, 0) is larger than the variance of the operator N̂ , the variance of both
the operators increase with displacement parameter u. Similarly, Fig. 3.5(d) reveals
that the variance of the operators N̂ and D†(1, 0)N̂D(1, 0) increases with squeezing s.

The variance of the photon number after a symplectic transformation S of the state
is given by

Var
(
U(S)†N̂U(S))

)
= dTV d+

1

2
Tr
[(
SV ST − 1

2
12n

)(
SV ST +

1

2
12n

)]
.

(3.52)
The variance of the number operator under the action of Pi(r, φ) gate (Eq. (3.14))

for different values of the parameters r and φ (Eqs. (3.20)-(3.22)) has been compared
using the above expression. Figure 3.6(a) shows the plots of the variance of different
Pi(r, φ) gate transformed number operators as a function of displacement u for the
single-mode squeezed coherent thermal state (3.49). The plots reveal that the variance
of different Pi(r, φ) gate transformed number operators increase with displacement u.
While the variance of U†(P )N̂U(P ) with er =

√
2, φ = π/4 is always lower than the

variance of N̂ and the variance of U†(P )N̂U(P ) with er =
√

3, φ = 0 is always higher
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Figure 3.5: For all four panels, single-mode squeezed coherent thermal state (3.49) with
parameters β = π/3 and N = 1 has been considered. Mean and variance of N̂ have been
represented by the solid black line, while mean and variance of D†(1, 0)N̂D(1, 0) have
been represented by the dashed red line. (a) Mean photon number versus displacement
u. (b) Mean photon number versus squeezing s. (c) Variance of photon number versus
displacement u. (d) Variance of photon number versus squeezing s.

than the variance of N̂ , the variance of U†(P )N̂U(P ) with er =
√

2, φ = 0 crosses
over the variance of N̂ at a certain value of displacement u. Figure 3.6(b) shows the
plots of the variance of the photon number as a function of squeezing parameter s. The
plots reveal that the variance of different Pi(r, φ) gate transformed number operators
shows a similar dependence on squeezing s as that of displacement u.

In order to compare the variance of the photon number under the action of two
mode gates Qij(r, φ) (Eq. (3.25)), we consider a two mode Gaussian state with mean
a = (u, u, u, u)T and covariance matrix V

V = B12

(π
4

)
[V (β1)⊕ V (β2)]B12

(π
4

)T
, (3.53)

where V (β) has already been defined in Eq. (3.49). The variance of the Qij(r, φ) gate
transformed number operator corresponding to the above state can be evaluated using
Eq. (3.52). Figure 3.6(c) shows the plots of the variance of the different Qij(r, φ)
gate transformed number operators as a function of displacement u for two-mode
squeezed coherent thermal state (3.53). The plots reveal that the variance of the differ-
ent Qij(r, φ) gate transformed number operators increases with displacement. While
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the variance of U†(Q)N̂U(Q) with er =
√

2, φ = 0, and er =
√

3, φ = 0 always
remain higher than the variance of N̂ , the variance of U†(Q)N̂U(Q) with er =

√
2,

φ = π/2 and er =
√

3, φ = π/2 crosses over the variance of N̂ at a certain value of the
displacement parameter u. Figure 3.6(d) shows the plots of the variance of different
Qij(r, φ) gate transformed number operators as a function of squeezing s. The plots
reveal that the squeezing dependence of different variances exhibits a similar trend as
that of dependence on displacement.
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Figure 3.6: (a) Variance of photon number versus displacement u for single-mode
squeezed thermal state (3.49). (b) Variance of photon number versus squeezing s for
single-mode squeezed thermal state (3.49). For both panel (a) and (b), different lines rep-
resent Var(U†(P )N̂U(P )) with er =

√
2, φ = 0 (red dashed), er =

√
3, φ = 0 (orange

dotted), er =
√

2, φ = π/4 (purple dot dashed), while the solid black line represents
Var(N̂), and parameter β = π/3. (c) Variance of photon number versus displacement u
for two-mode squeezed coherent thermal state (3.53). (d) Variance of photon number ver-
sus squeezing s for two-mode squeezed coherent thermal state (3.53). For both panel (c)

and (d), different lines represent Var(U†(Q)N̂U(Q)) with er =
√

2, φ = 0 (red dashed),
er =

√
3, φ = 0 (orange dotted), er =

√
2, φ = π/2 (purple dot dashed), er =

√
3,

φ = π/2 (magenta large dashed), while the solid black line represents Var(N̂). Thermal
parameter has been set as N = 1 for all four panels.

To see the quality of estimation, we express the variance of estimated Gaussian
parameters in terms of the variances of transformed number operators. For an n-mode
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system, quadrature operators q̂i and p̂i can be expressed as

q̂i = D̂i(1, 0)†N̂D̂i(1, 0)− N̂ − 1

2
,

p̂i = D̂i(0, 1)†N̂D̂i(0, 1)− N̂ − 1

2
. (3.54)

We note that taking the average of the above equation yields Eq. (3.10). Since N̂ and
D̂i(1, 0)†N̂D̂i(1, 0) are measured on different states, these operators are uncorrelated
and the expressions for the variance of the quadratures can be written as

Var(q̂i) = Var(D̂i(1, 0)†N̂D̂i(1, 0)) + Var(N̂),

Var(p̂i) = Var(D̂i(0, 1)†N̂D̂i(0, 1)) + Var(N̂). (3.55)

Here Var(q̂i) and Var(p̂i) represent the quality of estimation of quadrature q̂i and p̂i, re-
spectively. As can be seen from the above analysis that both Var(q̂i) and Var(p̂i) depend
on displacement u and squeezing s. An optimization of displacement gate Di(qi, pi)
parameters qi and pi is required in order to minimize Var(q̂i) and Var(q̂i). Such opti-
mization is needed for the best estimation of Gaussian state parameters. Similarly, we
can write q̂2

i as

q̂2
i = 6

[
Û(Pi)

†N̂Û(Pi)︸ ︷︷ ︸
er=
√

3,φ=0

−2 Û(Pi)
†N̂Û(Pi)︸ ︷︷ ︸

er=
√

2,φ=0

−N̂
]
. (3.56)

Thus the variance of q̂2
i becomes

Var(q̂2
i ) = 6

[
Var(Û(Pi)

†N̂Û(Pi))︸ ︷︷ ︸
er=
√

3,φ=0

+2 Var(Û(Pi)
†N̂Û(Pi))︸ ︷︷ ︸

er=
√

2,φ=0

+Var(N̂)

]
. (3.57)

It can be seen from the above analysis that the variance of q̂2
i also depends on both

displacement u and squeezing s. An optimization of Pi(r, φ) gate parameters in order
to minimize Var(q̂2

i ) is required in this case too. Likewise, we can express various
intra-mode correlation terms such as Var(p̂2

i ) and Var(q̂ip̂i), as well as various inter-
mode correlation terms such as Var(q̂iq̂j) and Var(q̂ip̂j) in terms of the variances of
different transformed number operators.

3.5 Concluding remarks
In this chapter, we report photon number measurements based Gaussian state tomog-
raphy and Gaussian process tomography scheme. While the work builds upon the
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scheme given in [123], the current scheme provides an optimal solution to the problem,
with a smaller number of optical elements, which makes the scheme more accessible to
experimentalists. After describing our optimal scheme for Gaussian state tomography,
we use it for the estimation of a Gaussian channel in an optimal way, where we require
a total number of 6n2 + n measurements to estimate 6n2 + n parameters specifying a
Gaussian channel. Here we have exploited the fact that Tr(V ) is the same for all the
output states corresponding to coherent state probes with the same or different mean.
Value of Tr(V ) obtained from the full state tomography of the first output state can be
used to estimate 〈N̂〉 for each of the remaining coherent state probes, which renders
the scheme optimal. This, in some sense, completes the problem of finding an optimal
solution of the Gaussian channel characterization posed in [123].

We note here that the scheme proposed in this chapter is an improvement over
existing schemes based on PNRDs and not the traditional homodyne and heterodyne
measurement schemes. Similarly, the optimality demonstrated is in terms of numbers
of distinct measurements performed, where each distinct measurement has to be per-
formed several times to estimate the averages. Several efforts have already been made
to develop measurement schemes using weak oscillators and PNRDs [83, 137], which
could be quite beneficial in scenarios where strong local oscillators are not available,
which are required for homodyne measurements. Thus, our scheme based on PNRDs
is an advancement in this direction as it requires no local oscillator. We expect that with
the photon number measurements becoming more and more feasible in recent times,
our scheme can be easily implemented in the near future. In current analysis, we have
considered estimation of Gaussian states using PNRDs, while prevalent homodyne and
heterodyne measurement scheme can estimate even non-Gaussian states. In principle,
the current PNRDs based scheme can be extended to non-Gaussian states, however, it
requires further investigation.

The study of variance in photon number measurements of the original and trans-
formed states reveals that the variance increases with the mean or displacement and
squeezing parameter of the state. Thus, this scheme is preferable for states with small
mean and squeezing values. One direction of research could be to improve the scheme
performance for states with large mean values. In order to extract information about
the parameters of the state, we have chosen certain specific values of gate parame-
ters (see Eqs. (3.20)-(3.22) or Eqs. (3.31)-(3.34)). The effect of different values of
gate parameters on the quality of estimates and determination of optimal parameters
that maximize the performance of the scheme needs further investigation. Further, the
consequences of inefficient PNRDs [138] on Gaussian state tomography and Gaussian
process tomography needs to be explored. The results of this chapter are published in
Phys. Rev. A 102, 012616 (2020).
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Chapter 4

Using Multiphoton Bell’s inequalities
to unearth nonlocality of continuous
variable states

4.1 Introduction
In their famous 1935 paper, Einstein, Podolsky, and Rosen, despite their controversial
conclusion, brought out some of the strangest features of the Quantum Theory [8]. The
idea of an entangled state was introduced in this paper, and was elaborated in subse-
quent papers by Schrödinger [9, 10]. These discussions by Schrödinger further, led to
the concept of steering. Later on, Bell introduced the concept of quantum nonlocality
in contrast to Einsteinian locality [11]. Entanglement, steering, and nonlocality are
all examples of nontrivial quantum correlations, and have turned out to be indispens-
able resources in quantum information processing [12, 139]. The violation of a Bell
inequality indicates nonlocality, which is the strongest form of all quantum correla-
tions [140]. The concept of non locality is useful in a wide range of areas including
quantum communication and secure quantum key distribution [141, 142, 143, 144,
145]. Although the original EPR paper considered continuous variable (CV) systems,
most of the subsequent research in the field of nonlocality and its violation have been
done using discrete variable (DV) systems. The most famous version of Bell inequality,
known as CHSH inequality, was formulated for the DV two dimensional bipartite sys-
tems [54, 55]. Since the CHSH inequality is valid only for bipartite two-dimensional
systems [37, 54, 55, 140], there have been several attempts to generalize the Bell-
CHSH inequality for multipartite systems [146, 147, 148, 149, 150, 151] as well as
multidimensional systems [152, 153].
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A problem of major importance is to construct Bell inequalities for CV systems
as it enables us to relate to quantum optical nonclassicality of optical systems. Sev-
eral attempts have already been made to construct Bell-type inequality for CV systems
with different number of modes [154, 155, 156, 157, 158, 159]. Specifically, measure-
ment operators with two outcomes, for instance, displaced parity operator measure-
ments, displaced on-off measurements, and pseudo-spin operator measurements, have
been employed in CHSH inequality for constructing Bell inequalities for the CV sys-
tems [154, 155, 156]. These Bell inequalities have been shown to be effective in detect-
ing nonlocality in various Gaussian and non-Gaussian states [160, 161, 162, 163, 164].
However, the problem of constructing an universal Bell-type inequality for CV systems
remains open to this day.

In a different context in quantum optics, a state is said to be classical if diagonal
coherent staterepresentation function corresponding to a quantum state is positive and
no more singular than a delta function, otherwise the state is classified as nonclas-
sical [43, 48]. Classical states correspond to ensemble of solutions the of Maxwell
equations, while nonclassical states have intrinsic quantum properties. The classicality
or nonclassicality status of a state remains unchanged by the action of passive optical
elements, for instance, beam splitters, phase shifters, and wave plates. The two dis-
tinct concepts of classicality based on locality and quantum optical context are called
C-classicality and P-classicality, respectively [71]. The inter conversion between these
two distinct notions of classicality is possible via passive optics and has been widely
studied [70, 71, 165, 166, 167, 168, 169, 170]. This work provides an experimentally
implementable connection via multiphoton Bell-type inequalities between these two
distinct types of classicality.

In this chapter, we demonstrate the usefulness of the multiphoton Bell-type in-
equality [154] in unearthing the nonlocality in different four mode state of the CV
systems. We first apply the inequality to different two-photon states, where the re-
sults show that the multiphoton Bell-type inequality can detect nonlocality only if the
correlations exists between the modes corresponding to different propagation direc-
tions. We then move on to states with an arbitrary number of photons. We consider
optical circuits comprising of phase shifters, beam splitters, and wave plates to gen-
erate quantum correlations from nonclassical squeezing in four mode Gaussian states.
The nonlocality analysis reveals that the results of the four mode pure Gaussian states
are consistent with two photon states. We analyze thermal Gaussian states where the
findings reveal that the nonlocality vanishes above a certain temperature. Thereafter,
dissipation due to photon loss is modeled using beam splitters, where we find that non-
locality is preserved for all non-zero transmittance values of the beam splitters. Finally,
going beyond Gaussian states, we consider pair coherent states and entangled coher-
ent states, which are important non Gaussian states. The results show that these states
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violate the inequality, and are thus nonlocal.
This chapter has been structured as follows. In Sec. 4.2, we briefly discuss the

formalism of the CV system and the multiphoton Bell violation setup used in this work.
Nonlocality in two-photon states has been considered in Sec. 4.3.1, while nonlocality
in four-mode general Gaussian states has been considered in Sec. 4.3.2. Non-Gaussian
states have been dealt with in Sec. 4.3.3. Finally, we provide a summary of our results
and future aspects in Sec. 4.4.

4.2 Background
In this section, we briefly recapitulate the mathematical formalism of four mode CV
system and the multiphoton Bell’s inequality setup involving the same.

4.2.1 CV system
The Bell violation setup considered for this work is a four-mode optical system as de-
picted in Fig. 4.1. The two polarization directions x̂ and ŷ associated with the wave
vector k are represented by the annihilation operators â1 and â2, while the two polar-
ization directions x̂′ and ŷ′ associated with the wave vector k′ are represented by the
annihilation operators â3 and â4. These annihilation operators and their corresponding
creation operators satisfy the usual commutation relation (1.28).

Alternatively, we can describe our optical setup using four pairs of Hermitian oper-
ator, q̂i, p̂i (i = 1, 2, 3, 4), also known as quadrature operators. The linear homogeneous
transformations specified by real 8 × 8 matrices S acting on the quadrature operators
form a non-compact group called the symplectic group in 8 dimensions, and is denoted
as Sp(8, R). Further, any arbitrary element of the Sp(8, R) group can be decomposed
into active and passive operations. While the single mode squeezing operation is the
most basic operation of the active part, the beam splitter and the phase shifter serve as
the basic elements of the passive part which form a compact group U(4). The classi-
cality or non-classicality status of a state does not change under the action of passive
transformations. However, a separable non-classical state can get entangled by such
transformations.

Since the Bell violation setup being considered has two polarization modes associ-
ated with each of the wave vectors, a beam splitter cannot be used to transform the two
polarization modes associated with a specific wave vector. We thus need to consider
compact transformations generated by wave plates, which can act on the two polariza-
tion modes associated with a specific wave vector. We discuss the action of half and
quarter wave plates on the annihilation operators and how to decompose an arbitrary
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Polarizer 1

Polarizer 2

Axis

Axis

Figure 4.1: Setup to study Bell inequality violation for the states of a four-mode radiation
field. The two linear polarization directions x̂ and ŷ are associated with the propagation
direction k, while the two linear polarization directions x̂′ and ŷ′ are associated with the
propagation direction k′. Passive operations comprising of beam splitters, phase shifters,
and wave plates are represented by U(4). Angles θ1 and θ′1 represent the orientation of the
polarizer 1 with respect to the x-axis, whereas angles θ2 and θ′2 represent the orientation
of the polarizer 2 with respect to the x′-axis. The detectors are denoted by D1 and D2 and
C.C. denotes the coincidence counter.

4 × 4 compact unitary transformation using beam splitters, phase shifters, and wave
plates using Cosine-Sine decomposition for our specific setup.
Wave plates: We consider a half-wave plate with slow axis at an angle φ to the trans-
verse direction of the electric field. The corresponding transformation matrix acting
on the annihilation operators (âi, âj)

T is given by [171]

Q(φ) = ν(φ)C(π/2)ν(φ)−1, (4.1)

with

ν(φ) =

(
cosφ − sinφ
sinφ cosφ

)
, C(η) =

(
eiη/2 0

0 e−iη/2

)
. (4.2)

We also consider a quarter-wave plate with slow axis at an angle φ to the transverse
direction of the electric field. The corresponding transformation matrix acting on the
annihilation operators (âi, âj)

T is given by

Q(φ) = ν(φ)C(π)ν(φ)−1. (4.3)
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We note that any SU(2) compact transformations can be obtained as a combination of
quarter- and half-wave plates.
Cosine-Sine decomposition : Cosine-Sine decomposition allows us to implement
all U(4) passive transformations in terms of basic passive elements including beam
splitter, phase shifter, and quarter and half wave plates, which can act on state of our
system. An arbitrary 4 × 4 compact unitary transformation can be decomposed as
following using Cosine-Sine decomposition [172]:

U =

(
U1 0
0 U2

)(
C S
−S C

)
︸ ︷︷ ︸

D

(
V T

1 0
0 V T

2

)
, (4.4)

where matrix D, with

C =

(
cos θ1 0

0 cos θ2

)
, S =

(
sin θ1 0

0 sin θ2

)
, (4.5)

can be produced by combining passive elements like beam splitters and wave plates,
while U1, U2, V1, and V2 denote 2× 2 unitary transformations that can be produced by
combining passive elements like wave plates and phase shifter [173].

4.2.1.1 Phase space description

Wigner distribution corresponding to a density operator ρ̂ of a quantum system is de-
fined as

W (ξ) = (2π)−4

∫
d4q′ 〈q− 1

2
q′|ρ̂|q +

1

2
q′〉 exp(iq′ · p), (4.6)

where q = (q1, q2, q3, q4)T , p = (p1, p2, p3, p4)T and ξ = (q1, p1, . . . , q4, p4)T . Thus,
W (ξ) is a function of eight real phase space variables for a four mode quantum system.

In this work, without any loss of generality, we take the first order moments to be
zero as we can change the first order moment of any state without affecting its quantum
correlations by applying the displacement operator. The Wigner distribution (4.6) of a
general zero-centered four-mode Gaussian states takes a simple form

W (ξ) =
exp[−(1/2)(ξ)TV −1(ξ)]

(2π)4
√

detV
, (4.7)

where V is the covariance matrix of the four mode Gaussian state.

4.2.2 The Multiphoton Bell violation scenario
We consider the Bell violation setup described in Fig. 4.1. We first apply compact pas-
sive transformations U(4) generated by a combination of beam splitters, phase shifters,
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and wave plates on a nonclassical and separable state to prepare the state. Thereafter,
in each propagation direction, a polarizer placed in a particular direction selects pho-
tons with a certain linear polarization. Finally, the coincidence counts are measured
using on-off detectors, which performs a coarse-grained measurement in the sense it
differentiates between "light" and "no light". The on-off detectors for a single mode
system are mathematically described by the set of operator {|0〉〈0|, I − |0〉〈0|}.

To evaluate the coincidence count rates, we define four dichotomous Hermitian
operators as following:

Â1 = (I2×2 − |00〉〈00|)k,
Â2 = (I2×2 − |00〉〈00|)k′ ,

Â1(θ1) = (Iθ1 − |0〉θ1θ1〈0|)Iθ1+π
2
,

Â2(θ2) = (Iθ2 − |0〉θ2θ2〈0|)Iθ2+π
2
. (4.8)

The subscripts θ1 and θ2 are the directions of the polarizers with subscripts 1 and 2
denoting propagation directions k and k′, respectively. We have taken the quantum
mechanical action of the polarizer into account while defining these operators. The
operators Â1 and Â1(θ1) act on the Hilbert space of the modes â1 and â2, the operator
I2×2 represents a unit operator acting on the Hilbert space of these two modes. Further,
the operator Iθ1 represents a unit operator for the single mode system with wave vector
k and polarization θ1, whereas the operator Iθ1+π

2
represents a unit operator for the

orthogonal polarization. Similarly, the operators Â2 and Â2(θ2) act on the Hilbert
space of the modes â4 and â4. The probability of detecting at least one photon with
no polarizer placed in the path is represented by the expectation value of Â1, while
the probability of detecting at least one photon after a polarizer has been placed in the
path is represented by the expectation value of Â1(θ1). Similarly, the probability of
detecting at least one photon with no polarizer placed in the path is represented by the
expectation value of Â2, while the probability of detecting at least one photon after a
polarizer has been placed in the path is represented by the expectation value of Â2(θ2).

Based on different orientations of the two polarizers, we define four different types
of coincidence count rates as following:

(i) P (θ1, θ2) =〈A1(θ1)A2(θ2)〉= P1 at θ1 and P2 at θ2,

(ii) P (θ1, ) = 〈A1(θ1)A2〉= P1 at θ1 and P2 removed,

(iii) P ( , θ2) = 〈A1A2(θ2)〉= P1 removed and P2 at θ2,

(iv) P ( , ) =〈A1A2〉= P1 and P2 removed,
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where P1 and P2 represent polarizer 1 and polarizer 2, respectively. If the quantum
state of the four mode field is known, then the coincidence count rates can be calculated
readily using the above relations.

We now derive the general constraint on the correlation between the measurement
observables in the hidden variable frame work. If the hidden variable description ex-
ists, then the outcomes of individual measurements can be predicted if we are provided
with the density operator of the state and the hidden variable λ. Let the actual values of
the dynamical variablesA1, A2, A1(θ1), andA1(θ2) is given by a1(λ), a2(λ), a1(θ1, λ),
and a1(θ2, λ) for a particular value of λ. The averages of various dynamical variables
in the hidden variable framework can be evaluated as follows:

〈A1〉hv =

∫
a1(λ)P(λ)dλ,

〈A2〉hv =

∫
a2(λ)P(λ)dλ,

〈A1(θ1)〉hv =

∫
a1(θ1, λ)P(λ)dλ,

〈A1(θ2)〉hv =

∫
a1(θ2, λ)P(λ)dλ,

(4.9)

where subscript “hv" represents ‘hidden variable and P is the probability distribution
of the hidden variable λ. Similarly, we can write the various coincidence count rates
in the local hidden variable frame work as follows:

P ( , )hv = 〈A1A2〉hv =

∫
a12(λ)P(λ)dλ =

∫
a1(λ)a2(λ)P(λ)dλ,

P (θ1, )hv = 〈A1(θ1)A2〉hv =

∫
a12(θ1, λ)P(λ)dλ =

∫
a1(θ1, λ)a2(λ)P(λ)dλ,

P ( , θ2)hv = 〈A1A2(θ2)〉hv =

∫
a21(θ2, λ)P(λ)dλ =

∫
a1(λ)a2(θ2, λ)P(λ)dλ,

P (θ1, θ2)hv = 〈A1(θ1)A2(θ2)〉hv =

∫
a12(θ1, θ2, λ)P(λ)dλ =

∫
a1(θ1, λ)a2(θ2, λ)P(λ)dλ.

(4.10)
We assume that the polarizer can not add any photon and can only remove photons
from a given state, which can be expressed as

a1(θ1, λ) ≤a1(λ),

a2(θ2, λ) ≤a2(λ).
(4.11)

We consider the following inequality given in Ref. [174] for deriving the constraints
on the correlation between the measurement observables.
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If 0 ≤ x, x′ ≤ X and 0 ≤ y, y′ ≤ Y , then

−XY ≤ xy − xy′ + x′y + x′y′ − Y x′ −Xy ≤ 0. (4.12)

Identifying x = a1(θ1, λ),x′ = a1(θ′1, λ), y = a2(θ2, λ), y′ = a2(θ′2, λ), X = a1(λ),
Y = a2(λ), and using Eqs. (4.10) and (4.11), the inequality (4.12) can be written as

−a1(λ)a2(λ) ≤a1(θ1, λ)a2(θ2, λ)− a1(θ1, λ)a2(θ′2, λ) + a1(θ′1, λ)a2(θ2, λ)

+ a1(θ′1, λ)a2(θ′2, λ)− a2(λ)a1(θ′1, λ)− a1(λ)a2(θ2, λ) ≤ 0.
(4.13)

Integrating the above inequality over the λ variable with weight function P, we obtain

− P ( , ) ≤ P (θ1, θ2)− P (θ1, θ
′
2) + P (θ′1, θ2)

+ P (θ′1, θ
′
2)− P (θ′1, )− P ( , θ2) ≤ 0. (4.14)

The above Bell-type inequality is obeyed by the coincidence count rates for any choices
of angles θ1, θ2, θ′1, and θ′2. Further, it is state independent and valid for general
radiation states with either definite or arbitrary number of photons. Any quantum state
violating the inequality (4.14) is said to have nonlocal quantum correlations, which
cannot be explained in realist hidden variable models based on local theory. We would
like to stress that we have considered operators defined on the four mode field, and did
not treat photon as a single particle traveling along a path.

4.3 Nonlocality using Multiphoton Bell-type Inequality
In this section, we analyze the capacity of the multiphoton Bell-type inequality in
revealing the nonlocality of any given four mode state of the quantum optical field. To
gain insights into the working principle of the Bell violation setup, we first consider
two-photon states.

4.3.1 Two photon States
We consider two different two-photon states. To produce the first two-photon state
|ψ1〉, we consider the U transformation (4.4) with

U1 = U2 =
1√
2

(
1 −1
1 1

)
, V1 = V2 = 12, D = 14, (4.15)

and apply on a nonclassical and separable state as follows:

|1〉1|0〉2|1〉3|0〉4
U(U1)⊗U(U2)−−−−−−−→ 1

2
(|10〉 − |01〉)12(|10〉 − |01〉)34

= |ψ1〉 =
1

2
(|1〉1|0〉2|1〉3|0〉4 − |1〉1|0〉2|0〉3|1〉4
−|0〉1|1〉2|1〉3|0〉4 + |0〉1|1〉2|0〉3|1〉4, (4.16)
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where U(U1) and U(U2) represent the infinite dimensional unitary (metaplectic) repre-
sentation of U1 and U2 and act on the modes 1 & 2 (k) and modes 3 & 4 (k′), respec-
tively. We note that the final state (4.16) generated after the passive transformation is
entangled.

Similarly, to generate the second state |ψ2〉, we consider the following passive
transformation (4.4) with

C = −S = (1/
√

2)12, U1 = U2 = V1 = V2 = 12, (4.17)

and apply on a nonclassical and separable state as follows:

|1〉1|1〉2|0〉3|0〉4
U(D)−−−→ 1

2
(|10〉 − |01〉)13(|10〉 − |01〉)24

= |ψ2〉 =
1

2
(|1〉1|1〉2|0〉3|0〉4 − |1〉1|0〉2|0〉3|1〉4
−|0〉1|1〉2|1〉3|0〉4 + |0〉1|0〉2|1〉3|1〉4). (4.18)

The pair of modes 1 & 2 (k) are mixed with the pair of modes 3 & 4 (k′) as a result of
this transformation.

We now analyze the multiphoton Bell-type inequality (4.14) for states |ψ1〉 and
|ψ2〉. The calculation results reveal that the inequality is not violated by the state |ψ1〉
for any value of θ1, θ2, θ

′
1, and θ′2, whereas the inequality is violated by the state |ψ2〉

for some values of θ1, θ2, θ
′
1, and θ′2. This strange result is intimately related to the Bell

violation setup. In state |ψ1〉, the entanglement is present in modes 1 − 2 and modes
3 − 4, i.e., the modes corresponding to two different directions are separable. This
leads to the factorization of all the correlation functions, for instance,

P (θ1, θ2) = 〈Â1(θ1)Â2(θ2)〉 = 〈Â1(θ1)〉〈Â2(θ2)〉. (4.19)

Thus, the multiphoton Bell-type inequality is not violated. On the other hand, modes
1 − 3 and modes 2 − 4 of the state |ψ2〉 are entangled, i.e., the modes corresponding
to two different directions are entangled. Therefore, the correlation functions do not
factorize, for example,

〈Â1(θ1)Â2(θ2)〉 6= 〈Â1(θ1)〉〈Â2(θ2)〉. (4.20)

This fact leads to the violation of the Bell-type inequality. Thus, we can conclude that
if the entanglement exists between either of the modes along different directions, the
multiphoton Bell-type inequality (4.14) is capable of detecting nonlocality.

4.3.2 Four-mode Gaussian states
In this section, we examine different cases of four mode Gaussian states. We analyze
pure as well as mixed states along with leakage modeled by beam splitters.
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4.3.2.1 Generic four-mode Gaussians

INPUT OUTPUT

Figure 4.2: Schematic to produce a four-mode generic Gaussian state. Active squeez-
ing transformations are denoted by S(u) and S(v). Passive transformations generated by
combinations of quarter and half wave plates and phase shifters are denoted by U1, U2,
V1, and V2, while D denotes transformations that can be generated using beam splitters
and quarter and half wave plates. The active operations squeeze the individual modes, and
consequently, the state becomes nonclassical. The final state obtained after the passive
transformations is entangled.
Classical

Squeezing−−−−−→ Non-classical
Passive operations−−−−−−−−−→ Entangled.

We first generate a generic four mode Gaussian state starting with a four-mode
vacuum state or a thermal state. We squeeze the first and the second modes by an
equal amount u and the third and the fourth modes by an equal amount v. The resultant
squeezing transformation S(u, v) = S(u)⊕S(u)⊕S(v)⊕S(v) can be mathematically
represented as

S(u, v) =

e−u 0 0 0 0 0 0 0

0 eu 0 0 0 0 0 0

0 0 e−u 0 0 0 0 0

0 0 0 eu 0 0 0 0

0 0 0 0 e−v 0 0 0

0 0 0 0 0 ev 0 0

0 0 0 0 0 0 e−v 0

0 0 0 0 0 0 0 ev





q1 p1 q2 p2 q3 p3 q4 p4

q1

p1

q2

p2

q3

p3

q4

p4

(4.21)

We now consider a passive transformation comprised of beam splitter, phase shifters,
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and quarter and half wave plates as illustrated in Fig. 4.2, and apply it on the squeezed
state to generate an entangled state. The combined action of the passive transformation
on the annihilation operators (â1, â2, â3, â4)T is represented by the matrix

U =
1

2


1 1 1 1
−1 1 −1 1
−1 −1 1 1
1 −1 −1 1

 . (4.22)

This passive transformation generates the maximum amount of entanglement while
acting on a four mode system. We can decompose this matrix in the form given in
Eq. (4.4) and the submatrices evaluates to be

U1 = U2 =
1√
2

(
1 −1
1 1

)
, V1 = V2 =

(
0 −1
1 0

)
, and

C = S =
1√
2

(
1 0
0 1

)
.

(4.23)

The action of the passive transformation matrix (4.22) on the Hermitian quadrature
operators ξ̂ is given by

K =
1

2

1 0 1 0 1 0 1 0

0 1 0 1 0 1 0 1

−1 0 1 0 −1 0 1 0

0 −1 0 1 0 −1 0 1

−1 0 −1 0 1 0 1 0

0 −1 0 −1 0 1 0 1

1 0 −1 0 −1 0 1 0

0 1 0 −1 0 −1 0 1





q1 p1 q2 p2 q3 p3 q4 p4

q1

p1

q2

p2

q3

p3

q4

p4

(4.24)

The covariance matrix of the final state produced by the symplectic transformation
S = KS(u, v) is given by

V = SV0S
T , (4.25)

where

V0 =
1

2κ
18×8, whereκ = tanh

(
~ω

2kT

)
& 0 ≤ κ ≤ 1, (4.26)

is the four mode thermal state. The corresponding Wigner function can be evaluated
using Eq. 4.7. After the state has been generated, we now move to examine the nonlo-
cality of the four-mode generic Gaussian state. To this end, we define the average of
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the Bell operator as follows:

f(θ1, θ2, θ
′
1, θ
′
2) =P (θ1, θ2)gauss

qm − P (θ1, θ
′
2)gauss

qm

+ P (θ′1, θ2)gauss
qm + P (θ′1, θ

′
2)gauss

qm

− P (θ′1, )gauss
qm − P ( , θ2)gauss

qm .

(4.27)

The calculation for one of the correlation functions is shown below:

P (θ1, θ2)gauss
qm =1− Tr(ρ|0〉θ1θ1〈0|)− Tr(ρ|0〉θ2θ2〈0|)

+ Tr(ρ|0〉θ1θ1〈0||0〉θ2θ2〈0|).
(4.28)

Phase space techniques proves to be convenient for calculations involving states
with arbitrary number of photons. We show the calculation for one term of Eq. (4.28)
below, while the rest of the terms can be calculated similarly:

Tr(ρ|0〉θ1θ1〈0|) = 2π

∫
W (U(θ1, 0)ξ)W0(q1, p1)dξ, (4.29a)

= 2
√

Det(G)
√

Det[U(θ1, 0)TGU(θ1, 0) + e11 + e22]−1, (4.29b)

whereG is related to the covariance matrix asG = (1/2)V −1 and U(θ1, θ2) = R(θ1)⊕
R(θ2)⊕R(θ1)⊕R(θ2) with

R(θ) =

(
cos θ − sin θ
sin θ cos θ

)
, (4.30)

is the rotation in phase space (ξ) due to the polarizers.
We now examine different families of the four mode Gaussian states using the

calculation techniques illustrated above.

4.3.2.2 Four-mode pure squeezed vacuum state

We first examine the nonlocality for the case κ = 1 in Eq. (4.25) , which corresponds
to four-mode pure squeezed vacuum state. The plot of f(θ1, θ2, θ

′
1, θ
′
2) as a function

of the squeezing parameter u for two different cases v = −u, and v = 0 has been
shown in Fig. 4.3. The case v = −u is represented by the thick solid line, which
violates the multiphoton Bell-type inequality. The input state in this case assumes a
simple form |TMSV〉13 |TMSV〉24, where TMSV denotes two mode squeezed vacuum
state. The entanglement structure of the aforementioned state is the same as the state
|ψ2〉, which has been considered in Sec. 4.3.1. The case v = 0 is represented by the
dashed line, and it also violates the inequality, although to a smaller degree. Therefore,
we conclude that both the states corresponding to the two different cases are nonlocal.
We note that the chosen value of the parameters θ1, θ2, θ

′
1 and θ′2 corresponds to the

maximum violation of the inequality.

94



4.3 Nonlocality using Multiphoton Bell-type Inequality

-5 0 5

-0.15

-0.10

-0.05

0.00

0.05

Figure 4.3: Average of the Bell operator as a function of the squeezing parameter u for
a four-mode pure squeezed vacuum state. The thick solid curve and the dashed curve
represent the case v = −u and v = 0, respectively. The multiphoton Bell’s inequality is
violated for both the cases. We have set the angles as θ1 = 1.32, θ2 = 0.93, θ′1 = 3.66,
θ′2 = 3.32, which corresponds to the maximum violation of the inequality.

4.3.2.3 Four-mode squeezed thermal state

Thermal states arise in a situation when the system is in thermodynamic equilibrium
with an environment. Thermal states are a classical mixture of photon number states
(energy eigen states) with weight factors given by the Boltzmann factor [15]. The
Wigner distribution of a thermal state is Gaussian and is classical in the quantum opti-
cal context. Squeezed thermal states, another class of nonclassical Gaussian states, are
generated by applying squeezing transformations on a thermal state.

Here we analyze the nonlocality in the four-mode squeezed thermal state for the
maximum violation case v = −u. The plot of f(θ1, θ2, θ

′
1, θ
′
2) as a function of the

squeezing parameter u for different values of the thermal parameter κ is shown in
Fig. 4.4. The findings reveal that the state is nonlocal even at a finite temperature.
However, the nonlocal correlations in the state vanishes as the temperature is increased
further.

4.3.2.4 Leakage model

We now turn our attention to a situation relevant to practical systems, where there is
a leakage in the system causing information loss and energy dissipation.Such leakage
processes can have adverse effects on the effectiveness of different quantum informa-
tion protocols [175], for example, continuous variable quantum key distribution [176].
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Figure 4.4: Average of the Bell operator as a function of the squeezing parameter u for
a four-mode squeezed thermal state for the case v = −u. Various curves correspond to
κ = 1 (thick solid), κ = 0.8 (dashed) and κ = 0.7 (thin solid). The plot shows that there is
a loss of nonlocal correlations with an increase in the temperature. We have set the angles
as θ1 = 1.32, θ2 = 0.93, θ′1 = 3.66, θ′2 = 3.32.

INPUT OUTPUT

Figure 4.5: Modeling leakage with beam splitters. We mix each mode of the pure in-
put state with the vacuum state using beam splitters of transmittance T . Afterwards, we
discard the modes corresponding to the vacuum state, and the reduced state is a mixed
Gaussian state.

Thus, it is of significant importance to characterize the effect of leakage processes
on the state properties.Generally, dissipative processes are responsible for leakages
and can be modeled using beam splitters. The schematic for the leakage processes is
shown in Fig. 4.5, where we mix each mode of the system with the vacuum state using
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beam splitters of transmittance T . Thereafter, we trace out the mode corresponding to
the vacuum, and the reduced state is a mixed Gaussian state. It should be noted that
we have considered the leakage for the maximum violation case v = −u.
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Figure 4.6: Average of the Bell operator as a function of the squeezing parameter u for a
four-mode pure squeezed vacuum state |TMSV〉13 |TMSV〉24 in the presence of leakage.
Various curves correspond to T = 1 (thick solid), T = 0.8 (dashed), and T = 1 (thin
solid). Results indicate that the nonlocal correlations of state remains preserved under
leakage. We have set the angles as θ1 = 1.32, θ2 = 0.93, θ′1 = 3.66, θ′2 = 3.32.

The plot of f(θ1, θ2, θ
′
1, θ
′
2) as a function of the squeezing parameter u for different

values of transmittance T is shown in Fig. 4.6. The results show that as the transmit-
tance is decreased, there is a decrease in the detected nonlocal correlations, although
it never vanishes even for low transmittance. Thus, the leakage processes preserve the
nonlocality of the squeezed Gaussian state. This result is in contrast with the thermal
states, where the state becomes local after a certain threshold temperature.

4.3.3 Non-Gaussian states
This section examines the nonlocality in pair coherent states and entangled coherent
states, which are important examples of non-Gaussian states.
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4.3.3.1 Pair coherent states

Pair coherent states are defined as the simultaneous eigenkets of â1â2 and â1â
†
1 − â2â

†
2

with eigenvalues ζ and q, respectively [177]:

â1â2 |ζ, q〉 = ζ |ζ, q〉 ,
(
â1â

†
1 − â2â

†
2

)
|ζ, q〉 = q |ζ, q〉 , (4.31)

where ζ is in general complex and q represents the photon number difference between
the two modes. The pair coherent states can also be written in the Fock basis as follows:

|ζ, q〉 = Aq

∞∑
n=0

ζn

[n!(n+ q)!]1/2
|n+ q, n〉 , (4.32)

with
Aq =

[
|ζ|−q Jq (2 |ζ|)

]−1/2
, (4.33)

where Jq is the modified Bessel function of the first kind of order q. Several quan-
tum properties, for instance, entanglement, nonclassicality, and squeezing have been
analyzed in pair coherent states [178, 179, 180] and these states can also serve as a re-
source state for quantum teleportation [181]. Despite the fact that the covariance matrix
only captures information about the second order correlation and leaves the informa-
tion about the higher order correlation, it has been shown that inequalities based on the
second-order correlation can detect entanglement in the pair coherent states [178].

However, we do not consider the Gaussian approximation of the pair coherent
states for this work. To study nonlocality for the pair coherent states, the average
of the Bell operator (4.27), which is valid for non-Gaussian states as well, is evaluated.
To compute the correlation functions in the phase space, for instance, Eq. (4.29a), we
use the Wigner function for the pair coherent states [182].

The average of the Bell operator (4.27) is computed for the input state |PCS〉13 |PCS〉24

with q = 0 and Im(ζ)= 0. We plot the numerically computed averages in Fig. 4.7. The
result reveals that the multiphoton Bell-type inequality is violated by the pair coherent
states.

4.3.3.2 Entangled Coherent State

Entangled coherent state (ECS) are defined for two mode system as [183]

|ECS〉 = No

(∣∣∣∣ α√2

〉 ∣∣∣∣−α√2

〉
−
∣∣∣∣−α√2

〉 ∣∣∣∣ α√2

〉)
, (4.34)

where No = [2− 2 exp(−2|α|2)]−1/2.
We prepare modes 1 and 2 (direction k) in the odd coherent state |ψo〉 = No(|α〉 −

| − α〉) and modes 3 and 4 (direction k′) in the vacuum state. The pair of modes 1 &
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Figure 4.7: Average of the Bell operator as a function of the parameter Re(ζ) for pair
coherent state with q = 0. The result shows that the pair coherent states are nonlocal. We
have set the angles as θ1 = 3.67, θ2 = 3.29, θ′1 = 2.30, θ′2 = 5.75.

INPUT OUTPUT

BS

Figure 4.8: Set up for the generation of entangled coherent state (ECS). We mix modes 1

and 2 (k) prepared in the odd coherent state |ψo〉 = No(|α〉 − | − α〉) with modes 3 and 4

(k′) in the vacuum state via a balanced beam splitter. The final state is|ECS〉13|ECS〉24.

2 are mixed with the pair of modes 3 & 4 using a balanced beam splitter as shown in
Fig. 4.8. This transformation can be mathematically represented in the form given in
Eq. (4.4) with

C = −S = (1/
√

2)12, U1 = U2 = V1 = V2 = 12. (4.35)
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The final state obtained is |ECS〉13|ECS〉24:

N2
o (|α〉 − | − α〉)1(|α〉 − | − α〉)2|0〉3|0〉4

U(D)−−−→

N2
o

(∣∣∣∣ α√2

〉 ∣∣∣∣−α√2

〉
−
∣∣∣∣−α√2

〉 ∣∣∣∣ α√2

〉)
13(∣∣∣∣ α√2

〉 ∣∣∣∣−α√2

〉
−
∣∣∣∣−α√2

〉 ∣∣∣∣ α√2

〉)
24

.

(4.36)

The Wigner function W (ξ) of the state N2
o (|α〉 − | − α〉)1(|α〉 − | − α〉)2|0〉3|0〉4 can

be readily evaluated using Eq. (4.6). To obtain the Wigner function of the final state in
Eq. (4.36), we transform the Wigner function as W (ξ) → W (E−1ξ), where E is the
passive transformation corresponding to Eq. (4.35) acting on the quadrature operators
ξ̂ as follows:

E =
1√
2

1 0 0 0 1 0 0 0

0 1 0 0 0 1 0 0

0 0 1 0 0 0 1 0

0 0 0 1 0 0 0 1

−1 0 0 0 1 0 0 0

0 −1 0 0 0 1 0 0

0 0 −1 0 0 0 1 0

0 0 0 −1 0 0 0 1





q1 p1 q2 p2 q3 p3 q4 p4

q1

p1

q2

p2

q3

p3

q4

p4

(4.37)

The Bell operator can be evaluated analytically for the entangled coherent state, for
instance, Eq. (4.29a) turns out to be

Tr(ρ|0〉θ1θ1〈0|) = 2
ed

2

(ed2 − 1)2

[
− cosh

(
1

4
d2 cos(2θ1)

)
+ cosh

(
3

4
d2

)
cosh

(
1

4
d2 sin(2θ1)

)]
,

(4.38)

where d = Re(α) and Im(α) = 0. We plot the average of the Bell operator as a function
of Re(α) in Fig. 4.9. The result shows that the multiphoton Bell-type inequality is
violated by the entangled coherent state.

Expanding both sides of Eq. (4.36) in the Fock basis and then taking the limit
|α| → 0, we get

|1〉1|1〉2|0〉3|0〉4
U(D)−−−→ 1

2
(|10〉 − |01〉)13(|10〉 − |01〉)24. (4.39)

This equation is same as Eq. (4.18) considered in Sec. (4.3.1), where the final state
obtained has been shown to violate the multiphoton Bell-type inequality.

100



4.4 Conclusion

-2 -1 0 1 2

-0.05

0.00

0.05

0.10

0.15

Figure 4.9: Average of Bell operator as a function of Re(α) for entangled coherent state.
The result shows that entangled coherent states are nonlocal. We have set the angles as
θ1 = 2.67, θ2 = 5.59, θ′1 = 1.88, θ′2 = 3.24.

4.4 Conclusion
In this chapter, we investigated the potential of the multiphoton Bell-type inequality,
which is based on the Clauser-Horne 1974 Bell test inequality, in revealing the nonlo-
cality of continuous variable systems. To this end, we examined various states ranging
from states with a finite number of photons to an arbitrary number of photons, Gaus-
sian to non-Gaussian. The role of the compact passive transformations in converting
quantum optical nonclassicality into quantum nonlocality is also demonstrated through
several examples. The studies show that the multiphoton Bell-type inequality is capa-
ble of detecting nonlocality in a variety of situations.

The input state for the multiphoton Bell-type inequality is a four mode radiation
field. The only requirement for the inequality to detect nonlocality in a given state
is that the correlation should not be limited to modes 1 and 2 and modes 3 and 4 as
these pairs of modes travel along the same physical directions. The results for the
thermal state revealed that the quantum nonlocality vanishes after a certain threshold
temperature. However, the results for the leakage modeled by beam splitters showed
that the violation decreases with increasing the beam splitter transmissivity, but never
vanishes.

In this study, the coincidence count is measured using on-off detectors with two
outcomes, which basically differentiates between the presence and the absence of light.
Although, the multiphoton Bell-type inequality based on two outcomes is capable of
detecting nonlocality, it is desirable to construct inequality based on more fine grained
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measurements using photon number resolving detectors.
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Chapter 5

Coherence assisted non-Gaussian
measurement device independent
quantum key distribution

5.1 Introduction
In this chapter, we report continuous variable measurement-device-independent quan-
tum key distribution (CV-MDI-QKD) using photon subtraction on two-mode squeezed
coherent (PSTMSC) states as a resource. Quantum key distribution (QKD) proto-
cols [144, 184] allow us to share unconditionally secure keys between two distant
parties which is not possible in the classical world. In quantum mechanics, simultane-
ous measurement of two non-commuting observables introduces an additional noise in
the measurement outcomes for both. Bennett and Brassard exploited this fundamen-
tal feature of quantum physics to develop a secure key distribution scheme for cryp-
tography [13, 185]. Security of QKD schemes is based on the laws of nature which
cannot be violated [73, 144, 186]. This is in contrast with classical key distribution
schemes where the security is based on computationally difficult to solve problems.
Later on, unconditional security [109, 187, 188] of various QKD schemes used other
important quantum features, like no-cloning theorem [189, 190], entanglement [144],
Bell-nonlocality [191, 192], and monogamy of quantum correlations [145, 193].

We can classify the existing QKD schemes into two major categories: discrete vari-
able QKD (DV-QKD) [13, 191] and continuous variable QKD (CV-QKD) [109, 190,
194, 195]. DV-QKD requires costly single photon sources which renders its phys-
ical realization difficult. On the other hand, the realization of CV-QKD, based on
the quadrature amplitudes of quantum optical sources, is relatively easier. While DV-
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QKD protocols are more suitable for long distances, CV-QKD provides a better key
rate for short distances [196]. CV-QKD protocols have been shown to be uncondition-
ally secure against collective attacks [72, 73, 197, 198, 199] in the finite key size and
asymptotic regime, which has also been realized experimentally [77, 200, 201].

However, one of the major setbacks in the experimental realizations of QKD pro-
tocols is due to imperfect and compromised devices that have not been accounted for
in the theoretical models. Therefore, one needs to fully characterize these devices
in order to identify security loopholes or side channels, which in itself is a difficult
task. To eliminate the gaps between theoretical models and physical devices, discrete
variable device-independent quantum key distribution (DV-DI-QKD) protocol was in-
vented [202]. However, the protocol remains impractical due to low secret key rate
and small transmission distances. Later on, discrete variable measurement-device-
independent quantum key distribution (DV-MDI-QKD) protocol [74, 203] was pro-
posed to eliminate all the security loopholes arising due to imperfect detectors. This
protocol has a favourable performance and also enhances the secret key rate. In this
protocol, Bell state measurements are performed by an untrusted third party, who pub-
licly communicates the result, which Alice and Bob use to generate a secure key. Sig-
nificant progress has been made in theoretical [204, 205, 206] as well as experimen-
tal [207, 208, 209] aspect of DV-MDI-QKD protocol. The concept of entanglement
swapping was extended to CV-QKD protocols, which gave rise to CV-MDI-QKD pro-
tocol [75, 210, 211]. Significant progress has been made in theoretical [212, 213, 214]
as well as experimental [75] aspect of this protocol. However, CV-MDI-QKD proto-
cols yield lower transmission distances than DV-MDI-QKD.

Studies have shown that entanglement content of the two-mode squeezed vacuum
(TMSV) state can be enhanced using non-Gaussian operations, like photon addition
and subtraction [22, 23, 24, 25, 27, 215, 216, 217]. Thus, it is natural to expect that
these states can improve the maximum transmission distances [32, 33, 218]. It has al-
ready been shown that photon subtraction on a two-mode squeezed vacuum (PSTMSV)
state yields higher transmission distances than a TMSV state [32].

In this chapter, we apply non-Gaussian operations on two-mode squeezed coherent
(TMSC) states to generate a resource for CV-MDI-QKD protocol. To be more specific,
we consider photon subtraction on a two-mode squeezed coherent (PSTMSC) state. It
should be noted that both the TMSV and TMSC states have the same covariance ma-
trix, and since the key rate depends only on the covariance matrix, the performance
of both the states in CV-MDI-QKD protocol is the same. However, for non-Gaussian
operations like photon subtraction, the covariance matrix is different for the PSTMSV
and PSTMSC states, and thus the performance of both the states in CV-MDI-QKD pro-
tocol will be different. Our results show that the PSTMSC state based CV-MDI-QKD
protocol significantly improves the transmission distance at the price of reduction in
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the maximum achievable secure key rate. For our PSTMSC state based protocol, trans-
mission distances can go up to 60−70 km, which is considerably more than the earlier
protocols. We further show that our protocol is a generalization of previous CV-MDI-
QKD protocols and their results can be obtained as a special case of ours. We present
the results of numerical simulations of the secure key rate, which reveal coherence
along with non-Gaussianity improves the transmission distances of the protocol. Here
we have defined coherence as the amount of displacement of the coherent state, that
is fed into the non-linear optical down-converter, from the vacuum state to generate
the TMSC state. We emphasize here that it is easier to produce a TMSC state than a
TMSV state as the starting point for the former is the coherent state and the latter is the
vacuum state. Further, the theoretical study of non-Gaussian operations on the TMSC
state is quite complicated and is not available in the literature to the best of our knowl-
edge. In this work, we also provide the calculation of the covariance matrix for the
PSTMSC state in phase space formalism, which can find utility in the other quantum
information processing (QIP) protocols.

This chapter is structured as follows. In Sec. 5.2.1, we review the CV-MDI-QKD
protocol, while in Sec. 5.2.2, we provide a detailed calculation of the covariance matrix
of the PSTMSC state. In Sec. 5.2.3, we present a redesigned version of the CV-MDI-
QKD protocol suited for the PSTMSC state. In Sec. 5.3, we provide the mathematical
framework to evaluate the secret key rate of the QKD protocol. In Sec. 5.4 we present
numerical simulation studies of the performance of the PSTMSC state based CV-MDI-
QKD protocol. Finally, in Sec. 5.5 we provide conclusions based on our results and
discuss future directions.

5.2 Description of the QKD protocol
In this section, we briefly review the entanglement based CV-MDI-QKD protocol, and
then provide a detailed calculation of the covariance matrix of the k-photon subtracted
TMSC state. Finally, the modified CV-MDI-QKD protocol tailored for the PSTMSC
state is presented.

5.2.1 CV-MDI-QKD
In the entanglement based CV-MDI-QKD, each of the two remotely located parties Al-
ice and Bob generate a TMSV state with quadrature variances VA and VB, respectively.
We consider VA = VB for the rest of the chapter. We label the pair of modes as A1, A2

for Alice and B1, B2 for Bob. An untrusted third party, Charlie, is connected to Alice
and Bob through quantum channels of lengths LAC and LBC , respectively. Alice and
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Bob send one of their modes (A2 for Alice andB2 for Bob) to Charlie, while the modes
A1 and B1 are retained with them, respectively. The total transmission length equals
L = LAC + LBC . Charlie combines the two modes using a 50:50 beam splitter (BS)
and the two output modes are labeled as C and D. He then measures the x quadrature
on mode C and the p quadrature on mode D using a homodyne detection system and
publicly declares the obtained results {XC , PD}.

In the next step, Bob applies a displacement operator D(α) transforming his mode
B1 to B′1. Here α = g(XC + iPD), where g is the gain factor. This operation entangles
the modes A1 and B′1. Thereafter, both Alice and Bob perform joint measurement of
the x and p quadratures on their respective modes A1 and B′1 using heterodyne de-
tection system. The results thus obtained by Alice, {XA, PA}, are correlated with the
results obtained by Bob, {XB, PB}. Finally, the secret key is obtained after informa-
tion reconciliation and privacy amplification on the correlated data. Furthermore, this
work considers the case of reverse reconciliation, where Alice corrects her results in
reference to Bob’s results.

5.2.2 Photon subtraction on a two-mode squeezed coherent state
This section contains illustration and detailed analytical calculations of the probability
and the covariance matrix for k photon subtraction on one mode of the TMSC state.
The calculations have been done in the phase space formalism using the Wigner func-
tion representation.

Photon subtraction scheme

A1

TMSC{
A2 A′

2

} k-PSTMSC

F0

|0〉〈0|
PNRD
|k〉〈k|

A1

Figure 5.1: Schematic representation of the photon subtraction operation on a TMSC
state. Modes A1 and A2 are initialized in the TMSC state, while mode F0 is initialized in
the vacuum state. A photon number resolving detector (PNRD), described by the POVM
{Πk,1−Πk}, where Πk = |k〉〈k|, is applied to the mode F1.
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Alice sends a coherent beam of light through a non-linear optical down converter [219]
and generates a TMSC state |ψ〉A1A2 = S12(r)D1(d)D2(d)|00〉 with variance VA =
cosh(2r), where S12(r) = exp[r(â†A1

â†A2
− âA1 âA2)] represents the two-mode squeez-

ing operator with r as a real squeezing parameter, and Di(d) = exp[d(â†Ai − âAi)]
represents the displacement operator, which displaces the mode Ai by an amount d
along the x quadrature. Thereafter, Alice sends one of her modes A2 to Fred, who uses
a beam splitter of transmittivity τ to combine the modeA2 with the mode F0 initialized
in the vacuum state |0〉. Fred then measures mode F1 using a photon number resolv-
ing detector (PNRD) described by the POVM {Πk,1 − Πk}, where Πk = |k〉〈k| is
a projection on the k-photon state. A successful k-photon subtraction corresponds to
the click of the POVM element Πk, and the state corresponding to the modes A1 and
A′2 is k-PSTMSC state. The schematic for the same is given in Fig. 5.1, which can be
represented through the following flow diagram in the Hilbert space:

|ψ〉A1A2|0〉F0

Beam Splitter−−−−−−→ |Ψ〉A1A
′
2F1

= U(BA2F0(τ))|ψ〉A1A2|0〉F0

Projection on |k〉F1
〈k|−−−−−−−−−−−→

PNRD

|Ψ〉kA1A′2
= F1〈k|Ψ〉A1A

′
2F1
.

(5.1)
Here the state |Ψ〉kA1A′2

is unnormalized and the normalized state |Ψ̃〉kA1A′2
is given by

|Ψ̃〉kA1A′2
=

1√
P k
PS

F1〈k|Ψ〉A1A
′
2F1
, (5.2)

where P k
PS is the probability of detection of k photon, which can be evaluated as

P k
PS =

∑
m

∑
l

|A1〈m|A′2〈l|F1〈k|Ψ〉A1A2F1|2 =
∑
m

∑
l

|A1〈m||Ψ〉kA1A′2
|2. (5.3)

Wigner function approach
We now present a stepwise calculation of the Wigner function of the TMSC state, the
effect of the beam splitter transformation on the input state and the probability of k
photon detection. We then calculate the covariance matrix of the k-PSTMSC state.

Wigner function of the TMSC state

We compute explicitly the Wigner function of the TMSC state starting from the two-
mode coherent state. A two-mode coherent state, represented by quadrature field op-
erators ξ̂ = (x̂1, p̂1, x̂2, p̂2)T ([x̂i, p̂j] = 2iδij with i, j ∈ {1, 2}), is sent through a
two-mode squeezer. The Wigner function of the two-mode coherent state with the
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displacement vector ξ = (d, 0, d, 0)T can be written using Eq. (1.69) as

WC
A1A2

(ξ1, ξ2) =
1

4π2
exp

[
−1

2

(
(x1 − d)2 + p2

1 + (x2 − d)2 + p2
2

)]
. (5.4)

Now, the two-mode coherent state is sent through a two-mode squeezer given by the
two-mode squeezing transformation matrix S12 (1.93). Consequently, the Wigner func-
tion transforms as W (ξ) → W (S−1

12 ξ). The transformation ξ → S−1
12 ξ can be written

as
x1 → x1 cosh r − x2 sinh r, p1 → p1 cosh r + p2 sinh r,

x2 → x2 cosh r − x1 sinh r, p2 → p1 sinh r + p2 cosh r.
(5.5)

Thus, the Wigner function of the TMSC state becomes

WA1A2(ξ1, ξ2) =
1

4π2
exp

[
− 1

2

(
(x1 cosh r − x2 sinh r − d)2

+(p1 cosh r + p2 sinh r)2 + (x2 cosh r − x1 sinh r − d)2 + (p1 sinh r + p2 cosh r)2
)]
.

(5.6)
The Wigner function of the Fock state |k〉 is given by

W (q, p)|k〉 =
(−1)k

2π
exp

(
−q

2

2
− p2

2

)
Lk(q

2 + p2), (5.7)

which reduces to the Wigner function of the vacuum state for k = 0.

Probability of k-photon detection

In the next step, Fred mixes the vacuum mode F0 with the mode A2 of the TMSC
state, obtained from Alice, using a beam splitter of transmittivity τ represented by
the transformation matrix B(τ) (1.89). The Wigner function transforms as W (ξ) →
W (B(τ)−1ξ). Thus, the transformation ξ → B(τ)−1ξ

x2 →
√
τx2 −

√
1− τx3, p2 →

√
τp2 −

√
1− τp3,

x3 →
√

1− τx2 +
√
τx3, p3 →

√
1− τp2 +

√
τp3,

(5.8)

yields a three mode entangled state whose Wigner function is described by

WA1A
′
2F1

(ξ1, ξ2, ξ3) = W ′
A1A

′
2
(x1, p1, x2, p2)W ′

F1
(x3, p3)|0〉. (5.9)

After a successful photon subtraction, i.e., when the POVM element Πk = |k〉〈k|
clicks, the unnormalized Wigner function of the k-PSTMSC state can be written as

W k
A1A′2

(ξ1, ξ2) = 4π

∫
dx3dp3 W

′
A1A2

(x1, p1, x2, p2)W ′
|0〉(x3, p3)︸ ︷︷ ︸

Three mode entangled state

W|k〉(x3, p3)︸ ︷︷ ︸
Projection on |k〉〈k|

.

(5.10)
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As we shall see, we do not need to explicitly calculate the Wigner function of the k-
PSTMSC state for the calculation of the probability and the covariance matrix. Here
we compute the probability of k-photon detection and evaluate it using the multidi-
mensional Gaussian integral. First, we integrate W k

A1A′2
(ξ1, ξ2) with respect to the ξ

variables, which yields the probability expression given by

P k
PS =

∫
dx1dp1dx2dp2W

k
A1A′2

(ξ1, ξ2),

= 4π

∫
d6ξW ′

A1A2
(x1, p1, x2, p2)W ′

|0〉(x3, p3)W|k〉(x3, p3),

(5.11)

with ξ = (x1, p1, x2, p2, x3, p3)T . Using the generating function for the Laguerre poly-
nomial

∂ks ∂
k
t (est+s(q+ip)−t(q−ip))

∣∣
s=t=0

= k!Lk(q
2 + p2), (5.12)

the probability expression (5.17) can be written as

P k
PS = 4π∂ks ∂

k
t e

st

∫
d6ξW ′

A1A2
(x1, p1, x2, p2)W ′

|0〉(x3, p3)
(−1)k

2πk!

× e
−x2

3−p
2
3

2 est+s(x3+ip3)−t(x3−ip3)

∣∣∣∣
s=t=0

.

(5.13)

This substitution turns the integrand into a Gaussian integral, which can be recast as a
multidimensional Gaussian integral as follows:

P k
PS =

(−1)k

4π3

1

k!
e−d

2

∂ks ∂
k
t e

st

∫
d6ξ exp

(
− ξTMξ +NT ξ

)∣∣∣∣
s=t=0

, (5.14)

with

M =

m1I2 m4Z2 m5Z2

m4Z2 m2I2 m6I2

m5Z2 m6I2 m3I2

 , N =



−dn1

0

−dn1

√
T

0
s− t+ dn1

√
1− T

i(s+ t)

 , (5.15)

where m1 = −(1 + 2α2)/2, m2 = −(1 + 2α2τ)/2, m3 = −(1 + α2(1 − τ)), m4 =
α
√

(1 + α2)τ , m5 = −α
√

(1 + α2)(1− τ), m6 = α2
√
τ(1− τ), n1 = α−

√
1 + α2

and α = sinh r. This form facilitates the use of the multidimensional Gaussian integral
formula∫

Rn

exp
(
−XTMX + V TX

)
dX =

√
πn

detM
exp

(
NTM−1N

4

)
, (5.16)
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which enables us to obtain the desired expression without performing multiple integra-
tions. Thus, the expression of the probability reduces to

P k
PS =

(−1)k

1 + α2(1− τ)

1

k!
exp

[
− d2

(
1 + 2α(α +

√
1 + α2)

)
(1− τ)

4(1 + α2(1− τ))

]
× ∂ks ∂kt exp(−Ast+Bs+ Ct)|s=0,t=0 ,

(5.17)

where A = α2(1−τ)
1+α2(1−τ)

and B = −C = −d(α+
√

1+α2)
√

1−τ
2(1+α2(1−τ))

. Again using

∂ks ∂
k
t exp (−Ast+Bs+ Ct)|s=0,t=0 = (−1)kAkk!Lk(

BC

A
), (5.18)

the probability expression (5.17) can be brought in a closed form:

P k
PS =

Ak

1 + α2(1− τ)
exp

[
− d2

(
1 + 2α(α +

√
1 + α2)

)
(1− τ)

4(1 + α2(1− τ))

]
Lk(D), (5.19)

with D = CB
A

= −d2
(
α+
√

1+α2
)2

4α2(1+α2(1−τ))
. The probability of photon subtraction attains a

maximum at a certain value of transmittivity τ and both the maximum probability
and the corresponding transmittivity τ depends on the number of photon subtracted as
shown in Fig. 5.2.
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Figure 5.2: Probability of photon subtraction versus BS transmittance τ . Different lines
represent 1-PSTMSC (red dashed), 2-PSTMSC (orange dotted), 1-PSTMSV (purple large
dashed) and 2-PSTMSV (yellow dash dotted). We have set variance as VA = 50 and
displacement as d = 2.
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Covariance matrix of the k-PSTMSC state

The normalized Wigner function of the k-PSTMSC state is

W̃ k
A1A′2

(ξ1, ξ2) =
(
P k
PS

)−1
W k
A1A′2

(ξ1, ξ2), (5.20)

Using the Wigner function of the k-PSTMSC state, the averages of the symmet-
rically ordered operators can be easily evaluated by using parametric differentiation
technique:

〈{x̂1
r1 p̂1

s1x̂2
r2 p̂2

s2}sym〉 =

∫
d4ξxr11 p

s1
1 x

r2
2 p

s2
2 W̃

k
A1A′2

(ξ1, ξ2),

= ∂r1u1
∂s1v1

∂r2u2
∂s2v2

∫
d4ξW̃ k

A1A′2
(ξ1, ξ2)ex1u1+p1v1+x2u2+p2v2

∣∣∣∣
u1=v1=u2=v2=0

,
(5.21)

where the symbol { }sym denotes symmetrically ordered operators. We follow the same
approach as in the probability calculations to evaluate the above expression. By suit-
ably choosing the values of r1, s1, r2, s2 in Eq. (5.21), all the elements of the covariance
matrix can be calculated. The averages of all the quantities appearing in the covariance
matrix has been shown in Appendix B.0.3. The covariance matrix takes the following
form:

ΣA1A′2
=


γxA 0 γxC 0
0 γpA 0 γpC
γxC 0 γxB 0
0 γpC 0 γpB

 , (5.22)

where (ΣA1A′2
)ij = 1

2
〈{ξ̂i, ξ̂j}〉 − 〈ξ̂i〉〈ξ̂j〉. The covariance matrix can also be obtained

in the Wigner characteristic function representation ( see Appendix B).

5.2.3 CV-MDI-QKD using a PSTMSC state
Since we consider entanglement based CV-MDI-QKD with the PSTMSC state as a
resource state, we have an additional parameter in our protocol resulting from the fact
that our starting point is a coherent state rather than the vacuum state. Here we explain
the schematic of the protocol tailored for PSTMSC state as illustrated in Fig. 5.3. The
protocol consists of the following steps.
Step 1: Alice generates a TMSC state in mode A1A2 with variance VA.
Step 2: In the next step, Alice sends one of her modes A2 to Fred, an untrusted party,
who performs k photon subtraction operation on the TMSC state. After a successful
photon subtraction, the A2 mode transforms to A′2, which is transmitted to Charlie
through the quantum channel.
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Figure 5.3: Schematic representation of the CV-MDI-QKD tailored for the PSTMSC
state. Charlie combines the two modes sent by Alice and Bob on a 50:50 beam splitter
and performs homodyne measurements of the x quadrature of the output mode C and the
p quadrature of the output mode D. After displacement of mode B1 by Bob based on re-
sults announced by Charlie, the modes A1 and B′1 become correlated. Of the four parties,
Alice, Bob, Charlie, and Fred, the latter two are untrusted.

Step 3: Bob also generates a TMSC state in mode B1B2 with variance VB = VA and
transmits the mode B2 to Charlie.
Step 4: Charlie interferes the two modes A′2 and B2 received from Alice and Bob, re-
spectively, using a 50:50 BS and obtains the output modes C and D. He then measures
the x quadrature of C and the p quadrature of D using homodyne detection. Then he
publicly announces the results of the measurements.
Step 5: Bob then applies the displacement operation D(α) as defined in Section 5.2.1,
which transforms his mode B1 to B′1. As a result, the two modes A1 and B′1 get
entangled. Thereafter, both Alice and Bob implement heterodyne detection on the
modes A1 and B′1 respectively and obtain correlated results.
Step 6: In the final step, Alice and Bob carry out information reconciliation and privacy
amplification to distill a secure key from the correlated results.
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5.2.4 Special cases
One of the specialties of our study of CV-MDI-QKD using the PSTMSC state is its
generality. As we show below, several of the previous results in CV-MDI-QKD can be
obtained as a special case of our results.

In the first special case, we set k = 0 and Fred’s BS transmittivity τ = 1 in
the covariance matrix of the PSTMSC state. This yields the covariance matrix of
the TMSC state, which is identical to the TMSV state. Thus, the results obtained
for the aforementioned case reduce to the previous results obtained with the TMSV
state [210].

In the second special case, we set d = 0 ∀ k 6= 0 in the covariance matrix of the
PSTMSC state. This yields the covariance matrix of the PSTMSV state, which has
been studied in several CV-MDI-QKD protocols [32, 220]. This enables us to verify
the previous results for the PSTMSV state as a special case of ours. In particular, we
find that the results reported in [221] are incorrect. Several studies have also shown that
a non-Gaussian post-selection of the data is equivalent to the PSTMSV state [218, 222].

Since the previous results with either the PSTMSV state or the non-Gaussian post-
selection are subsumed in our CV-MDI-QKD using PSTMSC state, our study allows
us to verify, compare and interpolate between various previous results available in the
literature.

5.3 Eavesdropping, channel parameters and secure key
rate

As discussed in the above section, two quantum channels and one classical channel
are required in our CV-MDI-QKD using PSTMSC state. We consider that the entan-
gling cloner attack is performed by an eavesdropper, Eve, on each of the quantum
channels [223]. The most general attacks, known as two mode attacks, correspond
to the case, where the attacks are correlated with each other [205, 224]. However, in
this work, we assume that the two channels are non-interacting and well separated,
and thus the correlated attack is reduced to independent one-mode collective attacks
on each channel. Holevo bound, χBE , provides the upper bound of the information
gained by Eve under the aforementioned strategy. We again reiterate that we have not
considered a general attack.

We now move on to mathematically characterize various channel parameters which
is used to calculate the Holevo bound and the secret key rate. We define the transmit-
tance of the two channels TA and TB as

TA = 10−l
LAC

10 and TB = 10−l
LBC

10 , (5.23)
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where l = 0.2dB/km is the channel loss, LAC is the total transmission distance between
Alice and Charlie, and LBC is the total transmission distance between Bob and Charlie.
We consider the following two cases in our further analysis:
The symmetric case: This case assumes that Charlie is located midway between Alice
and Bob, which implies LAC = LBC . The total transmission length then becomes
L = 2LAC = 2LBC with TA = TB.
The asymmetric case: This case assumes that Bob and Charlie are at the same place,
i.e., LBC = 0. The total transmission length, in this case, is given by L = LAC = LAB
with TB = 1, where LAB is the total transmission distance between Alice and Bob.

We define a normalized parameter T , which depends on the channel parameter TA
and the gain of Bob’s displacement operation g, as follows:

T =
TAg

2

2
. (5.24)

The total channel added noise is then given by

χline =
1− T
T

+ εth, (5.25)

where εth is the thermal excess noise in the equivalent one-way protocol, which can be
determined using the following equation [32, 210]:

εth =
TB
TA

(χB − 1) + χA + 1 +
TB
TA

(√
2

TBg2

√
VB − 1−

√
VB + 1

)2

, (5.26)

with
χA =

1− TA
TA

+ εthA , χB =
1− TB
TB

+ εthB , (5.27)

where εthA and εthB represent the thermal excess noise in the quantum channels between
Alice-Charlie and Bob-Charlie. The thermal excess noise εth in the equivalent one-
way protocol is minimized with respect to the gain. The minimized thermal noise is
given by

εth =
TB
TA

(εB − 2) + εA +
2

TA
, (5.28)

and the corresponding gain is

g =

√
2 (VA − 1)

TB (VA + 1)
. (5.29)

We consider that the homodyne detectors used by Charlie are imperfect, and the cor-
responding noise is given by

χhomo =
νel + 1− η

η
, (5.30)
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where νel represents the variance of the electronic noise and η represents the detector’s
efficiency. Therefore, the total noise added by the channel and the detectors is given
by

χtot = χline +
2χhomo
TA

. (5.31)

We provide numerical results in the following sections assuming Charlie’s homodyne
detectors to be perfect, i.e., χhomo = 0, except in Sec. 5.4.4, where we explore the
effect of the noisy detectors on the secure key rate and the total transmission length.
Assuming Eve performs a one-mode collective attack on each of the quantum channels,
the secure key rate is given by

K = P k
PS (βIAB − χBE) , (5.32)

where β is the reverse reconciliation efficiency, IAB is the mutual information between
Alice and Bob, and χBE is the Holevo bound between Bob and Eve, which represents
the maximum amount of information Eve can gain about Bob’s outcome. In the nu-
merical simulations, we optimize various parameters for maximum secure key rate K,
while keeping the others fixed.

The state ρA1B′1
obtained after step 5 of the protocol, given in Sec. 5.2.3, can be

described by the following covariance matrix:

ΣA1B′1
=


γxA 0

√
TγxC 0

0 γpA 0
√
TγpC√

TγxC 0 T (γxB + χtot) 0

0
√
TγpC 0 T (γpB + χtot)

 ,

=


a1 0 c1 0
0 a2 0 c2

c1 0 b1 0
0 c2 0 b2

 .

(5.33)

We then calculate the mutual information between Alice and Bob, IAB as follows [225]:

IAB =
1

2
log2

(
Σx
A1M

Σx
A1M |B′1M

)
+

1

2
log2

(
Σp
A1M

Σp
A1M |B′1M

)
, (5.34)

with

Σξ
A1M

=
Σξ
A1

+ 1

2
, (5.35)

where ξ ∈ {x, p} and Σξ
AM |BM stands for the conditional variance of Alice’s outcome

conditioned on Bob’s outcome of his heterodyne measurement, which is given as,

Σξ
A1M |B′1M

=
Σξ
A1|B′1

+ 1

2
, (5.36)
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where Σξ
A1|B′1

is evaluated from the matrix,

ΣA1|B′1 =ΣA1 − ΣC

(
ΣB′1

+ I2

)−1
(ΣC)T ,

=

(
a1 − c21

b1+1
0

0 a2 − c22
b2+1

)
.

(5.37)

We now evaluate the upper bound on the information gained by Eve. To this end, we
assume that she has got access to Fred’s mode F , and thus her state can be represented
by ρEF . We also assume that she can purify the state ρA1B′1EF

. The Holevo bound χBE
between Bob and Eve can be obtained as

χBE = S(ρEF )−
∫
dmBp(mB)S(ρmBEF )

= S(ρA1B′1
)− S(ρ

mB′1
A1|B′1

),

(5.38)

where S(ρ) represents the von-Neumann entropy of the state ρ,mB is the measurement
outcomes of Bob with probability density p(mB), ρ

mB′1
A1|B′1

is the state of Alice’s mode
A1 conditioned on Bob’s outcome on mode B′1 and ρmBEF is the Eve’s state conditioned
on Bob’s outcomes.

The state ρA1B′1
is described by the covariance matrix ΣA1B′1

as given in Eq. (5.33),

whereas state ρ
mB′1
A1|B′1

is described by the covariance matrix Σ
mB′1
A1|B′1

as given in Eq. (5.37),
since the covariance matrix does not depend on the measurement result m. The von-
Neumann entropy S(ρA1B′1

) and S(ρ
mB′1
A1|B′1

) are given as

S(ρA1B′1
) = G

[
λ1 − 1

2

]
+G

[
λ2 − 1

2

]
, (5.39)

and

S(ρ
mB′1
A1|B′1

) = G

[
λ3 − 1

2

]
, (5.40)

where λ1, λ2 are doubly degenerate symplectic eigenvalues of ΣA1B′1
, λ3 is the sym-

plectic eigenvalue of Σ
mB′1
A1|B′1

, and

G(x) = (x+ 1) log2(x+ 1)− x log2 x, (5.41)

is the von-Neumann entropy of the thermal state. The symplectic eigenvalues λ1 and
λ2 evaluates as

λ1,2 =
1√
2

[
I1 + I2 + 2I3 ±

√
(I1 + I2 + 2I3)2 − 4I4

]1/2

(5.42)
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where I1 = a1a2, I2 = b1b2, I3 = c1c2, and I4 = (a1b1 − c2
1)(a2b2 − c2

2), while the
symplectic eigenvalue λ3 evaluates as

λ3 =

√(
a1 −

c2
1

b1 + 1

)(
a2 −

c2
2

b2 + 1

)
. (5.43)

5.4 Simulation results
After describing the protocol in detail, we now discuss numerical results in this section
for both the symmetric case and the asymmetric case. Here we perform optimization
of a few parameters, while keeping the others fixed, to obtain maximum secure key
rate.

It has already been shown in [32] that transmission distances for secure key rate in
CV-MDI-QKD can be enhanced by using photon subtraction on a TMSV state. Their
results for the asymmetric case show that one can reach up to distances of approxi-
mately 60 − 70 km for PSTMSV state, whereas only 40 − 50 km is achievable using
a TMSV state. We show in the following sections that the PSTMSC state can further
enhance the performance compared to the PSTMSV state.

5.4.1 Effect of displacement on distance for a fixed key rate
We first study the variation of transmission distances as a function of displacement
for several fixed values of the key rate. We show the results for the symmetric and
asymmetric cases in Figs. 5.4 and 5.5, respectively. The results for the symmetric case
reveal that the PSTMSC state improves the transmission distance by 0.5 km compared
to the PSTMSV state for a given secure key rate of 10−4 bits per pulse. However,
in the asymmetric case for the same key rate, an increment of approximately 10 km
is observed. Thus, the above results imply that transmission distance increases with
coherence, and the effect is much more visible in the asymmetric case. However, we
also notice that a larger coherence has a negative impact on the transmission distance.
For our further discussions, we set coherence d = 2, which maximizes the transmis-
sion distances. Furthermore, the value of Fred’s beam splitter transmittivity τ used in
the numerical simulations maximizes the secure key rate (5.32), and not the photon
subtraction probability (5.19).

5.4.2 Effect of Variance on key rate for a fixed distance
Along with the coherence and photon subtraction transmittivity τ , the secure key rate
also depends on the variance VA of the TMSC state used by Alice and Bob. Figures 5.6
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Figure 5.4: Plots of LAC versus vacuum state displacement d for different values of the
secret key for the symmetric case for 1-PSTMSC. The different values of the fixed secret
key rate are K = 10−1 (red solid line), K = 10−2 (yellow dotted line), K = 10−3 (green
short-dashed line) andK = 10−4 (orange long-dashed line). The total transmission length
is L = 2LAC . Other parameters are set as follows: VA = 50, η = 1, εthA = 0.002 = εthB
and β = 96%.

and 5.7 show the plots of the secure key rate as a function of VA for the symmetric and
the asymmetric cases, respectively.

The results show that the TMSV state performs better than all the other states,
including PSTMSC for a fixed transmission length LAB = 4 km in the symmetric
case. Further, the PSTMSC state yields a lower key rate than the PSTMSV state for a
given transmission distance and variance. For the asymmetric case with length fixed
as LAB = LAC = 20 km, the TMSV state still performs better than the other states.
However, the other states, including the PSTMSV state and the PSTMSC state per-
form better than the TMSV state for variance larger than 250. We also notice that the
PSTMSC state yields a higher secure key rate than the PSTMSV state for small vari-
ances. In order to optimize the secure key rate for large transmission distances, a small
value of variance, VA = 50, is enough.
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Figure 5.5: Plots of LAC versus vacuum state displacement d for different values of the
fixed secret key for the extreme asymmetric case for 1-PSTMSC. The different values of
the fixed secret key rates are K = 10−1 (red solid line), K = 10−2 (yellow dotted line),
K = 10−3 (green short-dashed line) and K = 10−4 (orange long-dashed line). The
total transmission length is L = LAC and other parameters are set as follows: VA = 50,
εthA = 0.002 = εthB and β = 96%.

5.4.3 Effect of Length on the secure key rate
In the previous sections, we have determined approximate values of τ , d and VA that
maximize the transmission lengths for the PSTMSC state. We now plot the secure key
rate as a function of LAC in Figs. 5.8 and 5.9 for the symmetric and asymmetric cases,
respectively. The total transmission length is LAB = 2LAC in the symmetric case,
whereas the total transmission length is LAB = LAC in the asymmetric case.

The symmetric case results show that the TMSV state yields a higher key rate than
any other state for any transmission length. Although the maximum key rate offered by
the PSTMSV state is more than the PSTMSC state, the latter allows a longer transmis-
sion length than the PSTMSV state. The benefit of using the PSTMSC state is visible
in the asymmetric case, where it performs significantly better than the others by ap-
proximately 10 km at the price of a reduction in the secure key rate. The above results
suggest that a small amount of coherence can increase the transmission distances. Al-
though the maximum achievable key rate is less for the PSTMSC state, the distances
over which QKD can be performed is substantially increased for this state. Thus, the
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Figure 5.6: Secret key rate versus VA in the symmetric case where LAC = LBC = 2

km and total transmission distance L = 2LAC . Different lines represent 1-PSTMSC
(red dashed), 2-PSTMSC (orange dotted), 1-PSTMSV (purple large dashed), 2-PSTMSV
(yellow dash dotted) and TMSV (black solid). Other parameters are set as follows: τ =

0.9, εthA = 0.002 = εthB , β = 96% and displacement d = 2.
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Figure 5.7: Secret key rate as a function of VA in the asymmetric case where LAC = 20

km, LBC = 0 and total transmission distance L = LAC . Different lines represent 1-
PSTMSC (red dashed), 2-PSTMSC (orange dotted), 1-PSTMSV (purple large dashed),
2-PSTMSV (yellow dash dotted) and TMSV (black solid). Other parameters are set as
follows: τ = 0.9, εthA = 0.002 = εthB , β = 96% and displacement d = 2.

PSTMSC state enhances the performance of CV-MDI-QKD protocol compared to the
PSTMSV state. Further, our state is more accessible to experimentalists as it is easier
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Figure 5.8: Secret key rate as a function of LAC in the symmetric case where LAC =

LBC , VA = 50 and total transmission distance L = 2LAC . Different lines represent
1-PSTMSC (red dashed), 2-PSTMSC (orange dotted), 1-PSTMSV (purple large dashed),
2-PSTMSV (yellow dash dotted) and TMSV (black solid). Other parameters are set as
follows: τ = 0.9, εthA = 0.002 = εthB , β = 96% and coherence d = 2.

to prepare squeezed coherent states as compared to squeezed vacuum states.

5.4.4 Noisy homodyne detectors
In this section, we discuss the case where Charlie’s homodyne detectors are imperfect,
i.e., χhomo 6= 0. Figures 5.10 and 5.11 show that the PSTMSC state is more resilient
against imperfect detectors as compared to the PSTMSV state. In order to maintain
transmission distances upto 30 km, the detector’s efficiency needs to be close to unity.
Even for a small detector inefficiency of η = 0.995 and νel = 0.01, we observe that
the maximum transmission length drops to approximately 28 km. Moreover, detector’s
efficiency as low as η = 0.86 can yield secure key for small transmission lengths.

5.5 Conclusion
In this chapter, the PSTMSC state as a resource state for CV-MDI-QKD protocol was
considered and it was shown that it can further improve the transmission distances as
compared to the PSTMSV state. To compute the secret key rate, we derive the covari-
ance matrix for the PSTMSC state in the phase space formalism. For the asymmetric
case and perfect homodyne detectors, we observe that transmission length of 68 km
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Figure 5.9: Secret key rate as a function of LAC in the asymmetric case where LBC = 0,
VA = 50 and total transmission distance L = LAC . Different lines represent 1-PSTMSC
(red dashed), 2-PSTMSC (orange dotted), 1-PSTMSV (purple large dashed), 2-PSTMSV
(yellow dash dotted) and TMSV (black solid). Other parameters are set as follows: τ =

0.9, εthA = 0.002 = εthB , β = 96% and displacement d = 2.
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Figure 5.10: Secret key rate as a function of η in the asymmetric case where LAC = 20

km and VA = 50 with total transmission distance L = LAC . Different lines represent
1-PSTMSC (red dashed), 2-PSTMSC (orange dotted), 1-PSTMSV (purple large dashed),
2-PSTMSV (yellow dash dotted) and TMSV (black solid). Other parameters are set as
follows: τ = 0.9, εthA = 0.002 = εthB , β = 96%, displacement d = 2 and νel = 0.01.

can be achieved for a small amount of coherence d = 2 in the PSTMSC state, which
is significantly larger than the achievable distance with the PSTMSV state. However,
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Figure 5.11: Secret key rate as a function of LAC in the asymmetric case where VA = 50

and total transmission distance L = LAC . Different lines represent 1-PSTMSC (red
dashed), 2-PSTMSC (orange dotted), 1-PSTMSV (purple large dashed), 2-PSTMSV (yel-
low dash dotted) and TMSV (black solid). Other parameters are set as follows: τ = 0.9,
εthA = 0.002 = εthB , β = 96%, displacement d = 2 and detector efficiency η = 0.995.

in the symmetric case, no such improvement in transmission distance is observed. The
results also show that transmission length of up to 28 km can be achieved using the
PSTMSC state for imperfect homodyne detection, which renders our QKD protocol
preferable for a small city. Further, the PSTMSC state outperforms the PSTMSV state
for the imperfect detectors, which demonstrates the superiority of our PSTMSC state
based CV-MDI-QKD protocol. Since PSTMSC states can be generated by feeding
coherent states, which are readily available from well phase-stabilized lasers, in the
down-converter, it is easier to implement our CV-MDI-QKD protocol as compared
to CV-MDI-QKD protocol based on PSTMSV states, where one needs to deal with
the vacuum states. Moreover, our QKD protocol is a generalization of many of the
previous CV-MDI-QKD protocols. It is important to note that various non-Gaussian
operations like photon addition, subtraction, and catalysis on the TMSV state have
been considered in various QIP tasks; however, these non-Gaussian operations on the
TMSC state largely remain unexplored. We expect that the covariance matrix calcu-
lated here will be useful in the characterization of the PSTMSC state and will find
applications in various QIP tasks. The results of this chapter are published in Phys.
Rev. A 100, 052329 (2019).
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Chapter 6

On-demand quantum key distribution
using superconducting rings with a
mesoscopic Josephson junction

6.1 Introduction
In this chapter, we propose a CV-QKD scheme based on superconducting rings with
a Josephson junction. As noted in Chapter 5, the practical implementations of QKD
schemes are largely based on light devices [77, 226, 227, 228, 229]. In the prepare and
measure version of CV-QKD, Bob is required to measure the state immediately after
receiving as quantum states of optical systems cannot be stored for long. Thus, the key
generated has to be stored, and it is open to stealing attacks during the storage period.
To prevent this, we present a novel CV-QKD scheme where Bob is not required to
measure the state immediately after receiving it. In this scheme, Bob stores the states
and measures them only when the key is required. Afterwards, Alice and Bob em-
ploy classical communication and post-processing operations to generate the key. This
unique feature renders our CV-QKD scheme more secure and eventually more practi-
cal. The proposed CV-QKD scheme is based on superconducting rings with a Joseph-
son junction [230, 231, 232] also known as rf-SQUIDs. We represent this system using
the charge operator Q and total flux operator Φ′, which have continuous eigenvalues,
and therefore, is an example of CV systems. It has been shown that persistent cur-
rents can flow in such systems at sufficiently low temperatures [233, 234] making it is
possible to engineer extremely long lived coherent states under no-dissipation condi-
tions [235, 236, 237], which can be employed to carry out QKD.

The first step in the scheme is the preparation of Gaussian-modulated coherent
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states of the rf-SQUID. These encoded states are then transferred to Bob, who stores
them in a no-dissipation condition. These encoded states can be transferred to Bob
in several ways and in principle over large distances. For instance, Alice can dip the
squid arrays with encoded states in liquid helium, pack them in a suitcase, and send
them to another continent via a flight. Now Bob measures the state whenever the key is
required. During storage, the states evolve under the system Hamiltonian. Owing to the
presence of a nonlinear term in the Hamiltonian, collapse and revival phenomena of the
state are observed. In view of this, we provide two distinct measurement schemes that
Bob can perform to generate the key. In the first scheme, measurement is performed
at arbitrary times, while in the second scheme, measurement is performed at specific
times. The second scheme requires Alice and Bob to share a clock along with the
exact time of the generation of states indicated on the rf-SQUID. The first and second
measurement schemes yield a secure key rate of 0.20 bits and 0.50 bits, respectively.
Under the assumption of individual attacks, the scheme turns out to be secure. Thus we
have provided a CV-QKD scheme using a non-photonic system with a new feature of
storing the encoded states. We name our scheme as on-demand QKD, since the QKD
can be performed at any time after the state has been transferred. Furthermore, our
scheme can be experimentally realized using existing superconducting technologies.

This chapter is organized as follows. In Sec. 6.2.1, we review CV-QKD using
coherent states, while in Sec. 6.2.2, we introduce superconducting rings with a meso-
scopic Josephson junction in details. In Secs. 6.2.3 and 6.2.4, we detail the preparation
and evolution of a coherent state on a rf-SQUID. In Sec. 6.3, we describe our CV-QKD
scheme, while in Sec. 6.4, we provide security proof. Finally, in Sec. 6.5, we provides
some concluding remarks.

6.2 Background
In this section, we briefly review CV-QKD using coherent states and then discuss the
preparation and evolution of a coherent state on a rf-SQUID.

6.2.1 Coherent state based CV-QKD
Here we briefly outline the coherent state based CV-QKD scheme as developed by
Grosshans et al. [109]. In this scheme, two parties Alice and Bob want to establish
a shared secret key. In the first step, Alice generates two random real numbers xA
and pA from two independent Gaussian distributions. Each Gaussian distribution has
variance VAN0, where N0 = 1 is the vacuum noise variance. She then prepares the
coherent state |xA + ipA〉 and transmits it to Bob through an insecure quantum channel
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with Gaussian and white noise. After obtaining the state, Bob randomly performs the
homodyne measurement of either the x̂ quadrature or the p̂ quadrature.

Bob communicates his measurement quadrature to Alice through a classically au-
thenticated channel. Alice keeps the random number corresponding to the measured
quadrature, while discards the other. Alice and Bob repeat the overall process many
times to obtain the raw key. Thereafter, a sliced reconciliation scheme [189] may be
used to transform the raw key into errorless bit strings. In the end, a secure key can be
distilled from the errorless bit strings by performing a privacy amplification protocol.

Since the noise is white and has Gaussian statistics, the optimum information rate
between Alice and Bob can be evaluated using the Shannon formula [238]. If ΣB is the
signal-to-noise ratio (SNR) as measured by Bob, then the optimum information rate is
given by

I(A : B) =
1

2
log2(1 + ΣB). (6.1)

Consider an eavesdropper, called Eve, who attempts to obtain information by manip-
ulating the signal in the quantum channel. A secure key can be distilled only if the
optimum information rate between Alice and Bob I(A : B) exceeds the optimum
information rate between Alice and Eve I(A : E). This can be mathematically repre-
sented as

rmin = I(A : B)− I(A : E) > 0, (6.2)

where rmin is the minimum rate at which a secure key can be distilled.
We evaluate the maximum amount of information that Eve can gain about Alice’s

key. For this purpose, we consider that Eve employs the best strategy possible. If
the insecure quantum channel between Alice and Bob has transmissivity η, then she
captures a fraction 1 − η of the signal and let pass the remaining fraction η to Bob
through her own lossless channel. This strategy enables her to obtain the maximum
amount of information about Alice’s key.

Let χN0 be the amount of noise added in Bob’s signal, then χ−1N0 is the minimum
noise that gets added in Eve’s signal, where χ = (1− η)/η [239]. The above statement
is another form of no-cloning theorem, and thus can also address the security of the
QKD scheme when individual attacks are performed by Eve. For the coherent state
based QKD scheme, the total variance of any quadrature of the state, leaving Alice’s
lab, is V N0 = VAN0 +N0. Thus, we find that

1 + ΣB =
V + χ

1 + χ
, 1 + ΣE =

V + 1/χ

1 + 1/χ
. (6.3)
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Using the above expressions, the secret key rate (6.2) evaluates to

rmin =
1

2
log2(1 + ΣB)− 1

2
log2(1 + ΣE),

=
1

2
log2

(
V + χ

1 + V χ

)
.

(6.4)

From the above equation, a secure key can be obtained if χ < 1 or η > 1
2
. To put

it in other words, we can successfully obtain a secure key in principle as long as the
transmission efficiency of the Alice-Bob channel is greater than 50%.

6.2.2 Superconducting ring with a junction (rf-SQUID)

EJ

C

φx ⊙

L

Figure 6.1: A superconducting ring of inductance L containing a mesoscopic Josephson
junction with capacitanceC. The Josephson coupling constant isEJ and φx is the external
flux.

Here we provide a brief background of superconducting rings containing a meso-
scopic Josephson junction, also called rf-SQUIDs. We describe the generation of co-
herent states [236, 237] and their evolution under the rf-SQUID Hamiltonian.

We consider a superconducting ring of inductance L containing a Josephson junc-
tion with capacitance C as shown in Fig. 6.1. Let EJ be the Josephson coupling con-
stant and an external flux φx is applied on the ring, then the Hamiltonian for the junc-
tion is given by (~ = kB = c = 1),

H =
Q2

2C
+

(Φ′ − φx)2

2L
+ EJ(1− cos θ). (6.5)
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Here Q represents the charge operator across the junction, and Φ′ represents the op-
erator corresponding to the total flux through the ring. The phase difference of the
superconducting wavefunction across the junction is denoted by θ, and is related to the
total flux Φ′ by θ = 2eΦ′. The operators Q and Φ′ are a canonically conjugate pair of
operators satisfying the following canonical commutation relation:

[Φ′, Q] = i. (6.6)

Generally, we measure voltage rather than charge in experiments, and thus we would
like to develop the scheme using V ′ and Φ′ operators. Since the voltage across the
junction is given by V ′ = Q/C, the commutation relation for the V ′ and Φ′ operators
becomes

C [Φ′, V ′] = i. (6.7)

Therefore, the uncertainty relationship for the V ′ and Φ′ quadratures is given by

〈(∆Φ′)
2〉〈(∆V ′)2〉 ≥ 1

4C2
. (6.8)

The rf-SQUID Hamiltonian (6.5) is akin to a simple harmonic oscillator except
for the presence of a coupling term proportional to the Josephson coupling energy.
The first term in the Hamiltonian represents kinetic energy, while the last two terms
represent potential energy. If we expand the last term in the Hamiltonian and retain
terms up to the fourth order in θ, we obtain

H =
Q2

2C
+
C

2
ω2Φ′2 − Φ′φx

L
− 2

3
EJe

4Φ′
4
,

with ω =

(
1

CL
+

4e2EJ
C

) 1
2

. (6.9)

In order to simplify the calculations, we define new dimensionless quadrature operators
as

Φ =
√
CωΦ′, and V =

√
C

ω
V ′. (6.10)

The quadrature operators Φ and V are related to the annihilation and creation operators,
b and b† as

Φ =
1√
2

(b+ b†), V =
i√
2

(b† − b). (6.11)

Applying the rotating wave approximation in Eq. (6.9), and omitting all the terms
independent of the annihilation and creation operators, we obtain

H = Ωb†b− µ(b+ b†)− ν(b†b)2, (6.12)
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where

ν =
2EJe

4

3(ωC)2
, µ =

φx

L
√

2ωC
, Ω = ω − ν. (6.13)

We put an experimentally realizable condition µ � Ω � ν [236, 237] for further
discussion in the remainder of this chapter. We turn on the external driving field of
appropriate strength such that µ� Ω, ν. During this time, only the second term in the
Hamiltonian (6.12) is effective, which can displace a state in the phase space along the
V quadrature as µ is a real quantity. The corresponding unitary operator is essentially
the displacement operator, which can be written as

D(τ1) = eiµ(b+b†)τ1 , (6.14)

where τ1 represents the time for which the external driving field is switched on. We
can prepare an arbitrary coherent state displaced along the V quadrature by adjusting
the external driving flux φx and time duration τ1.

Once the driving field has been turned off, only the first and the third terms of the
Hamiltonian are non-zero. Further, for short duration τ2, only the first term prevails
due to the condition Ω� ν, and the corresponding unitary operator is given by

R(τ2) = e−iΩb
†bτ2 . (6.15)

This unitary operator is essentially the phase change operator, which produces a rota-
tion in the phase space. However for long duration τ3, both the first and the third terms
turn out to be significant. The effective Hamiltonian in the interaction picture becomes
H = −ν(b†b)2, and the corresponding unitary operator is given by

S(τ3) = eiν(b†b)2τ3 . (6.16)

The above Hamiltonian squeezes and de-squeezes the coherent state in V and Φ quadra-
ture, and therefore the state exhibits collapse and revival phenomenon. If the system
is initially in a coherent state |α〉, the state gets squeezed due to the nonlinear Hamil-
tonian. However, squeezing vanishes at time τ3 = π/ν and the state becomes | − α〉.
This state differs from the initial state by a π rotation in the phase space. As time pro-
ceeds, the state again gets squeezed. Again, the squeezing vanishes at time τ3 = 2π/ν
and the state becomes |α〉. Under no-dissipation conditions, this collapse and revival
cycle continues indefinitely. At intermediate times, the state can be expressed as a
superposition of coherent states.

6.2.3 Preparation of a coherent state on a rf-SQUID
We outline the stepwise details undertaken by Alice to prepare the desired coherent
state |φA + ivA〉. The first step is to prepare the rf-SQUID in its ground state |0〉.
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To accomplish this, Alice lets the rf-SQUID decohere in the low Josephson coupling
limit [240]. She then turns on the driving field and suitably adjusts the external driving
flux φx and the time duration τ1 to obtain the following coherent state:

D

(
φA
µ1

)
|0〉 = |0 + iφA〉. (6.17)

The ground state has been displaced along the V quadrature as µ1 is a real quantity.
Afterwards, Alice turns off the driving field for a time τ2 such that Ωτ2 = π/2. Since
we have assumed Ω � ν, thus for a small duration τ2, we can neglect the nonlinear
term in the Hamiltonian (6.12). The effective Hamiltonian H = Ωb̂†b̂ causes a π/2
rotation of the state in the phase space:

R
( π

2Ω

)
|0 + iφA〉 = |φA + 0〉. (6.18)

Alice once again turns on the driving field and suitably adjusts the external driving flux
φx and time duration τ1 to obtain the desired coherent state |φA + ivA〉:

D

(
vA
µ2

)
|φA + 0〉 = |φA + ivA〉. (6.19)

To sum up, Alice applies the unitary operator

T (φA, vA) = D

(
vA
µ2

)
R
( π

2Ω

)
D

(
φA
µ1

)
. (6.20)

on the ground state of the rf-SQUID to obtain the desired coherent state |φA + ivA〉.
By suitably adjusting the external driving flux φx and various time durations, Alice can
prepare arbitrary coherent states.

6.2.4 Evolution of a coherent state during the storage
Alice now transfers the encoded ensemble of states to Bob, where it is stored. During
the transfer as well as the storage period, no external field is applied and the Hamilto-
nian (6.12) effectively reduces to

H = Ωb†b− ν(b†b)2. (6.21)

We now discuss the evolution of a given coherent state due to the above Hamiltonian.
Let the state at time t = 0 be |α〉 = |φA + ivA〉, then the evolved state at time t is given
by

|ψ(t)〉 = e−iΩb
†bteiν(b†b)2t|α〉. (6.22)
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The above state can be written in the Fock basis as

|ψ(t)〉 = e−
|α|2

2

∞∑
n=0

eiνn
2t (αe

−iΩt)n√
n!

|n〉. (6.23)

If we tune the value of the quantity Ω/ν to be an even integer, then at time t = π/ν,
the above state evolves to the coherent state | − α〉, whereas at at time t = 2π/ν, the
above state becomes the original state |α〉. In general, whenever t = πp/νq, where
p < q are mutually prime, we can write the state (6.23) as a superposition of coherent
states of same magnitude |α|, but different phases [241, 242]:∣∣∣∣ψ(t =

πp

νq

)〉
=

m−1∑
l=0

cp,ql

∣∣∣αe−iπ(
Ωp
νq
− 2l
m)
〉
,

with cp,ql =
1

m

m−1∑
r=0

eiπr(
pr
q
− 2l
m) (6.24)

and m = q if at most one of p or q is odd, and m = 2q if both are odd. For instance, if
p = 1 and q = 2, Eq. (6.24) is a superposition of two coherent states:∣∣∣ψ (t =

π

2ν

)〉
=

1√
2

[
ei(π/4)

∣∣αe−iΩπ/2ν
〉

+ e−i(π/4)
∣∣−αe−iΩπ/2ν

〉]
. (6.25)

We now aim to find out the variance of the Φ and V quadratures for the state (6.22).
To this end, we first compute the average values of a few required functions of the field
operators b and b†:

〈b(t)〉 = αe−it(Ω−ν)e|α|
2(ei2νt−1), (6.26)

〈b†(t)〉 = α∗eit(Ω−ν)e|α|
2(e−i2νt−1), (6.27)

〈b(t)2〉 = α2e−2it(Ω−2ν)e|α|
2(ei4νt−1), (6.28)

〈b†(t)2〉 = α∗
2

e2it(Ω−2ν)e|α|
2(e−i4νt−1), (6.29)

〈b†(t)b(t)〉 = |α|2, (6.30)

where Eq. (6.30) shows that the average number of quanta 〈b†(t)b(t)〉 is conserved
under the action of the nonlinear Hamiltonian (6.21). The variance of the Φ and V
quadratures can be easily calculated using the above results:

〈(∆Φ)2〉 =
1

2

[
1 + 2|α|2 + α2e(|α|2(γ2−1)−2itξ) − β2e(|α|2(γ−2−1)+2itξ)

+ e−2itζ
(
β∗e(|α|2(γ−1)) − βe(|α|2(γ−1−1)+2itζ)

)2
]
,

(6.31)
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〈(∆V )2〉 =
1

2

[
1 + 2|α|2 − α2e(|α|2(γ2−1)−2itξ) + β2e(|α|2(γ−2−1)+2itξ)

− e−2itζ
(
β∗e(|α|2(γ−1)) + βe(|α|2(γ−1−1)+2itζ)

)2
]
,

(6.32)

where α = (φ+ iv)/
√

2, ξ = Ω− 2ν, β = (v + iφ)/
√

2, γ = e2iνt and ζ = Ω− ν.
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Figure 6.2: (a) Solid and dashed curves represent the variances of the Φ and V quadratures
of the state (6.22). The squeezing condition in the quadrature X is 〈(∆X)2〉 < 1/2. We
observe that when one quadrature is squeezed, its conjugate quadrature is de-squeezed.
(b) The product of the variances of the state (6.22) satisfies (∆Φ)2(∆V )2 ≥ 1/4. The
equality sign holds when the state revives to a coherent state. The parameters are set as
Ω = 5ν, φA = 0.3, and vA = 0.3.

A state is squeezed in the quadrature X ∈ {Φ, V }, if the variance falls below
the coherent state value, i.e., 〈(∆X)2〉 < 1/2. We first analyze the squeezing in the
quadratures Φ and V for the state (6.22). As we can see from Fig. 6.2, the squeez-
ing in the quadratures Φ and V appears and disappears with time. When one of the
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quadratures is squeezed, its conjugate quadrature variance is above the coherent state
value. Furthermore, the product of variances (∆Φ)2(∆V )2 follows the uncertainty
relation (6.8).

We now analyze the squeezing in the quadratures Φ and V for the state (6.25).
Equations (6.31) and (6.32) reduce to

〈(∆Φ)2〉 =

{
1
2

+ φ2 − e−2(φ2+v2)v2 Ω
ν

is even,
1
2

+ v2 − e−2(φ2+v2)φ2 Ω
ν

is odd,
(6.33)

〈(∆V )2〉 =

{
1
2

+ v2 − e−2(φ2+v2)φ2 Ω
ν

is even,
1
2

+ φ2 − e−2(φ2+v2)v2 Ω
ν

is odd .
(6.34)

The variance in the quadratures Φ and V for even Ω/ν are depicted on a contour plot
in Fig. 6.3. The state is squeezed for the points inside the contour of value 0.50. Thus,

(ΔV)2

(ΔΦ)2

-3 -2 -1 0 1 2 3

-3

-2

-1

0

1

2

3

Φ

V

Figure 6.3: Thick-solid and thick-dashed curves represent a contour of value 0.5, while
thin-solid and thin-dashed curves represent a contour of value 0.4. The state (6.25) is
squeezed in Φ and V for the points inside the contour of value 0.5, whereas there is no
second order squeezing for points outside this contour.

when the driving field is turned off, the encoded state exhibits collapse and revival
phenomenon under the system Hamiltonian.
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6.3 Protocol
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Figure 6.4: (a) Phase space illustration of coherent state preparation by Alice. The ground
state is displaced from A to B followed by a rotation to C and final displacement to D. (b)
Fluctuations in the variance of the Φ quadrature during the storage of the states. Parameters
have been set as Ω = 20ν, φA = 0.3, and vA = 0. (c) Bob performs a homodyne
measurement of randomly chosen quadrature V or Φ.

In this section, we present our on-demand QKD scheme based on coherent states
generated on rf-SQUIDs. The following steps are required for a successful key distri-
bution:

S1: Alice draws two random numbers φA and vA from two independent Gaussian
distributions where both of them are centered at φ0, v0 and have variance VAN0.
She then generates the coherent state |φA + ivA〉 on a rf-SQUID as illustrated in
Sec. 6.2.3. She repeats the above process and prepares an ensemble of coherent
states on rf-SQUIDs with proper marking.

S2: The marked ensemble of rf-SQUIDs is sent to Bob through a quantum chan-
nel with Gaussian noise. We assume that both Alice and Bob are aware of the
numbers of rf-SQUIDs in the ensemble.

S3: After receiving the ensemble, Bob stores it until the need for key distribution
arises. The states of this ensemble evolve under the system Hamiltonian during
the transfer as well as the storage period. As discussed in Sec. 6.2.4, the states
exhibit collapse and revival phenomenon.

S4: Whenever the key is required, Bob randomly chooses the voltage V quadrature
or the flux Φ quadrature and performs a homodyne measurement of the chosen
quadrature on each marked state of the ensemble.
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S5: In the next step, Bob communicates his measurement quadrature for each state
of the ensemble to Alice through an authenticated classical channel. Thereafter,
Alice retains the corresponding quadrature data for each state of the ensemble,
while discards the other quadrature data. The data shared between Alice and
Bob is thus correlated.

S6: Thereafter, using a sliced reconciliation scheme, the correlated data is trans-
formed into errorless bit strings. Finally, a secure key can be obtained by per-
forming privacy amplification on the errorless bit strings.

The schematic of the on-demand QKD scheme has been illustrated in Fig. 6.4. Two
different measurement schemes can be implemented by Bob in the step S4 mentioned
above. In the first scheme, Bob performs measurements at arbitrary times, while in the
second scheme, he performs measurements at specific times in order to maximize the
correlations of the data shared with Alice. We evaluate the average correlations of the
shared data between Alice and Bob for both the measurement schemes, and it turns out
that it is possible to carry out a successful QKD in both the measurement schemes as
we shall see in the following sections.

Case 1: Measurement at an arbitrary time

In this scheme, Bob performs measurement at arbitrary times without being concerned
about the time that has elapsed after state preparation. As discussed in Sec. 6.2.4, the
state exhibits a periodic collapse and revival phenomenon under the system Hamilto-
nian. As a result, the behavior of the correlation between Alice’s encoded data and
Bob’s measured results are periodic. Since Bob can perform measurement at any
random time, his measurement can be considered to be uniformly distributed over a
periodic cycle. Therefore, the required correlation is the time average of the time-
dependent periodic correlation between Alice and Bob. We now proceed to evaluate
this average correlation between Alice and Bob and the corresponding secure key rate.

To quantify the noise (correlation) between Bob’s measurement result and Alice’s
encoded value of quadrature X , we define a quantity CAB(X) as follows:

CAB(X) = 〈(XB −XA)2〉
= 〈(XB)2〉+ (XA)2 − 2XA〈XB〉, (6.35)

where XA represents the information encoded by Alice, XB represents the homodyne
measurement’s results of the quadrature X , and the average is taken over all possible
measurement results of Bob. We consider that Alice prepares the coherent state |α〉
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and Bob performs homodyne measurement of quadrature X at time t, then the noise
CAB(Φ) evaluates to

CAB(Φ) =
1

2

[
1 + 2|α|2 + 4 (Re (α))2 + α2e|α|

2(γ2−1)−2itξ − β2e(|α|2(γ−2−1)+2itξ)

− 4Re (α) e−itζ
(
αe|α|

2(γ−1) + α∗e(|α|2(γ−1−1)+2itζ)
)]

,

(6.36)
while the noise CAB(V ) evaluates to

CAB(V ) =
1

2

[
1 + 2|α|2 + 4 (Im (α))2 − α2e(|α|2(γ2−1)−2itξ) + β2e(|α|2(γ−2−1)+2itξ)

− 4Im (α) e−itζ
(
βe(|α|2(γ−1−1)+2itζ) + β∗e|α|

2(γ−1)
)]

,

(6.37)
where α = (φA + ivA)/

√
2, ξ = Ω − 2ν, β = (vA + iφA)/

√
2, γ = e2iνt and

ζ = Ω − ν. Let us suppose that Alice draws φA and vA from two independent zero-
centered Gaussian distributions with variance VAN0 = 1/2. The weighted average
noise is evaluated by averaging over all the possible coherent states generated by Alice.
The weighted average noise turns out to be equal for both the Φ and V quadratures and
is given as

C
{|α〉}
AB (X) =

∫ ∞
−∞

∫ ∞
−∞

dx1dx2
1

π
e−(x2

1+x2
2)CAB(X)

=
3

2
− 9 cos(t(ν − Ω))− 6 cos(t(ν + Ω)) + cos(t(3ν + Ω))

(5− 3 cos(2νt))2
,

(6.38)

where X ∈ {Φ, V }. The plots of the weighted average noise C{|α〉}AB (X) as a function
of scaled time νt/π for both odd and even values of Ω/ν is shown in Fig. 6.5. The
weighted average noise has a period of π/ν and 2π/ν for odd and even values of Ω/ν,
respectively. Averaging the weighted average noise over one periodic cycle t = 0 to
t = 2π/ν under the approximation Ω� ν, we obtain

CT
AB(X) =

ν

2π

∫ 2π
ν

0

dt C
{|α〉}
AB (X) =

3

2
. (6.39)

Thus, the optimum information rate between Alice and Bob I(A : B) evaluates to

I(A : B) =
1

2
log2

(
1 +

VAN0

CT
AB(X)

)
. (6.40)
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Figure 6.5: (a) Weighted average noise in either of the quadratures Φ or V as a function
of the scaled time νt/π for Ω/ν = 5, i.e., for odd Ω/ν. The state (6.22) at time t = 0,
π/ν and 2π/ν is |α〉, and thus the corresponding noise is equal to 1/2. (b) Weighted
average noise in either of the quadratures Φ or V as a function of the scaled time νt/π for
Ω/ν = 6, i.e., for even Ω/ν. The state (6.22) at time t = 0, and 2π/ν is |α〉, and thus the
corresponding noise is equal to 1/2. However, at time π/ν, the state is |−α〉, and thus the
corresponding noise is maximum.

Taking VAN0 = 1/2 and using Eq. (6.39), the optimum information rate turns out to
be I(A : B) = 0.20 bits. Therefore, the scheme generates correlated data, which can
be distilled to generate secure key.

Case 2: Measurements at specific times

In this scheme, whenever the need for the key distribution arises, Bob only performs
his measurement at those specific times which maximizes the correlation of the shared
data. We have identified three such timings of which two correspond to the state (6.22)
becoming a pure coherent state (|α〉 or | − α〉). The third timing corresponds to the
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state (6.22) becoming a superposition of two coherent states as given by Eq. (6.25).
The time period of the revival and collapse of the states are expected to be smaller
compared to the storage time. Alice needs to indicate the time of generation of each
state on the ensemble. Furthermore, Alice and Bob need to share synchronized clocks,
since Bob has to perform measurement at specific timings.

-10 -5 0 5 10

0.1

0.2

0.3

Φ

P
(Φ

)

Figure 6.6: The probability distribution of the Φ quadrature for the state (6.25), when
Alice Gaussian distribution is centered about φ0 = v0 = 4, and Ω = 100ν.

In this scheme, the two Gaussian distributions have the same variance, but are
centered around a larger value, for example, φ0 = v0 = 4. Bob follows a slightly
different scheme for recording the measurement readings, where he takes the absolute
value of the obtained results. When Bob records the absolute value of the obtained
results, the probability distribution of either of the quadratures is the same for both
Alice and Bob at times t = 0, t = π/2ν, t = π/ν, t = 3π/2ν and t = 2π/ν.
This is true for both the cases of Ω/ν being an odd or an even integer. Bob obtains a
bimodal distribution if he performs measurement at times t = π/2ν and t = 3π/2ν, as
shown in Fig. 6.6. We note that this distribution is bimodal only if we consider a large
value of φ0 and v0. After taking the absolute value of his results, he obtains the same
distribution as Alice’s. Further, at other aforementioned specific times, Bob obtains
the same distribution as Alice’s if he records the absolute value of the obtained results.

The correlations for the measurements at any of the aforementioned specific tim-
ings is equal to the vacuum noiseN0 = 1/2. Thus, the average correlation is also equal
to vacuum noise N0 = 1/2, and the optimum information rate between Alice and Bob
I(A : B) evaluates to

I(A : B) =
1

2
log2

(
1 +

VAN0

N0

)
= 0.50 bits. (6.41)
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It is necessary to perform measurements at precisely specified times to attain the
aforementioned information rate. Furthermore, the need for the key distribution may
arise after a long time leading to long storage of states. For a rf-SQUID with Ω ≈
104Hz and Ω/ν = 100, the time period of collapse and revival is of the order of a few
hundred microseconds (10−4s). Commercially available atomic clocks allow measure-
ment of time upto an error of 0.1µs per day. Thus, Bob can store the states for about
1000 days before the errors become of the order of collapse and revival time period.
Moreover, measurement timings with a nanosecond resolution can be performed us-
ing computer processors in the GHz range . Thus, measurement at specific timings is
feasible with the current technology for a storage period of around 1000 days.

6.4 Security
In this section, we provide the security proof for both the measurement schemes (at
arbitrary and specific timings) for the case of an individual attack by an eavesdropper.
As a result of eavesdropping, Gaussian noise is introduced in the rf-SQUIDs.

Security proof for our QKD scheme based on coherent states on rf-SQUIDs is
similar to the continuous variable QKD based on coherent states [109]. Furthermore,
we assume that Eavesdropper, Eve, has access to the ensemble of rf-SQUIDs while it
is being transported through a quantum channel with Gaussian noise. As has already
been stated in this chapter, if χN0 is the amount of noise added in the Bob’s signal,
then χ−1N0 is the minimum noise that gets added in the Eve’s signal [239]. In view of
this, the secure key rate for the case when Bob is performing measurement at arbitrary
times is given by

∆I = I(A : B)− I(A : E)

=
1

2
log2

(
(VA + χ)N0 + CT

AB(Xi)

χN0 + CT
AB(X)

)
− 1

2
log2

(
(1 + VAχ)N0 + CT

AE(X)χ

CT
AE(X)χ+N0

)
.

(6.42)

Here CT
AE(X) is the time-averaged noise between Alice and Eve. Eve aims to min-

imize the noise and for that she could employ the measurement scheme at specific
timings. This is also the best possible strategy as the noise at other timings is higher
than the vacuum noise N0. For χ < 1, the secure key rate is positive and thus a secure
key can be distilled. In the second case where Bob performs measurements at spe-
cific timings, the condition for positive secure key rate can be obtained by substituting
CT
AB(X) = N0 = 1/2 in Eq. (6.42). The condition, in this case too, for a positive
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secure key rate turns out to be χ < 1. Thus, the secure key cannot be distilled for both
measurement schemes if χ ≥ 1.

6.5 Conclusion
In this chapter, we investigated the possibility of accomplishing QKD with a non-
photonic quantum system. The scheme requires Alice to prepare coherent states on
rf-SQUIDs followed by the transfer of these states to Bob, who then stores it un-
der no dissipation conditions [233, 234]. Whenever the need for a key arises, Bob
performs measurements, and thereafter, classical information exchange and classical
post-processing operations can be done to obtain a secure key. As the state evolves un-
der the system Hamiltonian, the correlation between Alice and Bob exhibits collapse
and revival phenomenon. Motivated by this fact, we devised two different measure-
ment schemes, one without time stamping and the other with time stamping. The
scheme without time stamping, where Bob performs measurement at arbitrary times,
has a reasonable key rate of 0.20 bits. The scheme with time stamping has a higher key
rate of 0.50 bits, however it is hard to implement.

Our proposed on-demand QKD scheme has several benefits over light-based QKD
schemes, the most important being the possibility of storage of encoded states for
years and therefore, the key generation can be carried out on demand. Furthermore,
our scheme acts as a bridge between SQUIDs, which are currently utilized in several
quantum information and quantum communication protocols [243, 244, 245]. We ex-
pect that this work will pave the way for the application of other condensed matter
concepts to quantum communication. Specifically, one can explore the feasibility of
entanglement assisted QKD using entangled states of SQUIDs. The results of this
chapter are contained in arXiv:1808.06471v1.
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Chapter 7

Summary and Future Outlook
This thesis is a step further in the area of continuous variable quantum information
processing, including quantum state tomography and quantum process tomography,
nonlocality, and quantum key distribution. In the first work, we investigated the rela-
tive performances of various measurement schemes in the estimation of single mode
Gaussian states. These studies will enable experimentalists to select the most efficient
measurement scheme, which will enhance the performance of the QIP protocol under
consideration. In our work, we had considered the state to be either squeezed in the
q̂-quadrature or the p̂-quadrature. A possible future work would be, therefore, to ex-
tend the analysis for Gaussian states squeezed in arbitrary directions. Considering the
increasing importance of non-Gaussian states in various QIP tasks, it is desirable to ex-
tend our analysis to non-Gaussian states, where we are required to estimate moments
of all order.

In the next work, we provided a scheme for the optimal characterization of n-mode
Gaussian states and n-mode Gaussian channels using photon number measurements.
Since our state estimation scheme does not require local oscillators, it is well suited for
scenarios where it is difficult to arrange local oscillators. For instance, in CV-QKD,
transmitting an intense local pulse along with the signal pulse is a difficult task and can
also lead to security loopholes [133, 134]. Further, it would be interesting to devise
a scheme based on photon number measurements for the estimation of non-Gaussian
states.

In a different direction, we undertook study of quantum nonlocality in a variety of
quantum optical states ranging from a finite number of photons to an arbitrary number
of photons, Gaussian to non-Gaussian. To this end, we considered multiphoton Bell-
type inequality, which is based on the Clauser-Horne 1974 Bell test inequality. This
inequality allows us to explore the role played by passive transformations in converting
quantum optical nonclassicality to quantum nonlocality. We remark that on-off detec-
tors are used for measurements in this inequality, which is very coarse-grained. Thus,
it is desirable to construct Bell-type inequality based on more fine-grained measure-
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ments.
The last part of the thesis dealt with CV quantum key distribution (QKD). To this

end, we considered continuous variable measurement device independent quantum key
distribution (CV-MDI-QKD), which is immune to attack on detectors. Here we have
shown that photon subtraction on two mode squeezed coherent state enhances the per-
formance of CV-MDI-QKD protocol as compared to photon subtraction on two mode
squeezed vacuum state. However, the results revealed that multiple photon subtraction
is detrimental to the performance of CV-MDI-QKD protocol as compared to single
photon subtraction despite the fact that the entanglement content of multiple photon
subtraction is more than single photon subtraction. This indicates that entanglement
alone is not sufficient to enhance the performance of CV-MDI-QKD protocol. A thor-
ough investigation is required in order to pinpoint the form of quantumness responsible
for the enhancement of the CV-MDI-QKD protocol performance. Moreover, it remains
an open problem whether other non-Gaussian states can be generated, which can fur-
ther enhance the performance of the CV-MDI-QKD protocols.

In the last chapter of the thesis, we proposed a CV-QKD scheme based on long-
lived coherent states prepared on superconducting rings with a mesoscopic Josephson
junction. In this scheme, the key is generated whenever the actual need for the key
arises, which is in contrast to light-based CV-QKD scheme, where the key is generated
right after obtaining the state. This feature of our QKD scheme prevents the stealing
of the key after generation.

To summarize, we believe that photon-number-resolving-detectors and non-Gaussian
states are going to play an important role in the advancement of the quantum informa-
tion processing field. On a positive note, with recent technological developments, the
protocols involving these elements can be experimentally implemented.
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Appendix A

Calculation of the symplectic
transformation matrix for a given
Hamiltonian

We provide two different methods to evaluate the symplectic transformation matrix for
a given Hamiltonian.

A.1 Hilbert space and Baker-Campbell-Hausdorff for-
mula

Consider the Hamiltonian Ĥ(t) = δ(t− t1)q̂P̂1 (Eq. 2.15). The corresponding infinite
dimensional unitary representation is given by

U(Ĥ(t)) = e−i
∫
Ĥ(t) dt = e−iq̂P̂1 . (A.1)

In Heisenberg picture, the evolution of any operator Â can be written as

Â
U(Ĥ(t))−−−−→ U(Ĥ(t))† ÂU(Ĥ(t)). (A.2)

Thus, the transformation of various quadrature operators using the Baker-Campbell-
Hausdorff (BCH) formula can be evaluated as following:

eiq̂P̂1 q̂ e−iq̂P̂1 = q̂

eiq̂P̂1 p̂ e−iq̂P̂1 = p̂− P̂1

eiq̂P̂1 Q̂1 e−iq̂P̂1 = q̂ + Q̂1

eiq̂P̂1 P̂1 e−iq̂P̂1 = P̂1

(A.3)
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Thus, the quadrature operators transform as
q̂
p̂

Q̂

P̂1

 U(Ĥ(t))−−−−→


1 0 0 0
0 1 0 −1
1 0 1 0
0 0 0 1


︸ ︷︷ ︸

S


q̂
p̂

Q̂

P̂1

 , (A.4)

where S is the symplectic transformation corresponding to the Hamiltonian Ĥ(t) =
δ(t− t1)q̂P̂1. However, this method gets a little complicated for the modified Arthurs-
Kelly scheme, where the Hamiltonian is H = δ(t − t1)

(
q̂P̂1 − p̂Q̂2 + κ

2
P̂1Q̂2

)
. Al-

ternatively, we can take another approach where such complicated calculations can be
performed easily.

A.2 Exponentiation of generators of Sp(2n,R)
Let J be the generator of the symplectic group Sp(2n,R), i.e., J is an element of the
Lie algebra of Sp(2n,R) group. The corresponding symplectic group element S can
be obtained by exponentiating J as follows:

S = exp(J). (A.5)

We can associate a quadratic function of quadrature operators with every J , which is
Hermitian, as follows:

H(J) =
1

2
ξ̂T (ΩJ)ξ̂, (A.6)

where ξ̂ is the column of quadrature operators and Ω is the symplectic form. Since the
generators of the symplectic group and quadratic functions of the quadrature operators
are in one-to-one correspondence at Lie algebra level, we can exponentiate H(J) to
obtain infinite-dimensional unitary representation of S = exp(J). Thus, in our case,
we can first determine the generator J from the given Hamiltonian and evaluate the
corresponding symplectic transformation by exponentiation. We illustrate this proce-
dure with the help of the Hamiltonian Ĥ(t) = δ(t − t1)q̂P̂1, whose corresponding
infinite dimensional unitary representation is e−iq̂P̂1 . We can write

−iq̂P̂1 =
1

2
ξ̂T (ΩJ)ξ̂, (A.7)
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where ξ̂ = (q̂, p̂, Q̂1, P̂1)T and

ΩJ = −


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

 . (A.8)

Consequently, the generator J becomes

J =


0 0 0 0
0 0 0 −1
1 0 0 0
0 0 0 0

 . (A.9)

Thus, the sympletic matrix corresponding to the generator J is

S = exp(J) =


1 0 0 0
0 1 0 −1
1 0 1 0
0 0 0 1

 , (A.10)

which is the same as the symplectic transformation matrix obtained using the B-C-H
formula in the previous section.
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Appendix B

Wigner characteristic function
approach

This section provides alternate method to compute the probability and the covari-
ance matrix of k photon subtraction on one mode of the two-mode squeezed coherent
(TMSC) state using the Wigner characteristic function.

B.0.1 Wigner characteristic function of the TMSC state
The Wigner characteristic function of an n-mode system is given by

χ(Λ) = Tr[ρ̂ exp(−iΛTΩξ̂)], (B.1)

where ξ = (q̂1, p̂1, . . . q̂n, p̂n)T , Λ = (τ1, σ1, . . . τn, σn)T ([q̂i, p̂i] = iδij , i, j ∈ {1, 2, . . . n}),
and

Ω =
n⊕
k=1

ω, ω =

(
0 1
−1 0

)
. (B.2)

States with Gaussian characteristic function takes the following simple form [15, 42]:

χ(Λ) = exp[−1

2
ΛT (ΩV ΩT )Λ− i(Ω− ξ)Λ], (B.3)

where V is the covariance matrix of the state and ξ represents the displacement of the
Gaussian state. Thus, the Wigner characteristic function for two-mode coherent state
is the product of two single-mode coherent state:

χ(τ1, σ1, τ2, σ2) = e−(1/4)(τ2
1 +σ2

1)−i(τ1d2−σ1d1)e−(1/4)(τ2
2 +σ2

2)−i(τ2d2−σ2d1), (B.4)
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where ξ = (d1, d2, d1, d2) is the displacement of two-mode coherent state. Now,
the two-mode coherent state (B.4) is sent through a two-mode squeezer given by
S12 (1.93), and thus the Wigner characteristic function transforms as χ(Λ)→ χ(S−1

12 Λ).
The Wigner characteristic function of the TMSC state becomes (d1 = d, d2 = 0)

χA1A2(τ1, σ1, τ2, σ2) = exp

[
− 1

4
cosh 2r

(
τ 2

1 + σ2
1 + τ 2

2 + σ2
2

)
cosh(2r)

]
× exp

[
τ1τ2 − σ1σ2

2
sinh 2r + i(σ1 + σ2)der

]
.

(B.5)

The Wigner characteristic function of the Fock state |k〉 is given by

χ(τ, σ)|k〉 = exp

(
− τ 2

4
− σ2

4

)
Lk

(
τ 2

2
+
σ2

2

)
. (B.6)

B.0.2 Probability of k-photon detection
In the next step, Fred mixes the vacuum mode F0 with the mode A2 of the TMSC
state, obtained from Alice, using a beam splitter of transmittivty τ represented by the
transformation matrix B(τ) (1.89). The Wigner characteristic function transforms as
χ(Λ) → χ(B(τ)−1Λ), which yields a three mode entangled state described by the
following Wigner characteristic function:

χA1A
′
2F1

(Λ) = χ′A1A2
(τ1, σ1, τ2, σ2)χ′(τ3, σ3)|0〉. (B.7)

After a successful photon subtraction, i.e., when the POVM element Πk = |k〉〈k|
clicks, the unnormalized characteristic function of the k-PSTMSC state can be written
using Eq. (1.112) as

χkA1A′2
(τ1, σ1, τ2, σ2) =

1

2π

∫
dτ3dσ3 χ

′
A1A2

(τ1, σ1, τ2, σ2)χ′|0〉(τ3, σ3)︸ ︷︷ ︸
Three mode entangled state

χ|k〉(τ3, σ3)︸ ︷︷ ︸
Projection on |k〉〈k|

.

(B.8)
To integrate Eq. (B.8), we use the following substitution for the Laguerre polynomial
appearing in χ|k〉(τ3, σ3):

∂ks ∂
k
t exp

[
st+ s

τ + iσ√
2
− tτ − iσ√

2

]∣∣∣∣
s=t=0

= k!Lk

(
τ 2

2
+
σ2

2

)
, (B.9)

This substitution turns the integrand into a Gaussian integral, which can be easily
evaluated. The final expression of the unnormalized characteristic function of the k-
PSTMSC state can be written in the following succinct form:

χkA1A′2
(Λ) =

Ak

1 + α2(1− τ)
exp

[
−ΛTMΛ +NΛ +O

]
Lk(C), (B.10)
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where

M =


x 0 −y 0
0 x 0 y
−y 0 x 0
0 y 0 x

 , N =


0
z1

0
z2

 , (B.11)

where x = 1+α2(1+τ)
4(1+α2(1−τ))

, y = αβ
√
τ

2(1+α2(1−τ))
, z1 = id(β+ατ)

1+α2(1−τ)
, z2 = id(α+β)

√
τ

1+α2(1−τ)
,

O = −d2
(

1+2α(α+
√

1+α2)
)

(1−τ)

2(1+α2(1−τ))
, α = sinh r, β =

√
1 + α2, A = α2(1−τ)

1+α2(1−τ)
, and

C = [d(α+β)+α(τ1+iσ1)β−(τ2−iσ2)α
√
τ ][−d(α+β)+α(τ1−iσ1)β−(τ2+iσ2)α

√
τ ]

2α2(1+α2(1−τ))
.

The probability of k-photon subtraction can be computed from Eq. (B.10) as fol-
lowing:

P
(k)
PS = χkA1A′2

(τ1, σ1, τ2, σ2)

∣∣∣∣
τ1=σ1=τ2=σ2=0

=
Ak

1 + α2(1− τ)
exp(O)Lk(D), (B.12)

with D = − d2
(
α+β
)2

2α2(1+α2(1−τ))
.

B.0.3 Covariance matrix of the k-PSTMSC state
The normalized Wigner characteristic function χ̃ of the k-PSTMSC state is obtained
as

χ̃kA1A′2
(Λ) =

(
P

(k)
PS

)−1

χkA1A′2
(Λ) = exp

[
−ΛTMΛ +NΛ

] Lk(C)

Lk(D)
. (B.13)

We can evaluate the averages of symmetrically ordered operators by differentiating
Wigner characteristic function of the k-PSTMSC state with respect to τ and σ param-
eters as shown in Sec. 1.5. In our case, the averages of symmetrically ordered operator
of the form {q̂1

r1 p̂1
s1 q̂2

r2 p̂2
s2}sym can be evaluated by differentiating Wigner charac-

teristic function of the k-PSTMSC state (B.13):

〈{q̂1
r1 p̂1

s1 q̂2
r2 p̂2

s2}sym〉 =

(
1

i

)r1+r2 ( 1

−i

)s1+s2

× ∂r1+s1

∂σr11 ∂τ
s1
1

∂r2+s2

∂σr22 ∂τ
s2
2

χ̃kA1A′2
(τ1, σ1, τ2, σ2)

∣∣∣∣
τ1=σ1=τ2=σ2=0

.

(B.14)
By suitably choosing the values of r1, s1, r2, s2 in Eq. (B.14), all the elements of the
covariance matrix can be calculated. To convert all the results of [q̂, p̂] = i (natural
units) to [q̂, p̂] = 2i (shot noise unit), one needs to replace d → d/

√
2. Here, we
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directly write the averages of all the quantities appearing in the covariance matrix in
shot noise unit:

〈x̂1〉 =
d(β + ατ)

1 + α2(1− τ)
+
d(1 + α(α + β))

α(1 + α2(1− τ))

L1
n−1(D)

Ln(D)
,

〈x̂2〉 =
d(α + β)

√
τ

1 + α2(1− τ)

(
1 +

L1
n−1(D)

Ln(D)

)
,

〈x̂1
2〉 =

d2 − α2

α2
+
d2β2 (1 + 2α (α + β))

α2(1 + α2(1− τ))2

(
1 + 2

L1
n−1(D)

Ln(D)
+
L2
n−2(D)

Ln(D)

)
,

2α2β2 − 2d2 (1 + α (α + β))

α2(1 + α2(1− τ))

(
1 +

L1
n−1(D)

Ln(D)

)
,

〈x̂2
2〉 =− 1 +

d2β2 (1 + 2α (α + β))

α2(1 + α2(1− τ))2

(
1 +

L1
n−1(D)

Ln(D)
+
α2τ

β2

L2
n−2(D)

Ln(D)

)
,

2α2β2 − 2d2 (1 + α (α + β))

α2(1 + α2(1− τ))

(
1 +

L1
n−1(D)

Ln(D)

)
,

〈p̂1
2〉 =

1 + α2(1 + τ)

1 + α2(1− τ)
+

2(1 + α2)

1 + α2(1− τ)

L1
n−1(D)

Ln(D)
,

〈p̂2
2〉 =

1 + α2(1 + τ)

1 + α2(1− τ)
+

2α2τ

1 + α2(1− τ)

L1
n−1(D)

Ln(D)
,

〈x̂1x̂2〉 =
d2(β + 2α(1 + α(α + β)))

√
τ

α(1 + α2(1− τ))2

(
1 + 2

L1
n−1(D)

Ln(D)
+
L2
n−2(D)

Ln(D)

)
,

+
(2α2β − d2(α + β))

√
τ

α(1 + α2(1− τ))

(
1 +

L1
n−1(D)

Ln(D)

)
,

〈p̂1p̂2〉 =− 2αβ
√
τ

1 + α2(1− τ)

(
1 +

L1
n−1(D)

Ln(D)

)
,

〈p̂1〉 =〈p̂2〉 = 〈{x̂1p̂1}sym〉 = 〈{x̂2p̂2}sym〉 = 〈x̂1p̂2〉 = 〈p̂1x̂2〉 = 0,

(B.15)

with β =
√

1 + α2. Thus, the covariance matrix takes the following form:

ΣA1A′2
= ((ΣA1A′2

)ij) ≡


γxA 0 γxC 0
0 γpA 0 γpC
γxC 0 γxB 0
0 γpC 0 γpB

 , (B.16)

where (ΣA1A′2
)ij = 1

2
〈{ξ̂i, ξ̂j}〉 − 〈ξ̂i〉〈ξ̂j〉.
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[79] M. Paris and J. Řeháček, editors, Quantum state estimation, volume 649 of
Lecture Notes in Physics, Springer-Verlag, Berlin, 2004. 37

[80] A. I. Lvovsky and M. G. Raymer, Continuous-variable optical quantum-state
tomography, Rev. Mod. Phys. 81, 299–332 (Mar 2009). 37

[81] G. Vallone and D. Dequal, Strong Measurements Give a Better Direct Measure-
ment of the Quantum Wave Function, Phys. Rev. Lett. 116, 040502 (Jan 2016).
37

[82] L. Calderaro, G. Foletto, D. Dequal, P. Villoresi, and G. Vallone, Direct Recon-
struction of the Quantum Density Matrix by Strong Measurements, Phys. Rev.
Lett. 121, 230501 (Dec 2018). 37

159



REFERENCES

[83] G. S. Thekkadath, D. S. Phillips, J. F. F. Bulmer, W. R. Clements, A. Eckstein,
B. A. Bell, J. Lugani, T. A. W. Wolterink, A. Lita, S. W. Nam, T. Gerrits, C. G.
Wade, and I. A. Walmsley, Tuning between photon-number and quadrature
measurements with weak-field homodyne detection, Phys. Rev. A 101, 031801
(Mar 2020). 37, 82

[84] H. P. Yuen and V. W. S. Chan, Noise in homodyne and heterodyne detection,
Opt. Lett. 8(3), 177–179 (Mar 1983). 37

[85] G. L. Abbas, V. W. S. Chan, and T. K. Yee, Local-oscillator excess-noise sup-
pression for homodyne and heterodyne detection, Opt. Lett. 8(8), 419–421 (Aug
1983). 37

[86] B. L. Schumaker, Noise in homodyne detection, Opt. Lett. 9(5), 189–191 (May
1984). 37

[87] K. Banaszek and K. Wódkiewicz, Operational theory of homodyne detection,
Phys. Rev. A 55, 3117–3123 (Apr 1997). 37

[88] K. Vogel and H. Risken, Determination of quasiprobability distributions in
terms of probability distributions for the rotated quadrature phase, Phys. Rev. A
40, 2847–2849 (Sep 1989). 37

[89] D. T. Smithey, M. Beck, M. G. Raymer, and A. Faridani, Measurement of
the Wigner distribution and the density matrix of a light mode using optical
homodyne tomography: Application to squeezed states and the vacuum, Phys.
Rev. Lett. 70, 1244–1247 (Mar 1993). 37

[90] T. Kiesel, W. Vogel, V. Parigi, A. Zavatta, and M. Bellini, Experimental de-
termination of a nonclassical Glauber-Sudarshan P function, Phys. Rev. A 78,
021804 (Aug 2008). 37

[91] A. Javan, E. A. Ballik, and W. L. Bond, Frequency Characteristics of a
Continuous-Wave He–Ne Optical Maser, J. Opt. Soc. Am. 52(1), 96–98 (Jan
1962). 38

[92] W. S. Read and R. G. Turner, Tracking Heterodyne Detection, Appl. Opt. 4(12),
1570–1573 (Dec 1965). 38

[93] H. R. Carleton and W. T. Maloney, A Balanced Optical Heterodyne Detector,
Appl. Opt. 7(6), 1241–1243 (Jun 1968). 38

160



REFERENCES

[94] H. Gerhardt, H. Welling, and A. Güttner, Measurements of the laser linewidth
due to quantum phase and quantum amplitude noise above and below threshold.
I, Zeitschrift für Physik 253(2), 113–126 (Apr 1972). 38

[95] H. Yuen and J. Shapiro, Optical communication with two-photon coherent
states–Part III: Quantum measurements realizable with photoemissive detectors,
IEEE Transactions on Information Theory 26(1), 78–92 (January 1980). 38

[96] H. P. Yuen, Generalized quantum measurements and approximate simultaneous
measurements of noncommuting observables, Physics Letters A 91(3), 101 –
104 (1982). 38

[97] E. Arthurs and M. S. Goodman, Quantum Correlations: A Generalized Heisen-
berg Uncertainty Relation, Phys. Rev. Lett. 60, 2447–2449 (Jun 1988). 38

[98] J. Shapiro and S. Wagner, Phase and amplitude uncertainties in heterodyne
detection, IEEE Journal of Quantum Electronics 20(7), 803–813 (July 1984).
38

[99] J. Shapiro, Quantum noise and excess noise in optical homodyne and hetero-
dyne receivers, IEEE Journal of Quantum Electronics 21(3), 237–250 (March
1985). 38

[100] M. Collett, R. Loudon, and C. Gardiner, Quantum Theory of Optical Homodyne
and Heterodyne Detection, Journal of Modern Optics 34(6-7), 881–902 (1987).
38

[101] H. Martens and W. M. de Muynck, Towards a new uncertainty principle: quan-
tum measurement noise, Physics Letters A 157(8), 441 – 448 (1991). 38

[102] M. G. Raymer, Uncertainty principle for joint measurement of noncommuting
variables, American Journal of Physics 62(11), 986–993 (1994). 38

[103] J. Rehácek, Y. S. Teo, Z. Hradil, and S. Wallentowitz, Surmounting intrinsic
quantum-measurement uncertainties in Gaussian-state tomography with quadra-
ture squeezing, Scientific Reports 5, 12289 EP – (Jul 2015), Article. 38

[104] Y. S. Teo, C. R. Müller, H. Jeong, Z. Hradil, J. Řeháček, and L. L. Sánchez-Soto,
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