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Synopsis 

 

Thesis Title: Emissions, diurnal variability and modelling of 

biogenic volatile organic compounds 

Candidate: Mr. Abhishek Kumar Mishra 

Biogenic volatile organic compounds (BVOCs) are emitted from vegetation and play a pivotal role 

in atmospheric chemistry. Isoprene which is mainly emitted from trees and shrubs as a by-product 

of photosynthesis is the major contributor to the global biogenic budget. Once released into the 

atmosphere isoprene rapidly reacts with hydroxyl radicals (OH) forming oxygenated VOCs such 

as methyl vinyl ketone, methacrolein as well as formaldehyde and acetaldehyde in varying 

amounts. Formaldehyde and acetaldehyde are mainly formed photochemically by oxidation of 

other precursor hydrocarbons such as alkenes and alkanes. These oxygenated VOCs also play an 

important role in determining oxidizing capacity of troposphere.  

 The production of these oxygenated VOCs from isoprene oxidation proceeds through 

differing mechanisms in high nitrogen oxides (NOx = NO + NO2) regime (urban environment) and 

low NOx regime (forested environment). Additionally, in an urban environment isoprene oxidation 

can further lead to formation of ground level ozone due to catalytic action of NOx. While in a 

pristine environment it can lead to recycling of OH radical and sustaining the oxidation capacity.  

Additionally, isoprene also acts as a major precursor of peroxyacetyl nitrate (PAN) and organic 

aerosols, which makes it very important from the stand point of both air quality and Earth’s 

climate. 

Isoprene is produced within the chloroplast of plant cell by the action of isoprene 

synthesase enzyme (IpS) on the substrate dimethylallyl phosphate (DMAPP) along the mevalonate 

metabolic pathway (MEP pathway). It is released in response to heat stress or drought and is often 

considered as a metabolite relief valve contributing to the thermoregulation in plants. The 

experimental evidence from different lab and field based studies conducted over the past three 

decades has helped establish that isoprene emission rates are higher on sunny and warmer days in 

comparison to colder and sunny days. The experiments have also established that isoprene 
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emission is also a strong function of past 24-hour temperature, the isoprene emissions begin at 

approximately 285 K and start to level off in the range of 310-320 K due to degradation of 

enzymatic processes and stomatal closure. Both the above factors are present in abundance in the 

rainforest and likewise they contribute more than 75% of global isoprene emissions. Therefore, 

tropical rainforests have been the hotspot of ground based measurements of isoprene and its 

oxidation products. These studies have helped identify and evaluate the lab based estimates of 

isoprene oxidation yields. The laboratory studies have demonstrated methyl vinyl ketone, 

methacrolein yield of around 0.1 under low NOx conditions (< 70 ppt NO) and under high NOx 

conditions its yield can range from 0.5 to 0.8. The ratio of methyl vinyl ketone, methacrolein to 

isoprene can be used as a proxy to investigate isoprene oxidation and is reported to exhibit a value 

close to 0.5 in forested environments in Amazon basin. While values close to 0.45 has been 

reported from southeastern USA and close to ~ 1 in urban centers of China.   

The north-west Indo-Gangetic Plain is the agricultural “bread basket” of South Asia and is 

one of the most under-studied regions of the world in terms of atmospheric composition and in 

particular biogenic emissions. Till date only a few studies have reported measurements of isoprene 

and its oxidation products in summer and in winter season. These periods are also associated with 

other dominant anthropogenic emission sources for example crop residue burning (May, 

September to November), wildfire (March-June) landfill fire (March-June) and winter season is 

associated with fog and cooler conditions which are not conducive to biogenic activity. In addition, 

during the harsh summer season isoprene temperature can reach up to 40-45 ℃, beyond which 

enzymatic processes and stomatal closure occurs which are not favorable to biogenic emission. 

The monsoon season over the region provides a unique window with maximum signal to 

noise ratio to study the biogenic emissions and land atmosphere-interactions. During this season 

vegetation throughout the region is not moisture limited while many anthropogenic fire sources 

such as crop residue burning and forest fires are absent. Further in monsoon, Indo-Gangetic Plain 

is a major rice growing region of the world and daytime hourly ozone can frequently exceed 

phytotoxic dose of 40 ppb O3 while the strong convective activity causes surface emissions to be 

transported to upper atmosphere. Therefore, during this season biogenic emissions can 

significantly impact the remote upper atmosphere, climate and ozone affecting, rice yields. 
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The farmers of N.W IGP practice mixed Agroforestry due to which the croplands have 

large swathes of poplar and eucalyptus growing at the periphery of croplands, which are strong 

isoprene emitters. Trees besides biogenic emissions also impact the micrometeorology by 

modulating the surface sensible and latent heat flux through evaporative cooling.  

To understand this complex interplay of biogenic emissions, micrometeorology and 

atmospheric chemistry this study for the first time utilizes ground based measurements of isoprene 

and its oxidation products from a sub-urban site in the foothills of the Himalayas during the 

monsoon season. This measurement site located in IISER Mohali (30.667◦ N–76.729◦ E, 310 m 

a.s.l) and is best suited to investigate the biogenic activity due to its semi-forest and semi-urban 

nature. To the north east of the site, lies urban agglomerates such as Chandigarh and Panchkula 

city, whereas the north-west fetch region consists of mainly rural and agricultural land with 

Agroforestry. To further investigate the impact of Agroforestry on regional atmospheric chemistry 

and study the land atmosphere-interactions during monsoon season. This study utilizes weather 

research and forecasting model coupled with chemistry (WRF-Chem) model. 

The WRF-Chem model is coupled online with the Model of Emissions of Gases and 

Aerosol from Nature (MEGAN) model to compute regional biogenic emission. The current version 

of MEGAN model coupled with WRF-Chem uses an approach where each of the grid cell is 

divided into different PFTs (Broadleaf, Needleleaf, Shrubs and Herbs) and non-vegetative (barren) 

surface. In addition to the PFTs MEGAN also has defined global gridded dataset of leaf area index 

(LAI) and gridded emission factor (EF) to account for the geographical variability and season. The 

base emissions or EF are modulated utilizing different emission activity functions which account 

for variability in environmental conditions (temperature sensitivity, light sensitivity etc.). The base 

emission factor for different PFTs have been estimated through field studies and ground based 

measurements in different ecosystems while the activity functions have been developed from 

laboratory based experiments. As discussed above the WRF-Chem model utilizes MEGAN model 

for computing biogenic emissions, while the processes associated with land atmosphere 

interactions are simulated using Noah land surface model which has its own vegetation dataset. 

In my thesis work, I have analyzed first monsoon time dataset of isoprene, methyl vinyl ketone, 

methacrolein, formaldehyde, and acetaldehyde ground based measurements from India. Next, I 

have evaluated the current representation of biogenic emissions and associated land use land cover 
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data in major intensively farmed agricultural regions of the globe. Next, I have improved the 

representation of vegetation in WRF-Chem coupled MEGAN model over N.W IGP which has 

been estimated using latest high resolution satellite imagery from MODIS, Google Earth and 

Landsat. Finally, the improved model setup has been used to investigate regional atmospheric 

chemistry and the land atmosphere-interactions during monsoon season. Specifically, the impact 

of Agroforestry on regional atmospheric Chemistry and micrometeorology. Next I, present 

overview of different chapters in my thesis. 

CHAPTER-1 

In the first chapter of my thesis, I present an introduction of BVOCs, their importance and global 

budget in the atmosphere. This is followed with discussion on importance of isoprene which 

dominates the global budget of BVOCs. Next, I have discussed about the significance of daytime 

isoprene oxidation and how the formation of oxygenated VOCs such as methyl vinyl ketone, 

methacrolein, formaldehyde and acetaldehyde proceeds through differing mechanisms in urban 

and pristine environments. Isoprene and its oxygenated products play an important role in 

determining oxidizing capacity of troposphere and very important from the stand point of both air 

quality and Earth’s climate. Apart from isoprene oxidation oxygenated organic compounds such 

as acetaldehyde and formaldehyde have strong photochemical sources and are formed by oxidation 

of other precursor hydrocarbons. In the case of acetaldehyde apart from photoxidation, direct 

biogenic emissions from poplar and mosses and lichens have also been reported. Next, a general 

introduction for modelling biogenic emissions and land –atmosphere interactions are presented. 

The chapter ends stating the motivation for my thesis work which was driven by the following 

scientific questions: 

1- What is the ambient variability, diel profile of isoprene, formaldehyde, methyl vinyl 

ketone, methacrolein and acetaldehyde during monsoon season?  

2- What are the major daytime sources of these compounds in the monsoon season when 

biogenic sources are strongest relative to other sources over the north-west Indo-Gangetic 

Plain? 

3- What is the configuration of weather research and forecasting model coupled with 

chemistry and MEGAN model and how well does the model represents the ground level 

isoprene during the monsoon season over north-west Indo-Gangetic Plain presently?  
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4- What is the degree of underestimation of cropland trees in some major Agroforestry 

intensive regions of the world including north-west Indo-Gangetic Plain? 

5- How do the missing cropland trees affect atmospheric chemistry and micrometeorology of 

an agricultural region like north-west Indo-Gangetic Plain? 

6- What is the extent to which trees in croplands may help to reduce crop yield losses due to 

heat stress and ozone pollution? 

7-  Can expanding Agroforestry tree cover result in further crop yield gain and climate co-

benefits in future?  

The scientific questions were addressed using ground based observations high sensitivity 

proton transfer reaction mass spectrometry (PTR-MS) technique for VOC measurements, high-

resolution land use land cover satellite data along with weather research and forecasting model 

coupled with chemistry (WRF-Chem) and Model of Emissions of Gases and Aerosol from Nature 

(MEGAN) model.  

CHAPTER 2 

In the second chapter, I report the measurements for isoprene, formaldehyde, methyl vinyl 

ketone, methacrolein and acetaldehyde performed in July, August and September months at a sub-

urban site in north-west Indo-Gangetic Plain. In this study, I demonstrate that during the monsoon 

season biogenic emissions were the major source of isoprene with photo-oxidation of isoprene as 

the major source of methyl vinyl ketone, methacrolein. The daytime observed average ambient 

mixing ratios for isoprene during the monsoon season were comparable to mixing ratios observed 

over tropical forests (eg. Amazon rainforest, Borneo rainforest.). Additionally, formaldehyde and 

acetaldehyde have strong photo-chemical sources from the oxidation of hydrocarbons, including 

isoprene. Agroforestry cultivation of poplar, eucalyptus (high isoprene emitting trees), over the 

north-west Indo-Gangetic Plain were found to be the likely sources. 

CHAPTER 3 

In the third chapter, I configured WRF-Chem coupled MEGAN model over South Asia 

to study three dimensional (3D) simulations of meteorology, atmospheric chemistry and 

biogenic emissions over north-west Indo-Gangetic Plain during monsoon season. Modelled 
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isoprene showed under-prediction which was due to the missing Agroforestry trees in the 

croplands.  

CHAPTER-4 

In the fourth chapter, I estimated fractional tree cover for different types of croplands on 

different continents. In this study, I demonstrate that the tree cover over intensely farmed regions 

in Asia, Australia and South America is significantly underestimated (e.g. only 1-3% tree cover 

over North-India) by the current chemistry-climate models. Next, I included the actual tree cover 

(~10%) over the north-west Indo Gangetic Plain in WRF-Chem model. The new model setup 

improved agreement between the modelled and measured temperature, boundary layer height, 

surface ozone which were earlier overestimated. The new model setup also improved agreement 

between measured and modelled isoprene and its oxidation products which were earlier 

underestimated. In this study I found that the surface latent heat flux alone increases by 100-300% 

while surface sensible heat flux reduces by 50-100%, leading to a reduction in daytime boundary 

layer height by 200-400 m which modulates air pollution. In this study, I also show that the trees 

in croplands mitigate peak daytime temperatures and ozone which improves rice production by 10 

-20%. Finally, I demonstrated that expanding Agroforestry practices to 50% of the cropland area 

could result in up to 40% yield gain regionally. Therefore, future climate mitigation and food 

security efforts should consider stakeholder participation for increased cropland Agroforestry 

because of its beneficial effects. 

CHAPTER-5 

In the fifth chapter, I provide the main conclusions from my thesis with an overview of future 

outlook from this study. 

The current study focused primarily on improving the representation of vegetation in 

MEGAN module and Noah land surface module during the monsoon season as inconsistency was 

found in the vegetation data of the model. However, the current WRF-Chem set up doesn’t take 

into account the vegetation data while computing the dry deposition of different trace gases and 

VOCs which can be a limitation. It is worth mentioning here that the representation of vegetation 

data in the current WRF-Chem modelling system is quite tricky and sometimes difficult to follow. 

There are three different modules which are simulating different processes are using three different 
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input vegetation datasets. The Noah land surface model and MEGAN model, both have their own 

land use dataset, similarly the biomass burning emission module has its own. In my thesis I have 

made the representation of vegetation data in the Noah land surface model complement with that 

of MEGAN model as per the latest high resolution satellite imagery over South Asia. These 

changes will also have to be incorporated over other parts of the globe and also to the biomass 

burning inventory. So that in future only a single dataset can be used seamlessly across different 

modules.  

 In future studies improved model setup described in chapter 4 should be implemented over 

other parts of the globe which were identified for missing trees in croplands. The improved setup 

should also validate the representation of other BVOCs from the model (eg. monoterpenes). 

Additionally, the improved model set up can also focus on high resolution simulations over urban 

areas to accurately estimate heat stress and air pollution over cities. It can also be implemented for 

studying urban heat island effect and coming up with what if scenarios for park cooling effects 

that is changing an urban center with vegetation just like the 50% Agroforestry study discussed in 

chapter 4.  

The key messages from all the chapters can be visualized through the graphical abstract below.  
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Chapter: 1 
 

Introduction 

1.1 Biogenic volatile organic compounds:  Importance of biogenic 

emissions and trees for local microclimate 

Biogenic volatile organic compounds (BVOCs) are defined as a family of volatile organic 

compounds (VOCs) emitted from a variety of sources in the terrestrial ecosystem. They account 

for more than 90% of total VOC emissions (Goldstein and Galbally, 2007; Palmer et al., 2006) 

and play a significant role in atmospheric chemistry. These terrestrial sources include emissions 

from flowers, stems, trunks, soil microbes etc. nonetheless total global biogenic emission is mainly 

dominated from foliage which is estimated to be 815-1530 Tg y-1 (Baghi et al., 2012; Goldstein 

and Galbally, 2007; Guenther et al., 2012). 

These terrestrial ecosystems release thousands of BVOCs showing a strong chemical diversity 

(Knudsen et al., 2006) but out of these compounds, only a few are emitted at such emission rates 

which can impact atmospheric composition (Guenther et al., 2012). These suites of chemical 

compounds emitted from terrestrial ecosystem include terpenoid compounds (Rasmussen, 1972), 

methanol (MacDonald and Fall, 1993b), acetone (Jacob et al., 2002), acetaldehyde (Jardine et al., 

2009), formaldehyde (DiGangi et al., 2011), ethanol and organic acids (Dudareva et al., 2013), 

alkanes (Kirstine et al., 1998), organic halides (Khan et al., 2011) and organic sulfur compounds 

(Bates et al., 1992).  

The terpenoid compounds dominate the total BVOC budget and can be further classified into 

different groups as hemiterpenoids (C-5 species), monoterpenoids (C-10 species) 

sesquiterpenoides (C-15 species), homoterpenes (C-11 and C-16 species) and diterpenoids (C-20 

species). Isoprene which is a hemiterpenoid is the major contributor to the global BVOC budget 

(Guenther et al., 2006; Guenther et al., 2012), the factors controlling its emission process will be 

discussed in section 1.1.1.  

Atmospheric oxidation dominates the global budget of methanol and acetone. In addition, 

methanol and acetaldehyde are also emitted from young expanding leaves and conifer buds 



2 
 

respectively (Jacob et al., 2002, MacDonald and Fall, 1993b, Macdonald and Fall, 1993a). 

Similarly, for acetaldehyde emissions from terrestrial ecosystem source amounts to 11 % of the 

global budget (Millet et al., 2010) mainly from alcoholic fermentation in leaves and roots of plants 

under anoxic conditions (Kesselmeier and Staudt, 1999). Formaldehyde which is mainly formed 

by oxidation of precursor hydrocarbons such as alkenes and alkanes (Fortems-Cheiney et al., 2012; 

Millet et al., 2010) also have been reported to be emitted from various tree species (Kesselmeier, 

2001).  

The BVOCs once emitted into the lower atmosphere undergo transport and mixing in the planetary 

boundary layer. Further, they undergo photochemical oxidation along with the other removal 

processes such as surface deposition (vegetation/aerosol) or washout in rainwater (wet deposition) 

(Seinfeld and Pandis, (1998)). During the daytime, the BVOCs undergo photochemical oxidation 

by atmospheric oxidants such as hydroxyl radicals (Park et al., 2013). The daytime reactions with 

hydroxyl radical (OH) represent the dominant sink for the BVOCs (Lelieveld et al., 2016). 

Additionally, reactions with ozone, photolysis and reactions with nitrate radical (NO3) during 

nighttime also act as sinks for BVOCs (Atkinson and Arey, 2003). The photo-oxidized 

products/intermediates can also get transported (advection and convection) due to the 

meteorological noise/wind.  

The biogenic emissions in urban areas enhance tropospheric ozone formation also known as ‘bad 

ozone’ when present more than few tens of ppb it is known to harm human health, air quality, and 

health of crops (Haagen-Smit, 1952; Sinha et al., 2015).  Besides, biogenic emissions also 

contribute to the formation of secondary organic aerosols (Xavier et al., 2019), which is very 

important from the standpoint of urban air pollution and climate. 

Trees are the strongest source of BVOCs (Guenther et al., 2006) and are therefore very important 

from an atmospheric chemistry perspective. Besides, trees also impact the micrometeorology by 

modulating the surface sensible and latent heat flux through evaporative cooling. Due to the 

evapotranspiration cooling and reduction in sensible heat, they reduce the environmental 

temperature which can have multiple benefits (Campi et al., 2009, Nature Clim. Change., 2019, 

Wang et al., 2015). For example, in croplands, it can lead to a reduction in heat stress enhancing 

crop productivity a practice known as Agroforestry. Agroforestry is a collective nomenclature 

given to land-use systems and practices where woody perennials (eg. Poplar, Eucalyptus, Bamboos 
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etc.) are planted on the same land units on which crops are growing with a particular temporal 

sequence or spatial arrangement. 

In the next sections, I discuss the factors which influence BVOC emissions with the main focus 

on the emission of biogenic isoprene. This would be followed up with a discussion on the impact 

of BVOCs on tropospheric chemistry.  

1.1.1 Causes and environmental factors that influence biogenic isoprene 

emission 

The formation and emission of BVOCs is mainly dependent on physiological, biochemical and 

physiochemical processes inside plants which are a function of environmental conditions (Sharkey 

and Singsaas, 1995).  

As discussed in the previous section isoprene emissions dominate the total global BVOC budget. 

Its emission was first reported from plants that were being grown in the greenhouse environment 

in 1957 from a team of researchers who were analyzing the emissions of volatile products from 

different tree species eg. Poplar (Populus nigra L.), Acacia (Robina pseudo acacia L.)  etc. The 

research team was led by Guivi Sanadze who was the first one to report and identify isoprene 

emission characterized as temperature and light-dependent process (Sanadze, 1957; Sanadze, 

2004). The schematic in Figure 1.1 shows the steps of isoprene formation within the plant. Isoprene 

is produced within the chloroplast of plant cells by the action of isoprene synthesase enzyme (IpS) 

on the substrate dimethylallyl phosphate (DMAPP) along the mevalonate metabolic pathway 

(MEP pathway) (Sharkey et al., 2008) which makes around 2% of total photosynthetic activity.  

The experimental evidence of the past three decades has indicated that several physical and 

biological factors modify the capacity of plants to emit isoprene (Guenther et al., 2006). The main 

factors influencing the isoprene emissions include leaf temperature, incident photosynthetic 

photon flux density (PPFD) (Guenther et al., 2006). These factors influence isoprene emissions 

over time scales of seconds to weeks (Monson and Holland, 2001; Sharkey, 2001).  A leaf’s ability 

to emit isoprene is influenced by numerous factors, leaf phenology plays a very important role. 

Generally, young leaves do not emit isoprene, the emission is maximum in mature leaves while it 

reduces in case of senescence (Dani et al., 2014; Harley et al., 1994). Soil moisture also affects the 

isoprene emission capacity (Pegoraro et al., 2004), additionally, there is growing evidence that 
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increasing carbon dioxide levels and ozone episodes may also affect isoprene emission capacity 

(Velikova et al., 2008).  

Increasing carbon dioxide levels and ozone episodes may affect isoprene emission capacity. The 

affect has been discussed in following points: 

 Sensitivity to carbon dioxide levels: Some chamber experiments have demonstrated that 

when grown in environmentally controlled chambers Populus deltoides (A high isoprene 

emitter) showed a 30–40% reduction in isoprene emission rate when grown at 800 ppmv 

CO2, compared to 400 ppmv CO2. Similarly, Populus tremuloides exhibited a 33% 

reduction when grown at 1200 ppmv CO2, compared with 600 ppmv CO2. Using insights 

developed from similar experiments discussed above, empirical models have been 

developed which has been incorporated into Community Atmospheric Model-Community 

Land Model (CAM-CLM) (Heald et al., 2009). By accounting CO2 inhibition shows little 

impact on predictions of present-day global isoprene emission (increase from 508 to 523 

Tg Cyr-1) while the projected global isoprene emissions in 2100 showed a drop from 696 

to 479 Tg Cyr-1 when this effect was included. The future projections suggest a 

compensatory balance between effect of temperature and CO2 (Heald et al., 2009). 

 Sensitivity to ozone pollution levels: To understand the effect of ozone on isoprene 

emission, chamber studies are conducted under controlled laboratory conditions. In these 

experiments different plant species are exposed to different scenarios like exposed to clean 

air and fumigated with ozone rich air (environmentally relevant ozone concentration levels) 

(Tani et al., 2017). The above chamber experiment was conducted for two Quercus species 

wherein the isoprene emission rate and DMAPP content were significantly decreased by 

enriched ozone. This suggests that the reduction in the production of substrate DMAPP is 

a cause of the decreased isoprene emission.  
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Plants release isoprene to protect the leaves against thermal stress as isoprene emission contributes 

to the thermoregulation by plants. Isoprene emission can be related to as metabolic relief valve 

which releases phosphate stuck in DMAPP as protection from ozone and heat damage (Sharkey 

and Singsaas, 1995; Sharkey et al., 2008; Vickers et al., 2009).  

The three graphs in Figure 1.1 elucidate the relationship between isoprene and environmental 

conditions which have been developed with different field and modelling studies (Guenther et al., 

1996; Guenther et al., 2006; Guenther et al., 1991; Guenther et al., 1993; Lamb et al., 1996).  The 

substrate concentration (DMAPP) directly affects isoprene emissions by influencing the rate of 

reaction of the isoprene synthesase enzyme on the substrate. Additionally, isoprene emission rates 

have been observed to be higher on sunny (higher PPFD) and warmer days in comparison to colder 

and sunny days (Petron et al., 2001). Isoprene emission is also a strong function of past 24-hour 

temperature (directly proportional), the isoprene emissions begin at approximately 285 K and start 

to level off in the range of 310-320 K (Guenther et al., 2006) depending on the past 24-hour 

temperature. In the next section, I discuss the role of BVOCs on tropospheric chemistry with the 

main focus on the chemistry of isoprene, acetaldehyde, and formaldehyde. 

 

Figure 1.1 Schematic showing the pathway for isoprene synthesis in plants and factors controlling it.  

Figure was created by author using Office 2016. 
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1.2 Importance of isoprene, acetaldehyde and formaldehyde in 

atmosphere 

The quantitative estimation of global BVOC emissions to better understand implications on 

atmospheric composition started with Went’s (Went, 1960) pioneering work along with 

(Rasmussen, 1970) in which enclosure based measurements of monoterpenes from a single plant 

species were used to estimate the global biogenic emission. Although the global estimates were 

off by a factor of three which was later accurately estimated by using the same enclosure based 

measurements coupled with accurate land use data for different ecosystems (Guenther et al., 1995; 

Lamb et al., 1996). One of the main challenges associated with the enclosures based studies is to 

access all the mature parts of a canopy to quantify the canopy level flux. Therefore, a more recent 

estimation of canopy flux was performed using micrometeorology and eddy flux technique 

(Misztal et al., 2011).  

Over the past few decades, different ground-based measurements have been performed in types of 

different ecosystems to better understand and quantify the magnitude, diel and seasonal patterns 

for BVOCs (Eerdekens et al., 2009; Kuhn et al., 2007; Lamb et al., 1996; Langford et al., 2010; 

Rinne et al., 2002; Winters et al., 2009). These pioneering studies have helped identify tropical 

forested areas as the major biogenic source along with identifying the hardwood vegetation trees 

namely eucalyptus, poplar, oaks as the most dominant source (Finlayson-Pitts and Pitts, 1997). 

Currently, the total BVOC budget estimated by coupling the ground-based measurements with 

global atmospheric chemistry models comprises of ~50% isoprene, 11% monoterpenes, 22.5 % 

other reactive VOCs (eg. Acetaldehyde, Formaldehyde) and 22.5 % other VOCs (eg. Methanol, 

and acetone) (Eerdekens et al., 2009). Therefore, next I discuss the importance of isoprene, 

acetaldehyde, and formaldehyde on atmospheric chemistry. 

Isoprene dominates the total global budget of biogenic emissions (400-600 Tg y-1) (Guenther et 

al., 2006) and is emitted from trees as a by-product of photosynthesis. Plants being a natural system 

exhibit a circadian rhythm (Hewitt et al., 2011) which gives a diurnal pattern to the observed 

isoprene concentration. The isoprene emissions begin in the morning after the sunrise, peaks 

around the noontime and finally ceases at sunset. Different studies have shown a strong variability 

in the observed average isoprene concentration for eg. Surinam (Tropical rainforest: 2.39 ppb), 

OHP France (Mediterranean forest:2.80 ppb), Shanghai China (Deciduous forest: 2.47 ppb), 
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(Danum Valley Malaysia: 1.10 ppb) (Jones et al., 2011; Williams et al., 2001; Zannoni et al., 

2015). 

Once released into the atmosphere isoprene oxidation plays a very critical role in both urban and 

rural environments throughout the globe. The discovery of its significance in the urban 

environment was mainly driven by understanding its role as a precursor leading to the formation 

of secondary pollutants such as ozone back in the 1970s. The city planners in Atlanta, USA were 

informed that they will have to spend money to reduce a pollutant in the atmosphere which no one 

was emitting and no one knew where it came from (Jeffries et al., 2013). This was later identified 

as a case of local air pollution as the city was being influenced by isoprene emissions from 

surrounding forests (Chameides et al., 1988). 

Isoprene is a short-lived species with an atmospheric lifetime of approximately ~1.5 hours 

(Williams and Warneck, 2012), due to its high chemical reactivity isoprene plays a critical role in 

the oxidative cycles of the troposphere (Atkinson and Arey, 2003). During the daytime isoprene 

rapidly reacts with hydroxyl radical (OH radical) [(k(isop+OH)) 1 × 10-10 cm3 molecule-1s-1] (Carter 

and Atkinson, 1996) to form peroxy radicals (RO2) (Pugh et al., 2011). RO2 in presence of nitric 

oxide (NO) leads to the formation of oxygenated VOCs such as methyl vinyl ketone (MVK), 

methacrolein (MACR) as major products of its oxidation as well as formaldehyde and 

acetaldehyde in varying amounts (Sprengnether et al., 2002). Additionally, in an urban 

environment isoprene oxidation can lead to noxious oxidant build-up leading to the formation of 

ground-level ozone due to the catalytic action of nitrogen oxides (NOx = NO + NO2) (Lelieveld et 

al., 2008). While in a pristine environment it can lead to the recycling of OH radical and sustaining 

the oxidation capacity (Lelieveld et al., 2008).    

Isoprene in an urban environment is also a precursor of peroxyacetyl nitrate (PAN) which is also 

a component of urban smog (Seinfeld and Pandis, 1998) and it has been estimated through 

modelling studies and constrained through measurement data that isoprene is responsible for 37% 

of global PAN budget (Fischer et al., 2014). Additionally, isoprene in a low NOx environment can 

be a precursor to secondary organic aerosol (SOA). This is mainly due to the absence of NOx, 

which slows down the reaction rates of the first-degree product which gives more time to particle 

formation (Kroll et al., 2006). Although the homogeneous nucleation of isoprene yields a low level 
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of SOA from the original mass (Carlton et al., 2009) but catalyzing the reaction with acidic seed 

yields aerosol growth (Czoschke et al., 2003).   

Oxygenated organic compounds such as acetaldehyde and formaldehyde have strong 

photochemical sources and are formed by oxidation of precursor hydrocarbons such as alkenes 

and alkanes (Fortems-Cheiney et al., 2012; Millet et al., 2010). In the case of acetaldehyde direct 

biogenic emissions from poplar and mosses and lichens have also been reported and account for 

approximately 23 Tg y-1. Acetaldehyde has a typical lifetime in the order of 1 day (Atkinson et al., 

2006) with major sinks as reaction with OH radical (Atkinson et al., 2006), photolysis (Sander et 

al., 2006), as well as dry deposition and wet deposition, represent minor sinks (Karl et al., 2004). 

Formaldehyde has a typical lifetime of ~10 hours with major sink as photolysis and reaction with 

OH radical and photolysis (Williams and Warneck, 2012). In the next section, I discuss modelling 

biogenic emissions and land-atmosphere interactions in mesoscale modelling. 

1.3 Modelling biogenic emissions and land-atmosphere interactions  

As per the discussion in previous sections recognition of the important role of BVOCs in air quality 

and climate has made biogenic emissions an indispensable part of earth system models. Biogenic 

emissions are studied through emission models which try to represent the emission pattern through 

mathematical equations on a global scale. The mathematical emission model fits together the 

physical and chemical processes to present a detailed and cohesive picture of atmospheric 

conditions and biogenic emissions to predict future conditions and emissions. 

Biogenic models may be classified as either a big leaf model or a multi-layer canopy model. Multi-

layer models provide detailed leaf-level information and intra-canopy behavior which makes it 

computationally very expensive and reduces its scope of the study (Dai et al., 2004). An alternate 

big-leaf model incorporates all the properties of the canopy into a single leaf along with lumping 

multiple parameters in coupled equations to compute flux values which makes it computationally 

less expensive (Dickinson et al., 1998). 

Currently, BVOC emission models are routinely used in air quality and climate models and the 

most widely used model is used multi-layer model is the Model of Emissions of Gases and Aerosol 

from Nature (MEGAN) model (Guenther et al., 2006; Guenther et al., 2012) which uses the base 

emissions computed from different ecosystems named as plant functional types (PFTs). MEGAN 
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is further constrained with local environmental factors by using certain parametrizations which 

will be discussed in much greater detail in chapter 3. MEGAN is embedded in some on-line models 

and can also run as a stand-alone model.  

The base emissions from MEGAN for different PFTs are derived from different field studies and 

are extrapolated or computed from formaldehyde satellite measurements (Barkley et al., 2013) 

where no ground-based measurements exist.  

The weather research and forecasting model coupled with chemistry (WRF-Chem) (Grell et al., 

2005; Skamarock et al., 2008) is a state of the art regional chemical transport model which is 

widely used as a tool in modelling atmospheric chemistry. It incorporates MEGAN (v 2.04) for 

the online calculation of biogenic emission. The current version MEGAN model uses an approach 

where each of the grid cells is divided into different PFTs (Broadleaf, Needleleaf, Shrubs and 

Herbs) and non-vegetative (Barren) surface. In addition to the PFTs, MEGAN also has defined 

global gridded dataset of leaf area index (LAI) and gridded emission factor (EF) to account for the 

geographical variability and season.  

The WRF-Chem simulates the key land-atmosphere interaction processes through the Noah land 

surface model (Chen and Dudhia, 2001). Any land surface model in weather or a climate model 

must provide at least 4 key parameters to the parent model namely surface sensible heat flux, 

surface latent heat flux, surface emissivity and surface albedo. This is achieved primarily by 

providing some key inputs to the land surface model namely land-use/vegetation data, soil texture 

data, slope, or elevation. Additionally, specifying secondary parameters as a function of the above 

three through a lookup table. This discussion concerning both the biogenic module and land 

surface module underscores the fact the land-use data, vegetation data, or the PFTs hold the key 

to accurately model both atmospheric chemistry and land-atmosphere interactions. The WRF-

Chem coupled MEGAN model represents vegetation, water, natural surface, and other features on 

the land surface using land use landcover data. This thesis has utilized three different vegetation 

datasets including GlobCover, MOD44B and Landsat vegetation cover fraction dataset. 

GlobCover provides global composite and land cover maps using input observation from 

ENVISAT satellite (Arino et al., E.S.A 2012 GlobCover Dataset). MOD44B provides global tree 

cover percentage at 250m resolution (Dimiceli et al., J.R.G. 2015 . Accessed 2019-06-09  ). 
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Landsat vegetation continuous fields provides tree canopy cover data at 30m resolution using input 

observation from different bands of Landsat-5 (Sexton et al., 2013).  

 In the next subsequent sections, I discuss the current status of biogenic measurement and 

modelling research over South Asia followed by the thesis plan.   

1.4 Status of biogenic modelling and measurement research over 

South Asia 

MEGAN model has been extensively used over South Asia coupled with chemical transport 

models (WRF-Chem) to simulate regional atmospheric chemistry (Ghude et al., 2013; Kumar et 

al., 2014a) and biogenic emissions. However, the base emissions from MEGAN are derived from 

different field studies and are extrapolated or inverted by constraining formaldehyde satellite 

measurements (Barkley et al., 2013; Chaliyakunnel et al., 2019) were no ground-based 

measurements exist.  These studies have been found to predict less accurate ground-based 

measured isoprene flux values especially over the tropical latitudes in comparison to the top-down 

approach using inversion of satellite data (Stavrakou et al., 2014) as satellite retrieval can be at 

times difficult especially during the monsoon season over South Asia due the presence of deep 

convective clouds (Lawrence and Lelieveld, 2010). Recently, a study showed that the isoprene 

spectral signatures are detectable from space using the satellite-borne Cross-track Infrared Sounder 

(CrIS) and emphasized on ground-based validation for the algorithm (Fu et al., 2019). Therefore, 

ground-based isoprene measurements are necessary to validate the current representation of 

biogenic emissions in the MEGAN model over South Asia. 

Till date, only a few studies have reported measurements of these biogenic compounds in summer 

and the winter season from the South Asian atmospheric environment (Chandra and Sinha, 2016; 

Hakkim et al., 2019; Sarkar et al., 2016; Sinha et al., 2014). Additionally, Varshney and Singh 

(2003) have reported isoprene emissions from 40 tree species and estimated the isoprene emissions 

from forests over India. But no measurements of biogenic isoprene have been reported for the 

monsoon season from any region in India which is one of the most important seasons of the year 

over this region as it represents a period characterized by convective activity that can uplift surface 

emissions to the upper atmosphere (Lawrence and Lelieveld, 2010). During the monsoon season, 
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one would expect stronger biogenic emissions as the vegetation is no longer limited by the 

availability of moisture.  

Finally, it is imperative to evaluate the model with continuous online ground-based measurements 

to assess the representation of different input parameters (For eg. land use land cover) and 

parametrizations in the existing model setup which is currently widely used by the atmospheric 

chemistry modelling community. 

1.5 Research motivation and thesis structure 

As discussed in previous sections BVOCs are emitted from vegetation and play a pivotal role in 

atmospheric chemistry. Isoprene dominates the total global budget of biogenic emissions and is 

primarily emitted from trees as a by-product of photosynthesis. Trees also significantly impact 

land-atmosphere feedbacks to influence the local microclimate and air quality. The N.W IGP is 

the agricultural “bread basket” of South Asia and mixed agroforestry practices are prevalent over 

the region. The monsoon season over the region provides a unique window to investigate the 

impact of vegetation on atmospheric chemistry and land atmosphere-interactions with the 

maximum signal to noise ratio.  During this season vegetation throughout the region is not moisture 

limited while many anthropogenic fire sources such as crop residue burning and forest fires are 

absent. This period presents a complex interplay of biogenic emissions, micrometeorology, 

atmospheric chemistry. 

Thus through this thesis, I would like to address the following questions: 

1- What is the ambient variability, diel profile of isoprene, formaldehyde, methyl vinyl 

ketone, methacrolein and acetaldehyde during monsoon season?  

2- What are the major daytime sources of these compounds in the monsoon season when 

biogenic sources are strongest relative to other sources over the north-west Indo-Gangetic 

Plain? 

3- What is the degree of underestimation of cropland trees in some major agroforestry 

intensive regions of the world including north-west Indo-Gangetic Plain? 

4- How do the missing cropland trees affect atmospheric chemistry and micrometeorology of 

an agricultural region like north-west Indo-Gangetic Plain? 
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5- What is the extent to which trees in croplands may help to reduce crop yield losses due to 

heat stress and ozone pollution? 

6-  Can expanding agroforestry tree cover result in further crop yield gain and climate co-

benefits in the future? 

The first two questions are addressed in chapter 2 where first in-situ measured dataset of isoprene, 

formaldehyde, MVK+MACR and acetaldehyde from India is presented during the monsoon 

season with evidence of a strong biogenic isoprene emission. The chapter also discusses the main 

sources of formaldehyde and acetaldehyde over the N.W IGP during the monsoon season and how 

it is different from the summer season. Chapter 3 discusses the details of different processes and 

datasets used by the WRF-Chem model. The chapter ends with details on how realistic the WRF-

Chem coupled MEGAN model can represent ground-based measurements over N.W IGP. The 

fourth, fifth and sixth question is addressed in chapter 4 where it discussed the potential impacts 

of omitting trees in croplands in WRF-Chem land surface and MEGAN model which hampers the 

ability accurately simulate energy and chemical fluxes in agricultural regions. Finally, the chapter 

presents a ‘what if scenario’ simulation where it is shown that expanding the agroforestry tree in 

the cropland areas can help mitigate climate change along with increasing crop yield gain. 
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Chapter: 2 
 

Emission drivers and variability of ambient isoprene, 

formaldehyde and acetaldehyde in north-west India during 

monsoon season 

 

The contents of this chapter have been published in the international peer reviewed journal 

Environmental Pollution as (Mishra and Sinha, 2020) 

 

 

Figure 2.1: Graphical abstract of the chapter. 
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2.1 Abstract 

Isoprene, formaldehyde and acetaldehyde are important reactive organic compounds which 

strongly impact atmospheric oxidation processes and formation of tropospheric ozone. Monsoon 

meteorology and the topography of Himalayan foothills cause surface emissions to get rapidly 

transported both horizontally and vertically, thereby influencing atmospheric processes in distant 

regions. Further in monsoon, Indo-Gangetic Plain is a major rice growing region of the world and 

daytime hourly ozone can frequently exceed phytotoxic dose of 40 ppb O3. However, the sources 

and ambient variability of these compounds which are potent ozone precursors are unknown. Here, 

I investigate the sources and photochemical processes driving their emission/formation during 

monsoon season from a sub-urban site at the foothills of the Himalayas. The measurements were 

performed in July, August and September using a high sensitivity mass spectrometer. Average 

ambient mixing ratios (±1σ variability) of isoprene, formaldehyde, acetaldehyde, and the sum of 

methyl vinyl ketone and methacrolein (MVK+MACR), were 1.40 ± 0.30 ppb, 5.70 ± 0.90 ppb, 

4.50 ± 2.00 ppb, 0.75 ± 0.30 ppb, respectively, and much higher than summertime values in May. 

For isoprene these values were comparable to mixing ratios observed over tropical forests. 

Surprisingly, despite occurrence of anthropogenic emissions, biogenic emissions were found to be 

the major source of isoprene with peak daytime isoprene driven by temperature (r≥0.8) and solar 

radiation. Photo-oxidation of precursor hydrocarbons were the main sources of acetaldehyde, 

formaldehyde and MVK+MACR. Ambient mixing ratios of all the compounds correlated poorly 

with acetonitrile (r≤ 0.2), a chemical tracer for biomass burning suggesting negligible influence of 

biomass burning during monsoon season. Our results suggest that during monsoon season when 

radiation and rain are no longer limiting factors and convective activity causes surface emissions 

to be transported to upper atmosphere, biogenic emissions can significantly impact the remote 

upper atmosphere, climate and ozone affecting, rice yields. 
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2.2 Introduction 

Isoprene is the most abundant hydrocarbon emission into the atmosphere after methane (Goldstein 

and Galbally, 2007; Palmer et al., 2006). Owing to its high chemical reactivity (daytime 

atmospheric lifetime typically < 90 minutes) isoprene plays a critical role in global oxidant 

chemistry (Lelieveld et al., 2008) and is a major hydrocarbon precursor of tropospheric ozone 

(Chameides et al., 1988; Fuentes et al., 2000; Pierce et al., 1998) and organic aerosols (Andreae 

and Crutzen, 1997; Claeys et al., 2004), which influence the Earth’s climate and are atmospheric 

pollutants. 

During the daytime isoprene oxidation is driven by hydroxyl radicals (OH) forming oxygenated 

VOCs such as methyl vinyl ketone (MVK), methacrolein (MACR) as major products of its 

oxidation as well as formaldehyde and acetaldehyde in varying amounts (Atkinson et al., 1989; 

Sprengnether et al., 2002). It has been reported that plants synthesize isoprene using the 

Methylerythritol 4-phosphate pathway (MEP) using carbon pools of photosynthesis which is 

mainly dependent on enzymatic activities (Bamberger et al., 2017; Sharkey and Singsaas, 1995; 

Sharkey et al., 2008). As a consequence, the biogenic isoprene emissions are strongly dependent 

on environmental and physiological conditions (i.e., temperature and radiation, soil moisture, leaf 

area index (LAI), and leaf age) (Guenther et al., 2012; Guenther et al., 1993; Niinemets et al., 

1999; Stavrakou et al., 2014), and type of vegetation (i.e., grassland, forest, shrubland) (Guenther 

et al., 1995).  

Oxygenated organic compounds such as acetaldehyde and formaldehyde have strong 

photochemical sources and are formed by oxidation of precursor hydrocarbons such as alkenes 

and alkanes (Fortems-Cheiney et al., 2012; Millet et al., 2010). In the case of acetaldehyde direct 

biogenic emissions from poplar and mosses and lichens have also been reported. These oxygenated 

volatile organic compounds are among the most reactive and abundant ambient oxygenated 

compounds. In addition to fueling formation of surface ozone in combination with nitrogen oxides, 

they also act as a tropospheric source of hydroxyl and hydroperoxy radicals. By forming peroxy 

acetyl nitrates (PAN) they move reactive nitrogen far away from its emission sources to the upper 

troposphere and downwind regions, playing significant roles in regional oxidant chemistry. 

In addition to the biogenic sources of isoprene and photochemical sources of acetaldehyde, 

formaldehyde, MVK+MACR, all of these compounds can also be emitted from biomass burning 
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sources (Andreae, 2019; Sinha et al., 2019; Sinha et al., 2014). The northern Indo-Gangetic plains 

are one of the world’s highly populated (~400 million people) and productive rice growing regions. 

It therefore has potentially significant biomass burning sources in addition to biogenic sources. In 

addition, during most of the year the temperature and radiation (Kumar et al., 2016b) are sufficient 

for photochemically forming acetaldehyde, formaldehyde, methacrolein and methyl vinyl ketone. 

Thus, this densely populated region of the world with large anthropogenic and natural sources can 

be a significant source of isoprene through biogenic and biomass burning sources and for 

formaldehyde, acetaldehyde, MVK+MACR additionally through photochemical sources. In fact, 

hourly daytime ozone mixing ratios frequently exceed the phytotoxic dose of 40 ppb (Mills et al., 

2018) during monsoon season from July to September (see Figure S3, of Kumar et al., 2016), when 

paddy crops cover a vast part of the land use in the region.  

Though not as reactive as acetaldehyde and isoprene, methanol and acetone are also among the 

most abundant compounds in ambient air and can have biogenic and photochemical sources in 

addition to strong anthropogenic sources (Schade and Goldstein, 2006). Based on a quantitative 

source apportionment study carried out during summer in the north-west Indo-Gangetic plain 

(Pallavi et al., 2019), anthropogenic sources such as industrial emissions and solvent use as well 

as biofuel use and waste disposal and traffic (cars and two-wheelers) were the main drivers 

controlling the ambient mixing ratios of these compounds in the region, with both biogenic and 

photochemical sources contributing less than 25%. The industrial and traffic sources are expected 

to be as active during the monsoon season as well. Hence in this study where our main focus is to 

examine biogenic and photochemically formed compounds during the monsoon season, I did not 

consider them further.  

Unfortunately, due to paucity of in-situ measurements of these compounds from the region, there 

is a lack of understanding concerning the major seasonal processes that control the ambient 

variability of these compounds, which can act as potent ozone precursors. Till date only a few 

studies have reported measurements of these compounds in summer and in winter season from the 

South Asian atmospheric environment (Chandra and Sinha, 2016; Hakkim et al., 2019; Sarkar et 

al., 2016; Sinha et al., 2014). To the best of our knowledge no measurements of isoprene and 

acetaldehyde have been reported for the monsoon season from any region in India. The monsoon 

season is one of the most important seasons of the year over this region as it represents a period 
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characterized by convective activity that can uplift surface emissions to the upper atmosphere 

(Lawrence and Lelieveld, 2010), facilitating long range transport of surface emissions. 

Furthermore, from the point of view of biogenic emissions from vegetation and oxidation 

chemistry, in contrast to the summer season, this a period when one would expect stronger biogenic 

emissions as the vegetation is no longer limited by availability of moisture.  

Here, I report and analyze a two-month long dataset to investigate the emission processes and 

ambient variability of isoprene, acetaldehyde, formaldehyde, MVK+MACR, at a sub-urban site in 

the foothills of the Himalayas during the monsoon season. By use of a chemical marker compound 

for biomass burning namely acetonitrile, which was measured simultaneously, I first examined the 

relative importance of biomass burning sources and biogenic sources during the monsoon season. 

Next I examined the temperature and radiation dependence in addition to tracer data, for 

investigating the biogenic and photochemical sources of these compounds. Finally, I analyzed the 

daytime variability of the compounds and influence of boundary layer growth to assess the role of 

atmospheric dilution on the observed variability during monsoon and summer seasons. After 

comparison of the meteorological and emission drivers of these compounds I discuss the larger 

implications of our findings. 

2.3 Materials and Methods 

The site and climatology of air masses for different seasons at the site has been described in detail 

in previous published works (Kumar et al., 2016b; Pawar et al., 2015). The study was conducted 

at a sub-urban site called IISER Mohali (Pawar et al., 2015; Sinha et al., 2015) which is located in 

the Himalayan foothills (Figure 2.2 a). To its north-east, lie urban agglomerates such as 

Chandigarh and Panchkula city, whereas the north-west fetch region consists of mainly rural and 

agricultural land. The south-east fetch region consists of rural and industrial regions from the more 

densely populated part of the Indo-Gangetic Plain (Figure 2.2 b). Delhi is 300 km south of the 

measurement site. The rural and agricultural areas have large area under poplar and eucalyptus 

planted typically at the periphery of agricultural fields (India-FRI, 2019). During the monsoon 

season, the main fetch region as shown in the wind rose plot (Figure 2.2 c) was the region south-

east of the site advecting air masses to the measurement site at wind speeds frequently exceeding 

5 m s-1. In other seasons including summer, the predominant fetch region is from the north-west 

(Kumar et al., 2016b). The meteorological data presented in this study were acquired at a temporal 
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resolution of 1 minute using an automatic weather station from 21st July -19th September 2012 

(Met One Instruments Inc., Rowlett, USA) and details about these sensors are available in Sinha 

et al., 2014. 

 

Figure 2.2. (a) Location of Mohali on Land classification map (adapted from Indian State of Forest report-

2019, Ministry of Environment, forest and climate change, India) (b) Exact location of measurement facility 

(adapted from ESA globe cover 2009) (c) wind rose plot derived from one-minute wind speed and wind 

direction data at the measurement site (30.667◦ N, 76.729◦ E) from 21st July – 19th September 2012. 

Measurements of isoprene, sum of methyl vinyl ketone and methacrolein (MVK+MACR), 

acetaldehyde, formaldehyde and acetonitrile were carried out using a proton-transfer reaction 

quadrupole mass spectrometer (PTR-QMS; Model 11-07HS-088; Ionicon Analytik Gesellschaft, 

Austria). Specific analytical details of the PTR-MS system and operational details, calibration 

experiments as well as the data and quality control protocols have already been provided for the 

same instrument in detail when it was operated in May 2012 to measure isoprene, MVK+MACR 

as well as acetaldehyde and acetonitrile previously (Sinha et al., 2014). Additional details relevant 

for long term measurements have also been provided elsewhere (Chandra and Sinha, 2016; Sinha 
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et al., 2014). Hence only brief description is provided here for these compounds and more detailed 

description concerning the quantification of formaldehyde, which requires humidity dependent 

correction for accurate quantification. The instrument was operated at 135 Td in selected ion 

monitoring mode. Isoprene (C5H8; M.W: 68.12 g/mol) was detected at m/z = 69 (Blake et al., 2009; 

de Gouw and Warneke, 2007) after chemical ionization with hydronium reagent ions. Previous 

PTR-MS studies have reported that m/z 69 can have nominal isobaric contributions from furan too 

which is emitted from combustion and biomass burning sources (Akagi et al., 2011; Christian et 

al., 2004; Yokelson et al., 2013). In the work by (Sarkar et al., 2016) in Nepal in the winter of 

December 2012-January 2013 using a time of flight mass spectrometer (PTR-TOF –MS), which 

could distinguish between furan and isoprene, we found that m/z 69 was mainly due to isoprene 

with furan contributing a maximum of 25 % at m/z 69 even in nighttime biomass burning emission  

plumes. For reasons discussed in the results and discussion section in detail and based on results 

of previous studies from our group in this atmospheric environment (Kumar and Sinha, 2014) at 

the same site in summer using the VOC-OHM technique which showed that the dominant 

contributor to m/z 69 was isoprene, we are therefore confident that the daytime m/z 69 signal is 

majorly due to isoprene. The sum of MVK+MACR (C4H6O; M.W: 70.09 g/mol; C4H6O; M.W: 

70.09 g/mol), acetonitrile (CH3CN: M.W: 41.05 g/mol) and acetaldehyde (C2H4O; M.W: 44.05 

g/mol) were detected at m/z = 71, m/z =42 and m/z =45, respectively. The specificity of PTR-MS 

for detection of these compounds has been validated previously (de Gouw and Warneke, 2007). 

However, even though methyl ethyl ketone has been detected at m/z 73 using a quadrupole PTR-

MS in several previous studies, more recent studies have cautioned against attributing the 

measurement at m/z 73 in high isoprene and anthropogenically influenced environments, as there 

can be significant contribution from methylglyoxal, 2-methylpropanal and butanal in such 

measurements (Yáñez-Serrano et al., 2015; Michoud et al., 2018). As we could not be sure about 

the identity and contribution of these isobaric compounds using only quadrupole PTR-MS 

measurements, we are therefore not reporting them in this study. Formaldehyde (HCHO; M.W: 

30.03 g/mol) was detected at m/z = 31. The proton affinity of formaldehyde (PA = 715.7 kJ mol-

1) is only marginally higher than that of water (PA = 691 kJ mol-1) and so the sensitivity of 

formaldehyde decreases with increasing humidity, which is important to account for during 

ambient conditions characterized by high humidity (Vlasenko et al., 2010; Warneke et al., 2011), 

which is the case during the summer monsoon season in India. To account for the same, we 
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therefore applied humidity corrections to the formaldehyde data in keeping with the method 

proposed and validated by (Cui et al., 2016) over a wide range of humidities. The equations and 

method are described as following. 

In PTR-MS the reaction between formaldehyde and hydronium ion takes place as shown R1. But 

since there is very slight difference between the proton affinity (PA) of formaldehyde (PA = 715.7 

kJ mol-1) and that of water (PA = 691 kJ mol-1), backward reaction (R2) can take place and as a 

result the sensitivity of formaldehyde decreases with increasing humidity causing underestimation 

of the formaldehyde concentration in the ambient air. 

                              HCHO  H3O
+              HCHO.H+  H2O                             R1 

                   HCHO.H+  H2O               HCHO  H3O
+                               R2 

In this study humidity correction was applied to the data following the method proposed and 

validated by (Cui et al., 2016), who also operated their instrument at ~135 Td and obtained a 

humidity based correction spanning a wind range of RH. The rate constant for the proton transfer 

reaction of formaldehyde was corrected by using (equation 2.1 below) using measured absolute 

humidity. The corrected rate constant was then used to obtained the calculated sensitivity for 

HCHO in ncps/ppb as described by (de Gouw and Warneke, 2007). Equation 2.1 and 2.2  

𝑘 = 0.007 (𝐴𝐻2) − 0.0588 𝐴𝐻 + 1.8139                                                                     2.1 

Where, k is the rate for proton transfer reaction (HCHO with H3O
+), AH is the absolute humidity 

 

𝑆 =  
𝑘 𝐿

µ0𝑁0
 𝑋 

𝑁2

𝐸
 𝑋 

𝑇(𝑅𝐻+)

𝑇(𝐻3𝑂+)
                                                                                                 2.2 

 

Where, S is sensitivity (ncps/ppb), k is the rate constant for proton transfer,  L is the length of drift 

tube 9.3 cm, µ0 is the ion mobility at STP, N is the number density of gas in the drift tub, 

𝑇(𝑅𝐻+) 𝑎𝑛𝑑 𝑇(𝐻3𝑂+)  is the transmission efficiency for RH+ and H3O
+ respectively. We 

observed that the rate of reaction between formaldehyde and hydronium ion showed a linear 

negative dependence on absolute humidity (Figure 2.3) consistent with Cui et al. 2016.  
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Figure 2.3. Dependence of rate constant (kHCHO + H3O
+) of the reaction between formaldehyde with 

hydronium ion on absolute humidity. 

 

Calibration experiments and ambient measurements were carried out under identical operating 

conditions with a dwell time of 1s at the corresponding m/z channel of the compound.  Background 

signal at these m/z channels within the instrument were collected regularly by sampling VOC free 

zero air in the instrument (Kumar and Sinha, 2014; Sinha et al., 2014). The values in Table 2.1 list 

the sensitivity factors (ncps/ppb), measurement uncertainty, detection limit, zero background 

range at these mass to charge ratios (m/z). The overall uncertainty for isoprene, sum of 

MVK+MACR and acetaldehyde based on the calibration was less than 10% whereas for 

formaldehyde was estimated to be less than 30%. 
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Table 2.1 Results of PTR-MS calibration experiment 

 
    

m/z Compound 
Sensitivity 

(ncps/ppbv) 

Uncertainty Zero-

Background 

Range (ppbv) 

Detection 

Limit 

(ppbv) 

42 Acetonitrile 16.6 ± 1.9 9.1% 0.30 0.05 

45 Acetaldehyde 17.6 ± 0.4   8.4% 0.45 0.09 

69 Isoprene 8.2 ± 0.2   10% 0.51 0.12 

71 MVK+MACR 18.2 ± 0.4   10% 0.32 0.10 

 

The boundary layer heights were obtained using the ERA5 reanalysis dataset, available in the 

European Centre for Medium-Range Weather Forecasts (ECMWF, Data Access: December 2020). 

We used the reanalysis ERA5 single level data (surface level) after downloading it in network 

common data form (netCDF format) and the same was interpolated at Mohali 

(Longitude:76.729◦E; Latitude:30.667◦N) using the climate data operator package.  

While performing the evaluation with boundary layer height, I had to take a careful decision about 

which reference dataset to choose. I opted for ERA-5 for the following reasons: 

1. Fine spatial resolution of 0.25°×0.25°, Please note that MERRA 2 data is the only other 

global reanalysis dataset available at hourly temporal and at a relatively coarser resolution 

(0.625°-0.5° spatial resolution). 

2. ERA5 uses 4D Var Advanced-Data assimilation system of ECMWF, which is much 

advanced in comparison to MERRA 2 global data assimilation system. This has also 

yielded better performance of ERA5 against the observation dataset (Hersbach et al., 2020; 

Olauson, 2018). The ERA5 reanalysis datasets has also been extensively validated across 

India to assess hydrological applications and assessment of vertical air motion against IMD 

dataset along with other Reanalysis products (Mahto and Mishra, 2019; Uma et al., 2020). 

The analysis shows that ERA‐5 outperforms the other reanalysis products for the monsoon 

season in India (Mahto and Mishra, 2019). 
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2.4 Results and Discussion 

2.4.1 General meteorology and temporal characteristics of isoprene, 

MVK+MACR, acetaldehyde, formaldehyde, acetonitrile 

The measurements reported in this work were acquired from 21st July 2012 to 19th September 2012 

during the monsoon season. In this season, the north-west Indo Gangetic Plain is characterized by 

high average daily relative humidity (~ 65%), heavy rainfall events during the wet spells, 

thunderstorm activity and diffused solar radiation even though the average daily temperatures are 

circa 30°C (Kumar et al., 2016b). During the measurement period the average hourly daytime 

temperature always remained above 22°C with the average day time maximum temperature even 

reaching ~36°C. The average maximum and minimum relative humidity ranged between ~85% at 

05:00LT to 65% at 15:00LT. The average wind speed was ~ 4.5 ms-1 with south-west as the 

predominant fetch region as shown in Figure 2.2 C.  

In Figure 2.4 we show the time series in the mixing ratios of VOCs and solar radiation at 1-hour 

temporal resolution (derived from n > 80,000 measurements). This period was marked by several 

major rainfall events (> 3 mm rainfall.). The top panel displays mixing ratios of isoprene and its 

major oxidation products, namely MVK+MACR. The second panel shows the mixing ratios of 

formaldehyde and acetaldehyde, that are major VOC oxidation products and can also be emitted 

by biomass burning and biogenic sources. The third panel shows the mixing ratios of acetonitrile, 

a good molecular tracer for biomass burning and the solar radiation, which is helpful to identify 

strongly overcast days. The bottom panel shows the ambient temperature and hourly accumulated 

rainfall for events exceeding 3 mm as solid blue bars (extended dashed blue lines are added for 

convenience to interpret VOC data in upper panels. Table 2.2 and 2.3 tabulate the average 

temperature, solar radiation and rainfall for days with heavy rainfall and dry conditions, 

respectively. The contrasts in the meteorological conditions during wet and dry spells of the 

monsoon were helpful for investigating photochemical sources of the oxygenated compounds. In 

addition, it also enabled investigation of biogenic emissions of isoprene which are dependent on 

the plant functional types, temperature and photosynthetic active radiation (Guenther et al., 2006). 

Significant variability was observed in the ambient mixing ratios of isoprene and its oxidation 

products on days with contrasting meteorological conditions. The days associated with cooler 

conditions marked with heavy rainfall and cloudy days were characterized by low mixing ratios of 
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isoprene and its oxidation products: isoprene (< 0.9 ppb), formaldehyde (< 5.2 ppb ), acetaldehyde 

(< 4.1 ppb), and MVK+MACR (< 0.6 ppb) while days with warmer conditions and break in the 

rainfall activity were characterized by high mixing ratios of isoprene and its oxidation products: 

isoprene (>2 ppb), formaldehyde (>6.5 ppb), acetaldehyde (>8.1 ppb), and MVK+MACR (>0.8 

ppb). The average daytime mixing ratios of isoprene and its oxidation products were higher relative 

to the daily average values suggesting stronger sources for these compounds in the daytime during 

the monsoon season. The average mixing ratios (±1σ ambient variability) of isoprene, 

formaldehyde, MVK + MACR, acetaldehyde and acetonitrile were 1.4 ± 0.3 ppb, 5.7 ± 0.9 ppb, 

0.7 ± 0.3 ppb, 4.5 ± 2.0 ppb and 1.0 ± 0.9 ppb, respectively. The marked differences in the daytime 

mixing ratios of isoprene and its oxidation products between contrasting meteorological 

conditions, suggests significant isoprene emissions from vegetation and strong photochemical 

sources of acetaldehyde and formaldehyde. These are examined in more detail in the next section.  

Figure 2.4 Time series of the hourly averaged measured mixing ratios of isoprene, isoprene oxidation 

products as MVK+MACR (top panel), formaldehyde and acetaldehyde (second panel), and acetonitrile and 

solar radiation (third panel), temperature bottom panel) from 21.07.2012-19.09.2012. Hourly accumulated 

rainfall for rain events >3 mm are shown in bottom panel as solid blue bars (extended dashed blue lines are 

added for convenience to interpret VOC data in upper panels) 
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Table 2.2: Average temperature, solar radiation and rainfall for days associated with heavy rainfall and 

cloudy conditions 

 

 

 

 

Table 2.3: Average temperature and solar radiation for days with warmer conditions and break in the 

rainfall activity and higher solar radiation 

 

2.4.2 Analyses of sources of isoprene and the oxygenated VOCs during the 

monsoon season  
It has been reported previously from the same site in summer season of 2012 during May (Sinha 

et al., 2014) that biomass burning for garbage disposal (Sharma et al., 2019) and from crop residue 

burning activity during post-harvest months of April-May and Oct-Nov (Kumar et al., 2016b) can 

act as a source of isoprene and several oxygenated VOCs as these compounds are emitted from 

such pyrogenic sources (Akagi et al., 2011; Christian et al., 2004; Yokelson et al., 2013). Biomass 

Date Temperature (◦C) Solar radiation (W m-2) Rainfall (mm) 

09th August 27.5 175  49 

20th August 25.8 138 39 

22nd August 27.0 182 42 

18th September 24.9 131 35 

Date Temperature (◦C) Solar radiation 

 (W m-2) 

27th July 31.5 370  

05th August 28.3 340 

06th August 31.2 330 

11th August 32.5 420 
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burning activity can be inferred from enhancements in acetonitrile mixing ratios (emission tracer 

for biomass burning) (Holzinger et al., 1999) along with enhancement in daily fire counts as shown 

and reported by (Kumar et al., 2016b). During the monsoon season, the daily average acetonitrile 

mixing ratios were 40 % lower relative to the summer season (May-2012: 1.4 ppb (Sinha et al., 

2014); 21st July-19th September-2012: 1.0 ppb). This was mainly due to absence of regional crop 

residue burning, and generally wet conditions during the monsoon season which are not conducive 

for open biomass burning. Correlation of day-time and night- time hourly averaged values of 

isoprene and acetaldehyde with acetonitrile for the monsoon season and summer season (dataset 

reported in Sinha et al. 2014) are presented in Figure 2.5.  

 

Figure 2.5 Correlation of hourly averaged mixing ratios of a) day-time isoprene with day-time acetonitrile 

b) day-time acetaldehyde with day-time acetonitrile c) night-time isoprene with night-time acetonitrile and 

d) night-time acetaldehyde with night-time acetonitrile during monsoon season (21.07.2012-19.09.2012) 

and summer season (01.05.2012-31.05.2012)  

During the monsoon season there was hardly any correlation of isoprene and acetaldehyde with 

acetonitrile (r ≤0.2), whereas in summertime at the same site, the hourly averaged daytime and 

nighttime isoprene and acetaldehyde correlated significantly with acetonitrile (r ≥0.7). Similarly, 

for formaldehyde, and the sum of MVK+MACR there was no significant correlation with 

acetonitrile during the monsoon season (r=0.1 for both day and night-time), but significant 
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correlation during summer (rday ≥ 0.6 and rnight = 0.7; Figure 2.6). These results suggest that the 

biomass burning sources are not the drivers of the ambient abundance of these compounds during 

the monsoon season, in contrast to the summer. 

 

Figure 2.6 correlation of a) day-time formaldehyde with day-time acetonitrile b) day-time MVK+MACR 

with day-time acetonitrile c) night-time formaldehyde with night-time acetonitrile and d) night-time 

MVK+MACR with night-time acetonitrile using hourly averaged data for (21.07.2012-19.09.2012) and 

(01.05.2012-31.05.2012) at the measurement site  

Further corroboration of the negligible influence of biomass burning during the monsoon season 

can be found in the monthly regional fire counts over the N.W IGP region (28°N to 33°N and 72°E 

to79°E; Figure 2.7) detected by the Moderate Resolution Imaging Spectroradiometer (MODIS) 

installed on two sun-synchronous polar orbiting satellites called Aqua and Terra (MODIS: 

https://earthdata.nasa.gov/earth-observation-data/near-real-time/firms). Thus, during the monsoon 

season, the biomass burning source does not seem to exert a strong control on the ambient levels 

of these compounds. We now analyze the role of biogenic and photochemical sources on these 

compounds. 

https://earthdata.nasa.gov/earth-observation-data/near-real-time/firms
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Figure 2.7 Monthly accumulated daily fire counts detected by detected by Moderate Resolution Imaging 

Spectroradiometer on-board Terra and Aqua satellite at confidence interval ≥ 80% over the north-west Indo-

Gangetic Plain (28°N to 33°N and 72°E to79°E) during April-November 2012 

Isoprene emission through enzymatic activity depends strongly on temperature, solar radiation 

(Sharkey, 2001) and substrate availability (Li et al., 2011; Rasulov et al., 2014). Co-synchronous 

variability in isoprene mixing ratios and solar radiation in the one-minute resolution data measured 

on 27th July 2012, with dips and peaks, spanning a range of 1.5 ppb to 5.0 ppb isoprene over the 

range of 300-750 W m-2 solar radiation, were observed during our study (Figure 2.8 a).  

 

Figure 2.8 Individual events highlighting the co-synchronous variability of a) isoprene with solar radiation 

on 27th July 2012 b) acetaldehyde with solar radiation on 27th July 2012 

 

Generally, isoprene emission rates increase with temperature until about 40-45 ℃, beyond which 

the heat is no longer conducive for enzymatic processes and stomatal closure occurs to prevent 
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excessive water loss due to transpiration. The temperatures during the study period in monsoon 

were below 40 ℃ and as the soil was not moisture limited due to rains, these conditions favoured 

biogenic emissions. High daytime isoprene mixing ratios (>2 ppb) were frequently observed on 

warm and sunny days during the monsoon season. To elucidate the temperature and radiation 

dependence, we plotted the hourly daytime isoprene mixing ratios as a function of the ambient 

temperature color coded with the corresponding solar radiation. (Figure 2.9 a). The correlation 

analysis of isoprene with solar radiation and ambient temperature revealed that isoprene emission 

at our site was more strongly driven by temperature rather than solar radiation (rtempisoprene : 0.8; 

rsolarradiationisoprene: 0.5), beyond radiation exceeding hourly values of 100 W m-2. The plot also 

indicates that the most favourable conditions for isoprene emissions appear to be in the temperature 

and radiation range of 30-32 ◦C and 450-500 W m-2, respectively. 

 

Figure 2.9 a) Correlation of daytime isoprene and ambient temperature color coded with solar radiation 

data b) Correlation of daytime isoprene mixing ratios with combined temperature and light dependence 

function (γ) using hourly averaged data (21.07.2012-19.09.2012)  

The exponential dependence of isoprene mixing ratios with temperature as revealed by the log 

linear relationship yielding an exponent value of 0.12 and r2 of 0.64 (see black fit line in Figure 

2.9 a), is quite similar to results reported from forested sites such as Kalogridis et al., 2014 who 

measured isoprene inside a deciduous forest and obtained a value of 0.13 for the exponent and r2  

of 0.74 at 10 m above ground. Figure 2.9 b further shows the dependence of isoprene mixing ratios 

on the combined light and temperature parameter similar to the relationship proposed for isoprene 

fluxes and the combined light and temperature parameter (ℽ)  in Guenther et al. 1995 and as also 

applied by Kalogridis et al., 2014 for isoprene fluxes, we found a moderate linear correlation even 
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between isoprene mixing ratios and ℽ. When this type of analysis is performed on mixing ratios, 

measurements for low ℽ values fall significantly above the fit line. This is to be expected, as the 

relationship is supposed to hold for isoprene emissions fluxes near the source or in a chamber, 

which would respond to changes in cloud cover rapidly and mixing ratios do not go to zero like 

emission fluxes. The influence of light and temperature on isoprene mixing ratios was explored by 

calculating the light and temperature dependence function based on the method in Guenther et al., 

1995. 

The influence of light and temperature on isoprene concentration was explored by calculating the 

light and temperature dependence function as described by equations 2.3, 2.4 and 2.5 provided in 

Guenther et al., 1995. The equations are as follows: 

𝛾 =  𝐶𝐿  ×  𝐶𝑇                                                                                                                                2.3 

Where 𝐶𝐿 is the light dependency function defined as: 

𝐶𝐿  =
𝛼 𝐶𝐿1𝑄

√1+𝛼2𝑄2
                                                                                                                        2.4 

Where Q is the flux of photosynthetically active radiation (PAR- µmol m-2 s-1) and 𝛼 and  𝐶𝐿1 are 

empirical coefficients with values equal to 0.0027 and 1.066 respectively. To compute the 𝐶𝐿 

function PAR values were estimated from measured solar radiation using the conversion factor 

from plant growth chamber handbook (Franklin, 1998). 

The temperature dependence function is defined as: 

𝐶𝑇 =  
𝑒𝑥𝑝

𝐶𝑇1(𝑇−𝑇𝑆)

𝑅𝑇𝑠𝑇

1+𝑒𝑥𝑝 
𝐶𝑇2 (𝑇−𝑇𝑀)

𝑅𝑇𝑠𝑇

                                                                                                          2.5 

Where T is the leaf temperature in Kelvin, 𝑇𝑆 is the leaf temperature at standard condition (303 K), 

R is the universal gas constant (=8.314 J K-1 mol-1) and 𝐶𝑇1, 𝐶𝑇2 , 𝑇𝑀 are empirical coefficients 

with values 95000 J mol-1, 230,0000 J mol-1 and 314 K respectively. To compute the temperature 

dependence function leaf temperature (T) was assumed to be same as ambient temperature. 

 Given that mixed agroforestry practices are prevalent over the region of N.W IGP (Sinha et al., 

2014), with large area under poplar and eucalyptus, which are high isoprene emitting trees 
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(Schnitzler et al., 2010), in view of above evidence and analyses, the daytime isoprene therefore 

appears majorly due to biogenic sources during the monsoon season. 

Figure 2.10 shows acetaldehyde as a function of the ambient temperature color coded with the 

corresponding solar radiation. In the case of acetaldehyde one can note that the high value has 

greater dependence on radiation (r =0.7) rather than temperature (r=0.5), which is indicative of a 

significant photochemical production source for acetaldehyde in addition to possible biogenic 

emissions. We further examine the role of biogenic and photochemical sources on acetaldehyde, 

formaldehyde and the sum of MVK+MACR. 

 

Figure 2.10 Correlation of daytime acetaldehyde and ambient temperature color coded with solar radiation 

data for the period of study using hourly averaged data (21.07.2012-19.09.2012) 

MVK+MACR can be formed photochemically during the oxidation of isoprene by hydroxyl 

radicals. One molecule of isoprene can yield 0.23 molecules of methacrolein and 0.32 molecules 

of MVK (Carter and Atkinson, 1996). A more recent laboratory study by Liu et al. 2013 

investigated the yields of MVK+MACR from isoprene under both low NOx and high NOx 

conditions. While the yields under low NOx conditions (< 70 ppt NO) were much lower and ranged 

as low as 0.1 overall, under high NOx conditions they were comparable to previous studies and 

ranged from 0.5 to 0.8. The daytime correlation of the MVK+MACR with isoprene using hourly 

averaged data showed good linearity (r= 0.6; Figure 6 a) and yielded a slope of 0.5. An average 
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daytime ratio of MVK+MACR to isoprene of 0.5 is consistent with the measured values of this 

ratio from isoprene emitting forests (Eerdekens et al., 2009; Karl et al., 2009; Kuhn et al., 2007), 

and therefore likely suggests that the major source of MVK+MACR during the monsoon season 

is from isoprene photo-oxidation. The chemistry of isoprene oxidation resulting in production of 

methyl vinyl ketone and methacrolein proceeds through differing mechanisms in high NOx and 

low NOx regimes. In low NOx forested sites, formation of methyl vinyl ketone and methacrolein 

through alkly peroxy radicals (RO2) is a significant contributor alongside the NO pathway (Liu et 

al. 2013), which could explain why we have overall comparable MVK+MACR/isoprene ratios at 

our suburban site and many other forested sites. Also, while higher ozone in suburban locations 

could result in higher hydroxyl radical formation, the loss rates from reactive anthropogenic 

emissions at suburban sites, could lead to steady state OH radical concentrations that do not scale 

linearly with production from ozone. 

The largest global source of acetaldehyde is photo-oxidation of C-2 and higher alkanes and 

alkenes. According to the molar yield estimates presented in (Millet et al., 2010), the contribution 

to acetaldehyde production under high NOx regime ranks as follows on a global basis: n-butane 

(98 %) > propene (82%) > ethane (81%) > propane (26%). Isoprene oxidation also results in 

acetaldehyde production but the contribution to acetaldehyde production is only 1.9%. 

Acetaldehyde can also be directly emitted as a primary biogenic emission from leaves which is 

light and temperature dependent (Fall, 2003; Kesselmeier and Staudt, 1999). Figure 2.11 b shows 

good correlation of acetaldehyde with isoprene in the daytime during the monsoon season (r=0.7) 

and the slope of 3.9 for acetaldehyde/ isoprene confirms that photochemical production of isoprene 

expectedly cannot explain most of acetaldehyde abundance. Co-synchronous variability in 

acetaldehyde mixing ratios and solar radiation was also observed for acetaldehyde (Figure 2.8 b). 

This suggests the combined influence of photochemical and biogenic sources controlling the 

daytime ambient acetaldehyde but when combined with information presented so far and in Figure 

2.11 (discussed below), it is likely that the photochemical production of acetaldehyde is more 

important than the biogenic source of acetaldehyde, consistent also with findings of Millet et al. 

2010 for several atmospheric environments in the world.  
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Figure 2.11 a) Correlation of MVK+MACR with isoprene using hourly averaged values during daytime b) 

Correlation of acetaldehyde with isoprene using hourly averaged daytime data (21.07.2012-19.09.2012)  

The major source of formaldehyde is photo-oxidation of hydrocarbons (Fortems-Cheiney et al., 

2012; Parrish et al., 2011). However, formaldehyde can also be directly emitted from biomass 

burning (Lee et al., 1997), industrial activity (Buzcu Guven and Olaguer, 2011) and vegetation 

(Seco et al., 2008). Among hydrocarbons, isoprene is a dominant formaldehyde precursor (Wolfe 

et al., 2016) followed by alkenes like ethene, propene, 1-butene and 1,3-butadiene (Parrish et al., 

2011). Assuming hydroxyl radical as the prominent oxidant of alkenes producing formaldehyde, 

the product yield of 1.44 molecules of formaldehyde was estimated from one molecule of ethene 

and 0.86 molecules from propene (Seinfeld and Pandis, (1998) ). From isoprene oxidation at NOx 

levels above 1 ppb, which is representative of conditions during this study, the reported yield is 

greater than 0.9 molecules formaldehyde from 1 molecule of isoprene (Wolfe et al., 2016). 

Analyses of the daytime hourly averaged formaldehyde with isoprene is shown in Figure 2.12 

which showed good correlation (r = 0.6) and yielded a slope of 1.1, consistent with isoprene 

oxidation being a significant source of formaldehyde.  
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Figure 2.12 Correlation of daytime formaldehyde with daytime isoprene using hourly averaged monsoon 

time data (21.07.2012-19.09.2012)  

In the next sections, we examine the impact of the boundary layer growth and dilution effects on 

the diurnal profiles of these compounds for additional insights and comparison with the summer 

season mixing ratios of these compounds. 

2.4.3 Boundary layer growth and dilution effect on diurnal variability 

The boundary layer grows after sunrise due to radiative heating of the ground which heats the 

surface air and drives mixing through turbulence, which affects the diurnal variation of chemical 

compounds due to the dilution effect (van Stratum et al., 2012). Figure 2.13 (a-d) shows the hourly 

averaged diurnal profile of acetaldehyde, isoprene, formaldehyde and sum of MVK+MACR 

represented as the mean (solid line), the 25th and 75th percentiles (shaded regions) derived from all 

measurements (n > 80,000) for the period from 21.07.2012-19.09.2012, with averaged hourly 

boundary layer height (as dashed lines). The plots in Figure 2.13 (e, f) show the hourly averaged 

diurnal profiles for temperature, wind speed, and solar radiation for the same period. The Sun rises 

shortly after 6 am local time and after the first hour of heating the daytime boundary layer grows 

due to radiative heating from ~100 m at 7 am to ~850 m by 16:00, following which as the thermals 

weaken, the boundary layer height decreases to ~400 m shortly by sunset. While the solar radiation 

reaches its diurnal maxima at around 13:00 local time, the temperature reaches its diurnal maxima 

at 14:00 local time.  
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Figure 2.13 shows that formaldehyde and acetaldehyde mixing ratios start to increase just after 

sunrise and by 13:00 local time when radiation peaks, reach their highest values of the day with 

their mixing ratios showing an increase of 3 ppb and 1.5 ppb, respectively despite the dilution 

effect due to the growing boundary layer. On the other hand, isoprene mixing ratios start to increase 

slightly later and reach their maximum values of the day by 14:00 local time when temperature 

peaks, with the average isoprene mixing ratios increasing from ~1 ppb at 6 am to ~1.6 ppb at 14:00 

local time. Isoprene exhibits a lag of 1 hour and 0 hour with solar radiation and temperature 

respectively, at our measurement site which is similar to previous observations reported within a 

tropical rainforest (eg. (Jones et al., 2011). This lag can be attributed to a consequence of the strong 

competition between light dependent isoprene emission and light dependent isoprene destruction, 

that is reaction of isoprene with photochemically produced hydroxyl radicals. Based on the solar 

radiation profile the hydroxyl radical would also be expected to peak around l3:00. However rapid 

sequestering of isoprene by OH could have suppressed ambient concentrations at that time causing 

a shift in the isoprene maxima. On the other hand, for acetaldehyde and formaldehyde which are 

less reactive than isoprene with the hydroxyl radicals, the maxima would be expected at 13:00 

local time, as was observed. The increase in formaldehyde and acetaldehyde mixing ratios much 

before isoprene starts to increase suggests that the photochemical production of these compounds 

is significantly influenced by photo-chemical oxidation of other hydrocarbons in addition to 

isoprene. The diurnal variation of MVK+MACR is consistent with their formation primarily from 

isoprene oxidation as their profile trails that of isoprene mixing ratios. However unlike in the study 

by Kalogridis et al., 2014 who reported a 2 hour lag between rise in isoprene and MVK+MACR 

mixing ratios at a forested site in France, we did not see a strong lag and we think the reason is 

that in this moderately high NOx environment (~5 ppb NOx) and monsoon conditions conducive 

for higher OH radical concentrations due to sufficient ozone, high humidity and radiation (Kumar 

et al., 2016), the oxidation chemistry proceeds much faster than in sites where tree canopy is denser 

and does not favour rapid photochemical oxidation. 
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Figure 2.13 Daytime hourly averaged diurnal variation of a) acetaldehyde b) isoprene c) formaldehyde d) 

sum of MVK+MACR e) temperature and f) solar radiation represented as the mean (solid line), the 25th 

and 75th percentiles (shaded regions) derived from all measurements for the period (21.07.2012-

19.09.2012) with mean boundary layer height (dashed line in sub-panels a to d) extracted from ERA-5 

dataset and hourly averaged wind speed (dashed line in subpanel e) 

2.4.4 Analyses of diurnal variations in MVK+MACR/Isoprene ratios   

Figure 2.14 presents the diurnal variations in ratios of MVK+MACR to isoprene which are very 

helpful to assess the oxidation of isoprene. The yields of isoprene oxidation products are known 

to strongly depend on the ambient levels of NOx. Very low ratios of MVK+MACR/ isoprene of 

0.1 to 0.13 have been reported in low NOx regimes (NO < 70 ppt) in a laboratory study (Liu et al., 

2013) and a field study (Kalogridis et al. 2014) (NO < 30 ppt), while much higher ratios of 0.3-

0.75 (Holzinger et al., 2002) have more commonly been observed in higher NOx regimes. In 

addition to the NOx regime, the time available for isoprene oxidation in ambient air before the air 

is sampled is also important and could influence the observed ratios. During our study the daytime 

NOx was not as low as that observed in a Mediterranean forest by Kalogridis et al. 2014, with 
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average NOx during daytime circa 5 ppb (NO> 1 ppb) as reported in Kumar et al., 2016. Thus, it 

is not surprising that the observed MVK+MACR/ Isoprene ratios were 0.54 ± 0.04 and in line with 

expected yields under high NOx regimes including by Liu et al. 2013 of 0.5 -0.8 for MVK+MACR.  

 

 

Figure 2.14 Daytime hourly averaged diurnal variation of the ratio of MVK +MACR to isoprene (vertical 

bars represent ambient variability as standard deviation) 

 

2.5 Comparison of isoprene, acetaldehyde and isoprene oxidation 

products during monsoon and summer season based on mass 

concentration 

The pie-chart in Figure 2.15 presents a summary of day time average fractional contributions of 

isoprene, acetaldehyde, formaldehyde and MVK+MACR for the months of monsoon and summer. 

The total mass concentration due to these compounds are 20.9 µg m-3 and 13.6 µg m-3 for monsoon 

and summer respectively. The relative contribution of each of the individual species for monsoon 

and summer season are isoprene (M:3.6 ± 1.7 µg m-3) (S:3.1 ± 1.5 µg m-3), formaldehyde (M:6.1 

± 1.40 µg m-3) (S:4.6 ± 1.3 µg m-3), acetaldehyde (M:9.3 ± 3.5 µg m-3) (S: 4.5 ± 2.4 µg m-3), 

MVK+MACR (M:1.9 ± 0.9 µg m-3) (S:1.6 ± 0.9 µg m-3) where M stands for monsoon and S stands 

for summer season respectively. The analysis shows higher mass concentrations for all the species 
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during the monsoon season, with the acetaldehyde mass concentration in monsoon season twice 

as high as the summer season. The main factor responsible for the observed differences in summer 

and monsoon season is the dilution effect due to the ventilation coefficient (ventilation co-efficient 

is the product of boundary height and wind speed). The average ventilation coefficient during 

daytime hours was 5900 m2 s-1 in summer and 1445 m2 s-1 in monsoon season, which is four-fold 

higher. Thus, despite the presence of additional emission sources in summer such as crop residue 

biomass burning which was reported by Sinha et al., 2014, the lower monsoon season ventilation 

coefficient, resulted in higher mixing ratios and mass concentrations for the oxygenated 

compounds during monsoon season, despite lower radiation compared to summer.  

 

 

Figure 2.15 Pie chart showing the mass concentration contributions of isoprene, formaldehyde, 

acetaldehyde and MVK+MACR for summer (01.05.2012-31.05.2012) and monsoon (21.07.2012-

19.09.2012). 
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Figure 2.16. Daytime hourly averaged diurnal variation of a) acetaldehyde b) isoprene c) formaldehyde d) 

sum of methyl vinyl ketone and methacrolein (MVK+MACR) e) temperature and f) solar radiation 

represented as the mean (solid line), the 25th and 75th percentiles (shaded regions) derived from all 

measurements for the period (01.05.2012-31.05.2012) with mean boundary layer height (dashed line in 

sub-panels a to d) extracted from ERA-5 dataset and hourly averaged wind speed (dashed line in subpanel 

e)  
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2.6 Conclusion 

This study presents the first monsoon time dataset of isoprene, MVK+MACR, formaldehyde, and 

acetaldehyde from India. Although the analyzed dataset is from the year 2012, due to continued 

similar land use and agroforestry practices as well as similar monsoon season meteorology every 

year, the findings have great contemporary relevance. The influence of biomass burning sources 

was found to be negligible /absent when compared with summertime conditions at the same site. 

Further, it was found that biogenic emissions were the major source of isoprene with photo-

oxidation of isoprene also the major source of MVK+MACR. Formaldehyde and acetaldehyde 

have strong photo-chemical sources from oxidation of hydrocarbons, including isoprene. High 

daytime isoprene was driven primarily by ambient temperature similar to the dependency observed 

from a tropical rainforest site. Agroforestry cultivation of poplar, eucalyptus (high isoprene 

emitting trees), which are grown ubiquitously on agricultural fields peripheries over the N.W IGP 

are the likely sources. The relative contribution of the individual species (isoprene, acetaldehyde, 

formaldehyde, MVK+MACR) for monsoon and summer season revealed significantly higher mass 

concentrations for the month of monsoon for these compounds due to the effect of lower 

ventilation coefficient in monsoon relative to summer.  

Future work should focus on constraining the spatial and temporal distribution of biogenic sources 

of isoprene and photochemical sources of formaldehyde and acetaldehyde over the Indo-Gangetic 

Plain for better understanding of environmental pollution feedbacks. Tackling the industrial and 

anthropogenic sources for other abundant VOCs such as methanol and acetone will also be crucial. 

Such efforts will assist development of improved emission inventories for air quality and 

atmospheric chemistry models, to mitigate phytotoxic exceedance of 40 ppb ozone that is harming 

rice yields in this major rice growing region of the world, which is also strategic for the upper 

atmospheric chemistry since it acts as conduit for surface emissions to influence the remote upper 

troposphere during the monsoon season. 

This chapter sets the foundation for next chapter of my thesis where the WRF-Chem a state of the 

art chemical transport model was configured over N.W IGP to study regional atmospheric 

chemistry.  
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Chapter: 3 
 

Model setup: Weather research and forecasting model 

coupled with chemistry  

3.1 The WRF-Chem model 

This chapter presents a general background to mathematical modelling followed by a detailed 

description of the WRF-Chem model which was setup for north India and has been used in this 

thesis work. This thesis work utilizes a fully coupled online 3D chemical transport model WRF-

Chem to study 3D simulations of biogenic isoprene over South Asia the details regarding the 

modelling system will be discussed next.  

To understand regional scale atmospheric chemical composition, we need a combination of 

relatively fine resolution, detailed chemistry representation and online coupling between different 

parts of the model (Zhang et al., 2009). The WRF-Chem model is a prime example of new 

generation chemical transport model which is capable of simulating the temporal and spatial 

distribution of trace gases and aerosols simultaneously along with meteorology (Fast et al., 2006; 

Grell et al., 2005). The fully online and consistent nature of WRF-Chem enables to use same set 

of schemes for physics, transport, sub-grid scale transport along with same horizontal, vertical 

grids and time steps. The online nature of model allows for the feedbacks between chemistry and 

meteorology but it comes at a computational cost. WRF-Chem has been developed with 

collaborations among different institutions and University scientists over the past decade 

(https://ruc.noaa.gov/wrf/wrf-chem/). The WRF-Chem model has been used extensively to 

simulate numerous case studies and applications over South Asia (Ghude et al., 2013; Kumar et 

al., 2014a; Kumar et al., 2014b; Ojha et al., 2016) but till date but till date none of the studies have 

evaluated the representation of biogenic volatile organic compounds over the region. Here, I have 

configured the WRF-Chem model domain over N.W-IGP and this chapter describes the model 

configuration specific to this study with some details on the complete modeling setup. The 

technical details about the model setup has been discussed in appendix 1. Additional, details can 

be obtained from the WRF-Chem user guide (https://ruc.noaa.gov/wrf/wrf-

chem/Users_guide.pdf). A 1000 x 1000 km2 domain centered on 30.667° N, 76.729° E with 

https://ruc.noaa.gov/wrf/wrf-chem/
https://ruc.noaa.gov/wrf/wrf-chem/Users_guide.pdf
https://ruc.noaa.gov/wrf/wrf-chem/Users_guide.pdf
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horizontal grid of 10 km and 51 vertical levels (surface up to ~10 hPa) was set up. The following 

model simulations were performed using WRF-Chem.  

1. Default: Default configuration of the model without aerosol-radiation feedbacks 

2. Improved: Improved model configuration with the modified tree cover of 10% in croplands 

both in the MEGAN and in the Noah land surface module without aerosol-radiation feedbacks. 

3. Improved with aerosol feedback: Improved model configuration with the modified tree 

cover of 10% in croplands both in the MEGAN and in the Noah land surface module with aerosol-

radiation feedbacks on. 

4. Hypothetical 50% tree cover: Model configuration with a modified tree cover of 50% in 

croplands both in the MEGAN and in the Noah land surface module without aerosol radiation 

feedbacks. We calculate this scenario assuming that areas presently identified as cropland will be 

planted with 25% broadleaf evergreen trees (e.g. citrus, guava, litchi, mango, olive), 25% broadleaf 

trees (e.g. poplar, teak) and 40% crops and will retain 5% shrubs, 3% grasslands and 3% urban 

and build-up area. 

The results from these different sensitivity studies will be discussed in much greater detail in 

chapter 4. Next I discuss the model initialization, emissions, chemistry and different 

parametrizations of WRF-Chem model. 

3.2 Real data initialization: Meteorology 

The real data initialization program is the second step of the WRF modeling system which begins 

after completion of the WRF pre-processing system. In this step of the model initialization process, 

the WRF model computes a reference state of the atmosphere for the column pressure and 

geopotential. The real program calculates the perturbations from the base state for column pressure 

and geopotential to initialize the two components of wind (u, v), potential temperature and water 

vapor mixing ratio meteorological variables. It is to be noted that the WPS program deals 

completely in 2D data structure by interpolating the data in 2D grid structure while the real 

program is involved in 3D interpolation of the data field. The 3D interpolation is achieved by 

defining a vertical coordinate system in the program. The current setup of the model used in this 

study uses a terrain following hydrostatic pressure coordinate system defined as: 
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η = 
𝑃ℎ− 𝑃ℎ𝑡

𝑃ℎ𝑠 − 𝑃ℎ𝑡

 
                                             3.1 

The main advantage of using the terrain following coordinate system is the treatment of surface 

topography. In the above equation Phs is the pressure at the surface of the earth (which varies with 

the topography), Pht is the pressure at the top or highest level of the model and Ph is the pressure at 

that particular level. This definition of the vertical coordinate system was proposed by (Phillips, 

1957) where the model top was considered as the top of the atmosphere which was further 

improved by (Laprise, 1992). The η value varies from 1 at the surface to 0 at the top of the 

atmosphere as shown in Figure 3.1. In this study the modeling domain was divided into 51 vertical 

levels from the surface. 

 

Figure 3.1 Schematic of the terrain following η coordinate system (Adopted from WRF ARW NCAR 

technical notes-(Skamarock et al., 2008)). 

The η or the 51 vertical levels between surface and 10 millibar (approximately 30 km) and values 

correspond to these 51 levels are: 1.00000, 0.99381, 0.98643, 0.97786, 0.96815, 0.95731, 0.94538, 

0.93122, 0.91490, 0.89653, 0.87621, 0.85405, 0.82911, 0.80160,0.77175, 0.73981, 0.70509, 

0.66798, 0.62889, 0.58823, 0.54957, 0.51281, 0.47788, 0.44471, 0.41323, 0.38336, 0.35503, 

0.32819, 0.30276, 0.27869, 0.15963, 0.14352, 0.12836, 0.11410, 0.10070, 0.08811, 0. The reason 

for keeping the model top level so high was mainly due to tall mountains (the great Himalayas) 
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which were in the modeling domain, so the stratosphere is relatively closer to the ground in those 

areas. Therefore, we need to give space for interaction of troposphere and stratosphere. 

Additionally, model tops can reflect back waves which will be reduced in case of a higher model 

top pressure. The plot in Figure 3.5 b shows the vertical grid structure in the modeling setup at 30◦ 

latitude. The current vertical structure has been defined in such a way that within the lowest 1 km 

layer we have 10 levels which has been designed in such a way to represent the planetary boundary 

layer and processes at a higher resolution.  

3.2.1 CFL condition 

The atmospheric chemistry models solve the continuity equation which evolve with time which is 

non-linear and cannot be solved analytically. Therefore, to find approximate solution ARW solver 

is used by the WRF model which numerically integrates the equation by using a third order time 

split Runge-Kutta (RK3) scheme as described by (Klemp et al., 2007; Skamarock and Weisman, 

2009; Wicker and Skamarock, 2002). This integration is carried out using a fixed time step which 

has to be defined by the user during initialization of the model. The parameter used to define 

dynamic stability of the solver is known as CFL (Courant-Fredrichs-Lewy Condition) (Courant* 

et al., 1928). The dimensionless courant number Cr is defined using the wind-fields (u, v, w) and 

resolution (▲x, ▲y, ▲z and ▲t) for each of the grid boxes is given by equation 3.2.  

Cr = u×
▲𝑡

▲𝑥
   

 

3.2 

Where, u is the horizontal wind speed along direction of x, and ▲x is the horizontal model 

resolution. The condition Cr < 1 has to be maintained for dynamic stability. Sometimes, while 

exploring deep convection or during the monsoon season w and ▲z should be considered. One of 

the rule of thumb for preventing instabilities is ▲t = 6*▲x. In this study the horizontal model 

resolution was set at 10 km and the time step used was 60 seconds.  

3.3 Real data initialization: Emissions 

It would be really challenging to make valid prediction of chemical transport and transformation 

of atmospheric constituents without suitable emissions to evolve from. Therefore, after the 

initialization of the meteorological variables in the next step the real data initialization program 
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includes the biogenic, anthropogenic and biomass burning emissions of chemical species in the 

model. Each of these emissions will be discussed in the next section. 

3.3.1 Biogenic emissions 

The current version of WRF-Chem model uses Model of emissions of gases and aerosols from 

nature (MEGAN) 2.04 version (Guenther et al., 2006). The framework used by MEGAN model is 

discussed next. The following equations have been adopted from (Guenther et al., 2006). 

EM = € × 𝛾𝐶𝐸  × 𝛾𝑎𝑔𝑒× 𝛾𝑆𝑀 × ρ 
3.3 

𝛾𝐶𝐸  =    𝛾𝑇× 𝛾𝑃 × 𝛾𝐿𝐴𝐼  
3.4 

Where, EM is the emission in units (µg m2 h-1), € is the emission factor in units (µg m-2 h-1), 𝛾𝐶𝐸  is 

the canopy factor, 𝛾𝑎𝑔𝑒 is the leaf age factor, 𝛾𝑆𝑀  is the soil moisture factor. Ρ is the loss and 

production within canopy, 𝛾𝑇 is the temperature factor, 𝛾𝑃  is the photosynthetic photon flux 

density (PPFD) factor and 𝛾𝐿𝐴𝐼 is the leaf area index factor. The current algorithm of WRF-Chem 

model doesn’t take 𝛾𝑆𝑀  𝑎𝑛𝑑 ρ in the calculations they are set to 1.0. Next, I discuss the 

temperature and light sensitivity used by the MEGAN model. 

𝛾𝑇 =  Eopt × CT2 exp ((CT1×x)/ CT2 - CT1 (1 – exp (CT2× x))) 
3.5 

 

x =[(1/Topt) – (1/T hr)]/0.00831      3.6 

 

𝑇𝑜𝑝𝑡 =   313 +  +(0.6 ×  (𝑇240 − 297))   3.7 

 

Eopt = 1.75. exp (0.08(Tdaily - 297)) 3.8 
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Where, Thr is hourly average temperature Tdaily is daily average temperature in kelvin 

representative of simulation period, CT1 (=80) and CT2 (=200) are empirical coefficients and 𝑇240 

is the temperature for past 240 hrs. The 𝛾𝑃  is the photosynthetic photon flux density (PPFD) factor 

which is computed from the following equations (Guenther et al., 2006). 

𝛾𝑝 = 0    sin(a) <= 0 
3.9 

 

𝛾𝑝 = sin(a) * [2.46*0.9*ᵠ3 (1+0.0005(Pdaily -400))] 
3.10 

 

For, 0 < sin(a) < 180 3.11 

ᵠ = 
Pac

(sin(a)∗PToa)
 

3.12 

 

𝑃𝑇𝑂𝐴 =  3000 +  99 ∗ 𝑐𝑜𝑠 (2 ∗ 3.14 − (𝐷𝑂𝑌 −
10

365
))  

3.13 

 

𝑃𝑎𝑐 = SRAD* 4.766 * 0.5  

 

  3.14 

 

Where, a is the solar angle in degrees, Pdaily is the daily average PPFD measured in µmol m-2s-1, 

PToa is the PPFD at the top of atmosphere, Pac is the above canopy PPFD, DOY is the day of the 

year. The schematic in Figure 3.2 shows the algorithm used by MEGAN model to compute 

isoprene emissions.  The model estimates the isoprene emission factor from an input file which is 

at a spatial resolution of 1 km2. Next, the isoprene emission factor which is mapped to the regional 
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modelling domain is subjected to adjustment factors discussed above to compute the actual 

isoprene emission at each of the grid points.  

 

Figure 3.2 Schematic of the MEGAN model algorithm. 

The MEGAN algorithm explained above requires accurate estimation of land-cover which 

includes distribution of plant functional types (PFTs) namely (vegetative surface) broadleaf trees, 

needle-leaf trees, shrubs, herbs and (non-vegetative surface) bare ground or water (Guenther et al., 

2006). The PFTs used by MEGAN model are developed using a variety of inputs including satellite 

observations, vegetation inventories, ecosystem models and vegetation maps. The plot in Figure 

3.3 shows different PFTs and their corresponding global fractions used by the current MEGAN 

model. 
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Figure 3.3 Global distribution of vegetation fraction of needle leaf, broad leaf, herbs and shrub vegetation 

classes used by MEGAN model. 

3.3.2 Anthropogenic emissions 

Next, I discuss the anthropogenic emissions used by the WRF-Chem model. The anthropogenic 

emissions are defined as 4D arrays (i, j, k, time) for each emitted species which are defined in the 

Registry file of the WRF-Chem model. The emissions are specified as moles km-2 hr-1 for trace 

gases and as µg m-3 for aerosols. These flux values are then converted to ppm using as the model 

solves all the chemistry in parts per million concentration level.  

In this study EDGAR v4.3.2 (emission database for global atmospheric research (EDGAR v4.3.2)) 

was used which provide global gridded emissions for CO, NOx, SO2, NMVOC, PM10, PM2.5, BC 

and OC. This gridded global dataset is mapped to the regional modelling domain using 

anthro_emiss pre-processor (https://www2.acom.ucar.edu/wrf-chem/wrf-chem-tools-

community). These global gridded emission inventory datasets are prepared by accounting for 

different sources of anthropogenic emissions and include industrial, transport, heating waste and 

cooking. These emissions are estimated by multiplying an emission factor with activity data/factor. 

https://www2.acom.ucar.edu/wrf-chem/wrf-chem-tools-community
https://www2.acom.ucar.edu/wrf-chem/wrf-chem-tools-community
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The total anthropogenic emissions for each of the species are segregated into different sectors for 

EDGAR v4.3.2 inventory and is representative for the year 2012. 

The data tabulated in Table 3.1 and 3.2 shows % contribution of each sector to the total 

anthropogenic emissions for different trace gas species and NMVOCs over the modelling domain 

EDGAR v4.3.2 emission inventory. If we analyze the sectorial variability for different species for 

EDGAR v432 the domestic % contribution which represents biofuel burning in cooking stoves is 

identified as the highest contributor to the CO (58.6, 44.8) and NMVOC (47.3, 39.2) emissions. 

For NOx the contribution is mainly dominated by transport and power sector. For SO2 the 

contribution is mainly dominated from power sector and industry where the primary source is SO2 

produced from coal used as fuel in industries and power plants. For NH3 the contribution for both 

the emission inventories is mainly dominated from the agricultural sector which includes emission 

from cattle feedstock, manure management etc.  

Table 3.1 Comparison of annual average anthropogenic emissions (Gg per year) for CO, NOx, 

NMVOC and SO2 over the modeling domain. 

Species EDGAR v4.3.2 

CO 2.0 

NOx 0.14 

NMVOC 0.38 

SO2 0.18 

NH3 0.30 
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Table 3.2 Annual total anthropogenic CO, NOx, NMVOC and SO2 emissions over the modeling 

domain and different source categories to total emissions. 

 

species 

Total 

EDGAR v4.3.2 

Percentage contribution 

Domestic Industry Power Transport Agriculture 

CO 2.0 44.8      9.9 0.05 27.9         16.9 

NOx          0.14 7.1 13.6 27.9 37.1 12.9 

NMVOC 0.38 39.2 38.9 0.3 16.4 5.3 

SO2 0.18       2.2 24.5 61.1 11.1 1.1 

NH3 0.3 6.7 1.8 0.1 1.4 90 

 

 

3.3.3 Biomass burning emissions 

In this section I discuss about the representation of open biomass burning emissions in WRF-

Chem. Open biomass burning contributes significantly to the global emission of aerosols, trace 

gases and in particular BC (Bond et al., 2004). The variable nature of biomass burning depending 

on its geographical location and time of the year makes compilation of fire emissions database 

extremely challenging.  

Different studies over different parts of the globe have shown that biomass burning is extremely 

variable both temporally and spatially differing from continents to biomes, showing a strong 

interannual as well as diurnal variability (Chandra and Sinha, 2016; Kumar et al., 2016a; Sarkar et 

al., 2013; van der Werf et al., 2006).  

The development of fire emissions was built on the premise of locating individual fires which are 

detected by remote sensing instruments Moderate Resolution Imaging Spectroradiometer 

(MODIS). MODIS was launched by National Aeronautics and Space Administration (NASA) on 

the polar orbiting Earth observatory System (EOS) and is calibrated, processed using atmospheric 

correction, cloud screening and geographical location. The MODIS instrument has 2 channels (21 

and 22) at wavelength band 4µm which is used for global fire detection (Kaufman et al., 1998) 
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where channel 22 is saturated at 331K and is relatively less noisy in comparison to channel 21 

which is saturated at 500K and is not affected by water vapor and gas absorption (Giglio et al., 

2003). The channel 21 is also used when there is missing data from channel 22 (Giglio et al., 2003).  

The algorithm for fire detection functions by scanning the fire pixels in the satellite data and 

detection of threshold of active fires using brightness temperature which are defined as the pixels 

with a significant increase in the radiance at the 4µm spectral band, combined with 4µm being 

stronger than 11µm spectral band. The algorithm further examines each MODIS swath-based fire 

masks (date, time and location) and makes different categorical dataset including water, cloud, 

missing data, non-fire and unknown. This categorical data set is used to identify fire pixels through 

two different logical paths namely: single absolute threshold test and multiple absolute threshold 

test. The second one is designed to identify majority of active fire pixels in the satellite swath. Any 

false alarm and cloud is detected using brightness temperature for 250-m red and near-IR channel 

whereas water induced false alarms are detected by 2.1µm band (Giglio et al., 2003).  

As traditional bottom up inventories the biomass burning estimates are computed using product of 

emission factor (An estimate of the emission of that species per unit mass of fuel burned) 𝐸𝐹𝑣𝑒𝑔
𝑖  

(Andreae and Merlet, 2001) with estimation of mass of burned biomass which is estimated from 

the product of burned area 𝐴𝐹𝑖𝑟𝑒 with a density factor 𝛼𝑣𝑒𝑔 and burning efficiency 𝛽𝑣𝑒𝑔  as shown 

in equation 3.15. 

 

𝑀𝑖 =  𝛼𝑣𝑒𝑔 𝛽𝑣𝑒𝑔 𝐸𝐹𝑣𝑒𝑔
𝑖   𝐴𝐹𝑖𝑟𝑒  

3.15 

The value of 𝛼𝑣𝑒𝑔 and 𝐸𝐹𝑣𝑒𝑔
𝑖  are dependent on the land cover classification while 𝛽𝑣𝑒𝑔 depends on 

the tree cover/vegetation type. The fuel loading for each pixel showing fire data as detected by 

MODIS fire count is determined from global land cover dataset for the year 2000 (Latifovic and 

Zhu, 2004) which describes the vegetation type, land use type and % vegetation cover. The plot in 

figure 3.26 shows MODIS Vegetation continuous field product which provides the information on 

type of vegetation at 500m (Hansen et al., 2000) which is overlaid on GLC2000 land cover 

characterization map to compute fuel loadings and distribution of vegetation at each pixel. The 

burning efficiency 𝛽𝑣𝑒𝑔 for herbaceous and woody fuels is estimated using the algorithm described 
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by (Ito and Penner, 2004). The emission factor 𝐸𝐹𝑣𝑒𝑔
𝑖  for different vegetation classes is adopted 

from (Akagi et al., 2011; Wiedinmyer et al., 2011). The plot in Figure 3.4 shows the global 

distribution of vegetation class used by the NCAR FINN biomass burning emission inventory. 

During the month of August monthly averaged variation of total biomass burning emissions 

(Gg/day) of different gaseous and VOC species over the modeling domain from NCAR Finn 

inventory was estimated to be CO (1.6), NOx (0.07) SO2(0.004), NH3(0.05) and NMVOC (0.4). 

 

 

Figure 3.4 Global distribution of vegetation fraction of needle leaf, broad leaf, herbs and shrub vegetation 

classes used by NCAR Finn inventory. 

3.4.4 Natural and mechanical emissions 

The natural emissions for dust and sea-salt in WRF-Chem is not represented using emission 

inventories. Instead they are calculated using mechanistic algorithms which are based upon 

land/ocean surface characteristics and wind speed at anemometer height (10m) (Skamarock et al., 

2008). The dust emission flux in WRF-Chem are calculated as a function of wind, soil-type and 

moisture using the (Chin et al., 2002; Ginoux et al., 2001) parametrization scheme. This scheme 
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calculates fraction of erodible mass in each grid cell for different fractions of dust represented as 

bins along with using land surface types and topological features. During the monsoon season due 

to wet conditions dust emission is negligible over north India. 

3.4 Model chemistry 

The WRF-Chem model has several options for using different gas-phase chemistry mechanisms, 

including Regional atmospheric chemistry mechanism [RACM], Regional acid deposition model 

[RADM] (Stockwell et al., 1990), Carbon bond mechanism –version 4 [CB-4] (Simonaitis et al., 

1997), State-wide air pollution research mechanism of 1999 [SAPRAC99] (Carter, 1994), Carbon 

bond mechanism [CBM-Z] (Zaveri and Peters, 1999) and Mozart mechanism (Emmons et al., 

2010). This study used Mozcart mechanism which is a combination of Mozart and Gocart scheme.  

3.4.1 Gas-phase Chemistry and photolysis scheme 

This study utilizes Mozart gas phase chemistry which was build up using the KPP (Kinetic Pre-

Processor) (Damian et al., 2002). The advantage of compiling WRF-Chem model with KPP is it 

gives a simplified approach to add a new chemical species to the WRF-Chem registry. It computes 

evolution of chemical species with time as per the user defined chemical mechanism (the selected 

mechanism while simulation Chem_Opt in Namelist.input). In WRF-Chem model the addition of 

chemical mechanisms is accomplished in WRF-Chem Registry file (Registry.WRF-Chem), the 

user also needs to set the WRF_KPP option in the bashrc file during the model compilation to 

activate KPP. Simulating WRF-Chem chemistry with KPP gives not only an advantage of higher 

numerical efficiency but also gives flexibility in addition of new chemical species and equation 

(Ahmadov, 2012). After compilation KPP input files for chemistry mechanisms are located in the 

directory Chem/KPP/mechanisms for different mechanisms declared as packages in the Registry 

file. In this study MOZART chemical mechanism was used which has about 85 gas phase species, 

12 bulk aerosol components, 39 photolysis reactions and 157 gas phase reactions. The reaction set 

also includes updated isoprene oxidation scheme and VOC treatment, with three lumped species 

beyond 3 Carbon for alkenes. alkanes and aromatics (BIGENE, BIGALK and TOLUENE) and 

their oxidation products (Emmons et al., 2010). The global archived data  MOZART dataset is 

available at 6-hr temporal resolution (https://www.acom.ucar.edu/wrf-chem/mozart.shtml) which 

is used as initial and boundary conditions for the model simulation on reanalysis mode. 

https://www.acom.ucar.edu/wrf-chem/mozart.shtml
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 The photolysis scheme in WRF-Chem comprises of the photolysis reactions which are calculated 

from the Fast-J scheme (Fast et al., 2006). This photolysis driver computes different frequencies 

at each of the grid points by treating aerosol absorption and molecular absorption online (Grell et 

al., 2005). It is to be noted that the actinic flux at each of the grid points is calculated by accounting 

the temperature, cloud fraction/profile, ozone concentration and water vapor mixing ratio. The 

water vapor mixing ratio acts as a proxy for estimating hygroscopic aerosol growth. The 

computation for 20 photochemical reactions begins with the estimation of incident solar radiation 

at the top of atmosphere which includes scattering and absorption of light at the surface. The main 

equation involved in photolysis calculation is following: 

𝐽𝑖  = ∫ 𝐼𝐴
𝜆

0
 × 𝜎𝑖 (𝜆) × ᵠ𝜆 (3.37) 

Where, 𝐽𝑖 (molecules cm-3 s-1) is the frequency for the photochemical gas phase reactions for any 

particular species i,  𝜎𝜆 is the absorption cross-section, ᵠ𝜆 is the quantum yield over the range of 

wavelength. In WRF-Chem modelling system there are several radiative transfer options available 

(phot_opt = 1: Madronich TUV scheme (Madronich, 1987)), (phot_opt = 2: Fast J scheme (Fast et 

al., 2006)) and (phot_opt = 3: Madronich F-TUV scheme (Tie et al., 2003)). In this study we have 

used phot_opt = 3 Madronich F-TUV scheme where the photolysis rates are computed online by 

taking into account the influence of aerosols on photolysis rate and is updated hourly.  

3.5 Model physics 

This section discusses about the different physics options in the WRF-Chem model which has been 

used for parametrization of land surface, radiation, planetary boundary layer, convection and 

microphysics.  The schematic in Figure 3.5 shows the representation of different parametrizations 

as modules and different processes/parameters through which different modules are connected. 
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Figure 3.5 Overview of different modules showing different parametrizations in the WRF-Chem model.  

3.5.1 The Surface layer scheme and the land surface model 

The frictional velocities and exchange coefficients which are used in calculations of surface and 

moisture flux values in the land surface modules is provided by the surface layer scheme.  In this 

study the Eta surface layer scheme which works on the principle of similarity theory has been used 

here, it also includes viscous sub-layer parametrization (Foken, 2006; Janjic, 1996; Janjić, 1994). 

The viscous sub-layer effects over the land are accounted for temperature and humidity variable 

through the roughness height (Zilitinkevich, 1995). Further to avoid the singularities when there 

is a case of unstable surface layer in the WRF-Chem model then corrections are applied as 

suggested by (Holdsworth et al., 2016). It is to be noted that in case of WRF-Chem model all the 

surface layer scheme is hard wired to a specific planetary boundary layer scheme in this study Eta 

Yonsei University (YSU) scheme has been used.  

Numerical weather prediction models represent their lower most boundary and account for the 

sub-grid scale transport using land surface models. In this study the Noah land surface model has 

been used for simulating the above processes. The land surface models have a very critical role as 

they use information from different schemes as depicted in the schematic image in Figure 3.27. 

The land surface models use the atmospheric information from the surface layer scheme, use the 
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precipitation forcing from microphysics and cumulus schemes while it takes the radiative forcing 

from the radiation module and using the information about the surface properties (eg. land use 

type, albedo, soil moisture etc.) and land’s state variables computes the heat and moisture flux 

values over the land and water bodies.  

Any Land Surface Model provides 5 Quantities to its Parent Model which is WRF-Chem in this 

study. The four parameters include 𝑄𝐻 Surface Sensible Heat Flux, 𝑄𝐸 Surface Latent Heat Flux, 

𝑄𝑙𝑢 Upward Long wave radiation or surface emissivity 𝑎 × 𝑄𝑠𝑢 Upward Short wave radiation or 

albedo and 𝑄𝑀  moisture transport flux through evapotranspiration as shown in Figure 3.6. 

 

Figure 3.6 Schematic displaying different energy fluxes in land surface models. 

These estimated surface sensible and latent heat flux values which drive the growth of planetary 

boundary layer and thus provide the WRF-Chem model with atmospheric tendencies of horizontal 

momentum, moisture, temperature and clouds in the entire vertical atmospheric column. The 

schematic in Figure 3.7 shows the details and processes associated with Noah land surface model. 

The land use data is provided as an input to the Noah land surface model which is linked to 

secondary parameters like green vegetation fraction, number of roots etc. through defined 

vegetation parameters as a look up table in the model code (VEGPARM.TBL). More details will 

be discussed in the next chapter 
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Figure 3.7 Schematic of Noah land surface model. 

3.5.2 Radiation module 

The radiation module in the WRF-Chem modelling system provides heating associated with SW 

and LW radiation in model. The radiation scheme uses radiative flux divergence along with 

downward shortwave and longwave radiation for computing the ground heat budget. The 

longwave radiation includes thermal or infrared radiation of the solar spectrum which is radiated 

from the surface and gases. The computed upward longwave flux is mainly sensitive to 

concentration of gases including water vapour, clouds (eg. too cloudy days can lead to cooling in 

the day time and warming at the night time), land cover type (mainly driven through emissivity), 

skin temperature etc. The short-wave radiation includes the visible and nearby wavelength 

comprising the solar spectrum. Reflection, scattering and absorption are the main processes which 

define the short wave radiation process. It is to be noted that land cover type (mainly driven through 

albedo) is the majority factor which is sensitive to the computed upward shortwave flux. In this 

study the long wave and short wave radiation has been studied using rapid radiative transfer model 

(RRTM) (Mlawer et al., 1997) (ra_lw_physics and ra_sw_physics =4). 

3.5.3 Planetary boundary layer 

The planetary boundary layer scheme computes the vertical sub-grid transport due to eddy 

turbulent transport in the whole atmospheric column. The main important way through which 

different PBLH schemes are parametrized is on the sole basis of how the perturbation quantities 
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are vertically distributed. This vertical gradient of perturbation quantities determines whether a 

particular PBLH scheme is local or non-local. In case of non-local closure schemes multiple 

vertical layers can be used to determine variables at a given point while in case of local schemes 

only the adjacent levels corresponding to that vertical level can directly affect the variables at that 

point. The vertical mixing throughout in case of a local scheme is accomplished through large 

eddies which leaves the local schemes at a disadvantage during localized stability conditions 

(Stensrud, 2007). The PBLH parametrization influences the representation of buoyancy, vertical 

wind shear as well as precipitation evolution (Hong et al., 2006) therefore one of the main 

objectives while configuring any model domain is performing sensitivity studies to select the best 

possible scheme on the basis of model validation. In WRF-Chem modelling setup there are both 

types of local and non-local schemes available for modelling (eg. Yonsei university (YSU) is a 

non-local scheme) while (Mellor-Yamada-Janjie (MYJ) is a local scheme) (Hu et al., 2010).  

3.5.4 Microphysics and cumulus parametrization 

There are mainly 2 options available in WRF-Chem modelling system to represent microphysics 

scheme namely single moment microphysics and double moment microphysics scheme. The single 

level scheme mainly computes number concentration for the different prognostic variables of 

water (eg. cloud, rain, snow etc.) while the double moment scheme also computes the mixing ratios 

of these prognostic variables apart from the number density. In this study a double moment 

Morrison microphysics scheme (Morrison et al., 2005) has been used (Morrison double moment 

mp_physics = 10). The main advantage of using a double moment scheme is computation of both 

number density and mixing ratios allows a more robust representation of particle size distribution 

which is very significant from point of view of cloud processes and precipitation. More details on 

these parametrizations can be found elsewhere (Skamarock and Weisman, 2009).  

 The cumulus parametrization in WRF-Chem modelling system computes vertical flux values 

which are unresolved due to small scale updrafts or downdrafts along with the compensating 

motion on the outside of clouds. As the spatial scale of the WRF-Chem model in this study was 

10 km2 therefore the model uses cumulus parametrization for computing sub grid scale shallow or 

convective cloud effects. These schemes become active in the modelling domain where an 

individual column gets a trigger which as a feedback provides elevated moisture and heat profile 

in those individual columns. It is worth mentioning that while nesting or performing high 
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resolution simulations (Horizontal resolution: < 5 km) it is advisable to deactivate the cumulus 

parametrization option in the namelist option by setting (cu physics = 0) (Wagner et al., 2018). In 

this study Grell 3D ensemble cumulus parametrization has been used for simulations at spatial 

resolution of 10 km2.  It fundamentally utilizes a cloud model with moist downward drafts and 

upward drafts along with incorporating effects of entrainment, detrainment and microphysics 

(Grell and Dévényi, 2002).  

3.6 Model simulation over N. W IGP 

The model domain was configured over N.W IGP with the different parametrization options as 

discussed in preceding chapters. The model was simulated for the month of august and validated 

with ground-based isoprene measurements. The plot in Figure 3.8 model domain and 

corresponding spatial variability of surface albedo at (01/08/2012: 00:00:00) of simulation. The 

plot in Figure 3.9 shows the average isoprene concentration for isoprene over the model domain 

for the month of august. Different studies have extensively utilized WRF model for simulating 

monsoon dynamics and climatology with similar parametrization schemes (Raju et al., 2015) 

(Ashrit and Mohandas, 2010) (Das et al., 2008). The plot in Figure 3.10 shows measured vs 

modelled isoprene values interpolated over Mohali. Modelled isoprene shows a strong under-

prediction during the daytime. The under-prediction is due to missing source of daytime isoprene 

over N.W IGP which will be discussed in greater detail in the next chapter.  
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Figure. 3.8 Simulation domain showing the albedo values used by model at (01/08/2012: 00:00:00) of 

simulation 

 

Figure 3.9 Plot showing average isoprene concentration over the model domain for month of august 

simulated using WRF-Chem. 
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Figure 3.10 Plot showing measured vs modelled isoprene values interpolated over Mohali. 
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Chapter: 4 

Cropland trees need to be included for accurate model 

simulations of land-atmosphere heat fluxes, temperature, 

boundary layer height, and ozone 
 

The contents of this chapter have been published in the international peer reviewed journal as 

(Mishra et al., 2021), with B. Sinha, R. Kumar, M. Barth, H. Hakkim, V. Kumar, A. Kumar, S. 

Datta, A. Guenther and V. Sinha. This study was designed by V. Sinha and B. Sinha. I analyzed 

the VOC measurements and model runs with B. Sinha and V. Sinha. I had set-up the WRF-Chem 

model with technical inputs from R. Kumar and M. Barth. I processed the GlobCover 2009, and 

ERA-5, MOD44B and Landsat 30-m VCF dataset with help from V. Kumar. A. Guenther provided 

expert inputs on MEGAN and CLM model. H. Hakkim A. Kumar, S. Datta helped in isoprene data 

analysis. All authors discussed the results and commented on the paper. 

 

 

 

Figure 4.1 Graphical abstract of the chapter. 
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4. 1 Abstract 

Trees significantly impact land-atmosphere feedbacks through evapotranspiration, photosynthesis 

and isoprene emissions. These processes influence the local microclimate, air quality and can 

mitigate temperature extremes and sequester carbon dioxide. Despite such importance, currently 

only 5 out of 15 atmospheric chemistry climate models even partially account for the presence of 

cropland trees. We first show that the tree cover over intensely farmed regions in Asia, Australia 

and South America is significantly underestimated (e.g. only 1-3% tree cover over north-India) in 

the Model of Emissions of Gases and Aerosol from Nature (MEGAN) and absent in Noah land-

surface module of the weather research and forecasting (WRF-Chem) Model. By including the 

actual tree cover (~10%) over the north-west Indo Gangetic Plain in the Noah land-surface module 

of the WRF-Chem and the MEGAN module, during the rice growing monsoon season in August, 

we find that the latent heat flux alone increases by 100-300% while sensible heat flux reduces by 

50-100%, leading to a reduction in daytime boundary layer height by 200-400 m. This greatly 

improves agreement between the modelled and measured temperature, boundary layer height and 

surface ozone, which were earlier overestimated and isoprene and its oxidation products which 

were earlier underestimated. Mitigating peak daytime temperatures and ozone improves rice 

production by 10-20%. Our findings from north-west Indo-Gangetic Plain establish that such 

plantations mitigate heat stress, and have beneficial effects on crop yields while also sequestering 

carbon. Expanding agroforestry practices to 50% of the cropland area could result in up to 40% 

yield gain regionally. Implementing such strategies globally could increase crop production and 

sequester 0.3-30 GtC per year, and therefore future climate mitigation and food security efforts 

should consider stakeholder participation for increased cropland agroforestry in view of its 

beneficial effects. 

4.2 Introduction 

Agroforestry has long been recognized as a practice that brings pecuniary benefits to farmers 

(Current et al., 1995). It is well known that trees can change land-atmosphere-feedbacks through 

both evapotranspiration and photosynthesis and yet the impact of these trees on the microclimate 

of agricultural landscapes, atmospheric boundary layer meteorology, ozone and crop yields and 
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global relevance has received much less attention than the potential climate benefits of trees in 

general through carbon-capture.  

Since the 1980s farmer driven expansion (Bannister and Nair, 2003; Reij and Garrity, 2016; Salam 

et al., 2000) and policy interventions (Chavan et al., 2015; Lasco et al., 2014) around the world 

have greatly increased the tree cover of croplands (Song et al., 2018; Zomer et al., 2016) through 

agroforestry (Bannister and Nair, 2003; Chavan et al., 2015; Reij and Garrity, 2016; Salam et al., 

2000) , silvi-pastoralism (Knoke et al., 2014) and permaculture (Hathaway, 2016). Currently about 

43% of the world’s agricultural area has greater than 10% tree cover (Song et al., 2018; Zomer et 

al., 2016). Despite these changes in the recent decades, the most recent tree census (Crowther et 

al., 2015) declared major parts of South Asia, mainland China and other regions with intense 

agriculture to be devoid of trees. The tree driven land-atmosphere feedbacks can mitigate 

temperature extremes and impact microclimates and atmospheric chemistry in several ways. 

Despite such importance, currently tree cover in croplands across major populated continents 

remains significantly underestimated. The issue of the missing cropland trees is also not limited to 

a specific land surface module and appears to be common to the land surface modules of several 

models used in the latest IPCC report (Flato et al., 2013). Table 4.1 shows that BVOC emission 

modules Lund-Potsdam-Jena General Ecosystem Simulator (LPJ-GUESS) and Model of 

Emissions of Gases and Aerosol from Nature (MEGAN) have been incorporated into 5 of the 15 

global models. The Biogenic volatile organic compound (BVOC) emission modules (LPJ-GUESS 

and MEGAN) which have been incorporated into 5 out of 15 global models currently account for 

trees in croplands only partially. Generally, the LPJ-GUESS BVOC emission module has higher 

BVOC emissions over croplands than the MEGAN BVOC emission module. However, both do 

not account for the increase in tree cover over agricultural regions since the year 2000 (Chen et 

al., 2018). Till date there are no studies quantifying the impact of agroforestry on regional 

boundary layer dynamics, temperatures and the air quality of intensely farmed regions. This 

represents a critical knowledge gap which hampers our ability to use global models for accurately 

assessing the impact of environmental stress (Xu et al., 2019) and air pollution (Tai et al., 2014; 

Yue and Unger, 2014) on crops and natural ecosystems in intensely farmed regions.  

In this study we investigate the extent of missing cropland trees in several globally significant 

regions of the world and then using in-situ observations and the Weather research and forecasting 
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(WRF) model illustrate the consequences of the missing tree cover for modelled temperature, 

sensible and latent heat fluxes, boundary layer height, ozone and isoprene over one of the world’s 

most intensely cultivated agricultural region with high population density, namely the north west 

Indo-Gangetic Plain during the rice growing season in summer monsoon season. We discuss the 

relevance of the results for contemporary and future practices and the potential benefits that could 

accrue from increases in agroforestry over the north-west Indo Gangetic Plain in terms of ozone 

and heat mitigation and improved rice crop yields and as an example for climate and crop yield 

gains globally. 

Table 4.1 Comparison of different GCMs which all took part in IPCC AR5 & CMIP5 simulation 

 

MODEL 

Reference Trees in cropland 

present in Land surface 

model? 

Trees in cropland present in 

BVOC emission model? 

HadCM3 (Cox et al., 

Hadley Centre 

technical note 

23, 2001) 

No 

(TRIFFID ) 

No 

(BVOC emissions) 

IPSL 

(CM5A) 

(Hansen et al., 

2000; Poulter et 

al., 2015; Zhu et 

al., 2015) 

 

No 

(ORCHIDEE) 

No 

(BVOC emissions) 

CSIRO 

(BOM/QCCCE) 

(De Kauwe et 

al., 2015; 

Loveland et al., 

2000; Wang et 

al., 2012) 

 

No 

(CABLE 2) 

No 

(BVOC emissions) 

BCC-CSM (Wu et al., 2014) No 

(BCC-AVIM1.0 

CLM3.0) 

No 

(BVOC emissions) 

NASA-GISS 

(E2) 

(Schmidt et al., 

2014) 

 

No 

(TBM & SVATS) 

No 

(MEGAN2.1) 

MIROC 

(ESM/CHEM) 

(Sato et al., 

2007; Watanabe 

et al., 2011) 

 

No  

(MATSIRO, SEIB-

DGVM) 

No 

(BVOC emissions uncoupled to 

Vegetation) 

NCEP (Yuan et al., 

2011) 

 

No 

(NOAH LSM) 

No 

(BVOC emissions) 



68 
 

NOAA-GFDL (Delworth et al., 

2006) 

 

No 

(AM2-LM2) 

No 

(BVOC emissions) 

INMCM4 (Volodin et al., 

2010) 

 

No 

(SWAP) 

No 

(BVOC emissions) 

 

FGOALS-gl 

 

(Lawrence and 

Chase, 2007; 

Peng and Dan, 

2014; Zhou et 

al., 2018) 

partial 

(CLM3.0) 

No 

(BVOC emissions) 

ECHAM5 (Goll et al., 

2017; Loveland 

et al., 2000; 

Makkonen et al., 

2012; Pongratz 

et al., 2008; 

Sitch et al., 

2003) 

 

No 

(JSBACH) 

partial 

(LPJ GUESS & MEGAN2) 

ECHAM6-

HAMMOZ 

(Brovkin et al., 

2009; Goll et al., 

2017; Pongratz 

et al., 2008; 

Schultz et al., 

2018) 

partial 

(JSBACH) 

partial 

(MEGAN2.1 & LPJ GUESS) 

MPI-M 

(MPI-ESM-P) 

(Brovkin et al., 

2009; Giorgetta 

et al., 2013; Goll 

et al., 2017; 

Sitch et al., 

2003) 

partial 

(JSBACH) 

partial 

(LPJ GUESS) 

CCSM4 (Ke et al., 2012; 

Lawrence et al., 

2011; Lawrence 

and Chase, 

2007) 

 

partial 

(CLM-4.0) 

 

partial  

(MEGAN2.1) 

CMCC 

(CMCC-CM) 

 

(Cherchi et al., 

2019) 

partial  

(CLM 4.5) 

no 

(BVOC emissions) 
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4.3 Materials and methods 

4.3.1 Site and choice of study period 

Figure 4.1 shows the location of the IISER Mohali atmospheric chemistry measurement facility a 

sub-urban site on a 30-m continuous vegetation field (CVF) map from Landsat (Sexton et al., 

2013) with a colour scale representing the % of tree cover. The site and multi-year climatology 

has been described previously in Kumar et al., 2016 and Pawar et al., 2015. The red square in 

Figure 1 marks the modelling domain of the current study, the middle panel a zoom in version and 

the extreme right panel in Figure 4.2 shows snapshots of the land-use in its vicinity. The site is 

close to forested slopes at the foothills of the Himalayan mountain range (~30 km in the north-

west and south-east direction) and it should be noted that the study site does not have anomalously 

high tree cover relative to its surroundings. In the state of Punjab where the site is located, villages, 

towns and even the neighbouring city of Chandigarh stand out as light coloured areas with below 

average tree cover against a backdrop of much higher (10-20%) tree cover in the agricultural lands. 

Chandigarh, which is one of the three nearest cities to the measurement site, lies in the north to the 

east wind sector, and it has been designated as a green city that has nearly 42,000 trees belonging 

to 66 tree species growing along the road in a systematic manner (Kohli et al., 2000). 

 

 

Figure 4.2 (Left) Location of Mohali on a 30-m continuous vegetation field (CVF) map from Landsat. The 

red square delineates the modelling domain of our case study. (Middle) Exact location of measurement 

facility zoomed, (Right) some images of the vegetation surrounding the atmospheric chemistry facility. 
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The site is flanked by rural and agricultural lands in the west and north-west wind sector, which is 

also the dominant fetch region. Due to mixed agroforestry practices prevalent over the region, the 

rural and agricultural lands have large swathes of poplar and eucalyptus, which are planted at the 

periphery of agricultural fields and along roads. We chose the month of August 2012 for this study 

because during peak monsoon season the impact of vegetation on atmospheric chemistry is 

strongest (vegetation throughout the region is not moisture limited) while many anthropogenic fire 

sources such as crop residue burning and forest fires are absent during this time period and even 

residential biofuel and waste burning are lowest during this time of the year. A longer study period 

would overlap with the onset of the monsoon in July and the crop residue burning of short duration 

rice cultivars that are harvested early in September. During monsoon onset, difficulties with 

reproducing the spatio-temporal patterns of the first monsoon showers correctly can have a 

disproportionate impact on the model output and would affect all aspects of the model from energy 

and moisture fluxes over radiation and photochemistry to BVOC emissions. During crop residue 

burning (May, September-November), wildfire (March-June) and landfill fire (March-June) 

affected periods, any model-measurement comparison is dominated by difficulties associated with 

representing the high spatio-temporal variability of fire sources accurately. In particular, small 

fires that are difficult to detect present severe challenges. Winter season is even more challenging 

when it comes to model-measurement comparison, as the strong temperature and fog-induced day 

to day variations of residential fuel usage are not accurately represented in any emission inventory 

(Hakkim et al., 2019). Hence, since the focus of the present study is on the impact of cropland 

trees we chose the month of August which has the best signal to noise ratio while studying the 

impact of vegetation on the regional atmospheric chemistry and dynamics. The year 2012 was 

selected for this study, because it is the first year for which we have observational data for the full 

month of August, and the most recent year for which an updated emission inventory is available 

(Crippa et al. 2018).  

4.3.2 Ambient measurements of temperature, ozone, isoprene and its 

oxidation products  

Ambient temperature, radiation, relative humidity, wind direction, wind speed and ozone are 

measured routinely at the site using a meteorological station (Met One Instruments Inc., Rowlett, 

USA) and sampling inlets at ~20 m above ground, as described previously (Sinha et al., 2014). 

Ozone is measured using UV absorption photometry (Model 49i Thermo Fischer Scientific, 
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Franklin, USA). Comprehensive description of the instrument including QA/QC in terms of 

accuracy and linearity is available elsewhere and the total uncertainty of the ozone measurements 

was less than 6% (Sinha et al., 2014).  

The measurement of isoprene and isoprene oxidation products, that is the sum of methacrolein 

(MACR) and methyl vinyl ketone (MVK), was carried out using a high sensitivity proton transfer 

reaction quadrupole mass spectrometer (PTR-MS). The instrument inlet was also positioned at a 

height of ~20 m above ground. An analytical description of the PTR-MS, along with standard 

operating and calibration protocols, are available in previous works from our group (Chandra and 

Sinha, 2016; Sinha et al., 2014). Isoprene (C5H8; M.W: 68.12 g/mol) is detected at its protonated 

organic ion m/z = 69 (de Gouw and Warneke, 2007) after soft ionization with hydronium ions, the 

reagent ion used in the PTR-MS technique. Previous PTR-MS studies including some from our 

own group have shown that isoprene can also be emitted from anthropogenic sources and have 

contributions at m/z 69 from furan produced from combustion and biomass burning sources (Akagi 

et al., 2011; Karl et al., 2007; Yokelson et al., 2013). So we took care to confirm that the daytime 

isoprene in the monsoon season in this region was indeed primarily due to biogenic emissions. In 

the Kathmandu valley a study performed by our group (Sarkar et al., 2016) using a higher 

resolution proton transfer time-of-flight mass spectrometer that can resolve isoprene from furan in 

the winter (December 2012-January 2013), showed that the signal at m/z 69 was mainly from 

isoprene, and furan contributed a maximum of up to 25 % to the signal even during peak night 

time biomass burning. At the site of the present study in Mohali, we also determined isoprene to 

be the major contributor to measured m/z 69 signal based on the VOC-OHM technique (Kumar 

and Sinha, 2014). Furthermore, the ambient daytime isoprene mixing ratios were found to respond 

to solar radiation and temperature as is characteristic of biogenic emissions and not the case for 

anthropogenically emitted molecules. Given the prevalence of poplar and eucalyptus trees in the 

fetch region as well as findings reported in previous studies including from India that poplar and 

eucalyptus are high isoprene emitters (He et al., 2000; Schnitzler et al., 2010; Varshney and Singh, 

2003), and some plant chamber experiments on a poplar tree, we are therefore confident about the 

assignment of m/z 69 to isoprene during monsoon season in the region.  

The sum of methacrolein (MACR) (C4H6O; M.W: 70.09 g/mol) and methyl vinyl ketone (MVK) 

(C4H6O; M.W: 70.09 g/mol) were detected at the protonated organic ion m/z = 71. The specificity 
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of PTR-MS to monitor MVK + MACR has been demonstrated previously (de Gouw and Warneke, 

2007; Vlasenko et al., 2010; Warneke et al., 2011). As a part of QA/QC, PTR-MS was calibrated 

for isoprene and sum of methacrolein and methyl vinyl ketone using a VOC gas standard (Apel-

Riemer Environmental, USA) with VOC free zero air as described in Sinha et al., 2014. The overall 

uncertainty for isoprene and MVK+MACR reported in this work was below 20%. 

4.3.3 Global occurrence of cropland trees in major agricultural regions 

Figure 4.3 shows maps of the tree cover over four major agricultural regions of the world namely 

South Asia (10°N -38°N and 68°E -100°E, Panels A, E, I and M), the North China plains (35°N -

45°N and 105°E -130°E) in East Asia (Panels B, F, J, N), Victoria and New South Wales (30°S -

40°S and 130°E -155°E) in Australia (Panels C, G, K, O) and the Rio de la Plata river basin (27°S 

-39°S and 48°W -71°W) in South America (D, H, L, P.). Red arrows highlight areas with irrigated 

or rain fed cropland for which the present day tree cover is underestimated by the Noah land 

surface and MEGAN module in South Asia (10°N -38°N and 68°E -100°E, Panels A, E, I and M), 

the North China plains (35°N -45°N and 105°E -130°E) in East Asia (Panels B, F, J, N), Victoria 

and New South Wales (30°S -40°S and 130°E -155). Panels A to D show the tree cover according 

to the global tree count exercise carried out by Crowther et al., 2015 in number of trees per km2. 

During this global tree counting exercise the authors only counted trees in natural landscapes. 

Croplands and cities were assumed to be devoid of trees. The Noah land surface module in the 

WRF-Chem is based on similar assumptions. When a model grid cell is correctly identified as 

agricultural land it is assumed to be devoid of trees. Panels E to H show the tree cover in the 

MEGAN as % of the ground covered by a crown (Guenther et al., 2006 and Guenther et al., 2012). 

Panels I to L show the tree cover of the 30 m continuous vegetation field Landsat (Sexton et al., 

2013) product in % of the ground covered by a crown. Panels M to P show the GlobCover land 

use land cover (LULC) classification map. It can be seen that all underestimate cropland tree cover 

relative to the Landsat images. We note that the most recent tree census (Crowther et al., 2015) 

declared major parts of South Asia, mainland China and other regions with intense agriculture to 

be devoid of trees (Figure 4.3 A-D) and these same areas are treated as devoid of trees in the Noah 

land surface module. As trees have direct impacts on sensible and latent heat fluxes at the land-

atmosphere interface, temperature and associated atmospheric dynamics they can therefore 

significantly impact the microclimate of croplands affecting crop yields. The significant 



73 
 

underestimation of the tree cover over croplands in MEGAN model (Guenther et al., 2006; 

Guenther et al., 2012) which have 0 to less than 10% tree cover (Figure 4.3) would also have 

consequences for low modelled isoprene fluxes over intensely farmed regions of Asia in recent 

studies (Stavrakou et al., 2014). Figure 4.3 demonstrates that this problem is not restricted to Asia 

and the underestimation of the tree cover can be observed in other intensely farmed regions 

elsewhere in Asia, Australia and South America (Figure 4.3 G-H and K-L).  

 

Figure 4.3 Four major agricultural regions in the world in which vast tracts of land were declared as devoid 

of trees during the global tree count. Red arrows highlight areas with irrigated or rain fed cropland for which 

the present day tree cover is underestimated by the Noah land surface and MEGAN module in South Asia 

(10°N -38°N and 68°E -100°E, Panels A, E, I and M), the North China plains (35°N -45°N and 105°E -

130°E) in East Asia (Panels B, F, J, N), Victoria and New South Wales (30°S -40°S and 130°E -155°E) in 

Australia (Panels C, G, K, O) and the Rio de la Plata river basin (27°S -39°S and 48°W -71°W) in South 

America (D, H, L, P.). Panels A to D show the tree cover according to the global tree count in number of 

trees per km2. Panels E to H show the present day tree cover percentage according to MEGAN in the units 

percent of the ground covered by a crown. Panels I to L show the present day tree cover percentage of the 

30 m continuous vegetation field Landsat product in the units percent of the ground covered by a crown. 

Panels M to P show the GlobCover land use land cover (LULC) classification map.  
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4.4 Methodology for revised tree cover estimation  

To estimate the fractional tree cover for different types of croplands on different continents (Table 

4.2) we used the Moderate Resolution Imaging Spectroradiometer (MODIS) sensor derived 

Vegetation Continuous Fields (VCF) yearly product for global representation of vegetation cover, 

namely MOD44B version-6 (Dimiceli et al., J.R.G. 2015. Accessed 2019-06-09) and the European 

Space agency GlobCover land use land cover (LULC) datasets (Arino et al., E.S.A 2012 

GlobCover Dataset). Before proceeding with our analysis we compared MOD44B version-6 VCF 

with the Landsat 30 m VCF (Sexton et al. 2013) which was brought to the same spatial resolution 

as the MOD44B VCF using a mode sampling algorithm. Reduced Major Axis regression revealed 

no systematic bias (slope of 0.94, r=0.6) between the two VCF products for the centre of our case 

study region. Hence we proceeded with the 250 m VCF product, which is computationally less 

expensive to process, for our analysis. The MOD44B dataset yields the %  tree cover at 250 m 

pixel resolution but does not differentiate broadleaf and needleleaf trees. GlobCover provides 22 

numeric LULC classes at 300 m spatial resolution and differentiates broadleaf trees, needleleaf 

trees, shrubs, herbs, crop and various mosaic land cover types. Firstly, we use these two datasets 

to establish the average tree cover of croplands on different continents. For both the datasets, pixel-

wise extraction was accomplished using geospatial data abstraction library (GDAL/OGR 

contributors 2020), an open-source library used for geospatial data processing. The MOD44B 

extracted dataset was resampled using mode resampling technique, and the fractional tree cover 

was computed at 1 x 1 km2 grid resolution. Similarly, the GlobCover land use classes at 300 x 300 

m2 pixels of dataset were first aggregated and then re-gridded at 1 x 1 km2 to compute fractional 

cover of each LULC class. To calculate the average tree cover for each LULC class of the 

GlobCover dataset, MOD44B pixels were matched with GlobCover pixels only for such pixels 

where at least a full 1 x 1 km2 pixel belonged to the same LULC class. The average tree cover of 

each GlobCover LULC class for several regions in each of the continents is shown in Table 4.2 

Table 4.1 includes only LULC classes for which at least 100 continuous 1 x 1 km2 pixels could be 

evaluated on the respective continent. Overall more than 10 million points with a minimum of 1 

million points on each continent were evaluated to generate Table 4.2. The Tundra and Taiga 

biomes across Eurasia and North America were tabulated separately from the rest of the respective 

continents. Our results in Table 4.2 clearly show that 2-45% tree cover in croplands persist across 

all continents although the tree density, particularly for mosaic croplands varies from region to 
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region with the prevalent land management practices. Hence, the findings of this study have 

relevance for other intensely cropped regions. 

Next, in order to compute the input files with the revised tree cover for our study region, we used 

both datasets to compute the fractional tree cover of each 10 x 10 km2 pixel for our South Asian 

modelling domain (Table 4.3). The fractional tree cover by broad leafed and needle leafed trees, 

shrubs, herbs and bare land is required as input for the MEGAN module of the WRF-Chem model. 

In this context we use MOD44B to estimate the average tree cover and GlobCover to assign the 

trees to the correct plant functional class (i.e. to broad leaf or needle leaf trees) depending on the 

relevant LULC class. 
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Table 4.2 Tree cover percentage of LULC classes for GlobCover pixels over different continents. 

 

class GlobCover name 

Tree cover [%] of LULC class 

South 

Asia 

Whole 

Asia 
Africa 

Australia 

& Oceania 

South 

America 

North 

America 
Europe 

Tundra

/Taiga 

11 

Post-flooding or irrigated croplands 

(or aquatic) 
10.5 10.1 11.6 n.a. n.a. n.a. 3.4 n.a. 

14 Rainfed croplands 7.6 6.9 1.6 12.9 15.3 3.1 5.8 n.a. 

20 

Mosaic cropland (50-70%) / 

vegetation 

(grassland/shrubland/forest) (20-

50%) 

10.2 9.1 1.9 44.9 19.3 9.7 7.3 n.a. 

30 

Mosaic vegetation 

(grassland/shrubland/forest) (50-

70%) / cropland (20-50%)  

7.0 9.1 13.6 36.6 15.8 11.7 9.2 n.a. 

40 

Closed to open (>15%) broadleaf 

evergreen or semi-deciduous forest 

(>5m) 

67.3 67.1 58.9 65.7 60.4 59.1 n.a. n.a. 

50 

Closed (>40%) broadleaf deciduous 

forest (>5m) 
35.2 53.1 36.4 n.a. 25.4 44.6 40.6 47.8 

60 

Open (15-40%) broadleaf 

deciduous forest/woodland (>5m) 
37.9 37.9 13.7 29.5 28.3 n.a. n.a. n.a. 

70 

Closed (>40%) needleleaf 

evergreen forest (>5m) 
55.2 48.9 27.8 68.9 n.a. 38.1 39.1 n.a. 

90 

Open (15-40%) needleleaf 

deciduous or evergreen forest 

(>5m) 

n.a. 40.2 n.a. n.a. n.a. 52.2 43.4 38.0 

100 

Closed to open (>15%) mixed 

broadleaf and needleleaf forest 

(>5m) 

38.2 34.3 n.a. 71.6 n.a. 52.9 53.0 48.6 

110 

Mosaic forest or shrubland (50-

70%) / grassland (20-50%) 
26.5 38.2 6.4 12.2 3.4 10.5 22.9 11.5 

120 

Mosaic grassland (50-70%) / forest 

or shrubland (20-50%)  
1.7 2.9 8.1 24.5 6.0 22.0 18.8 9.9 

130 

Closed to open (>15%)  shrubland 

(<5m) 
52.9 48.7 13.8 22.4 15.7 1.5 14.5 n.a. 

140 

Closed to open (>15%) herbaceous 

vegetation  
2.9 3.0 0.8 6.6 19.9 14.4 17.9 19.3 

150 Sparse (<15%) vegetation 0.1 4.5 0.3 0.9 4.0 19.6 7.6 5.3 

160 

Closed to open (>15%) broadleaf 

forest regularly flooded  
n.a. n.a. 66.8 64.2 59.2 6.6 n.a. n.a. 

170 

Closed (>40%) broadleaf forest or 

shrubland permanently flooded  
33.5 33.5 9.3 54.8 n.a. 44.1 n.a. n.a. 

180 

Closed to open (>15%) grassland or 

woody vegetation on regularly 

flooded or waterlogged soil  

0.2 0.3 3.7 n.a. 29.7 n.a. 25.6 15.9 

190 

Artificial surfaces and associated 

areas (Urban areas >50%) 
8.1 6.1 2.8 12.0 5.1 16.7 9.2 11.3 

200 Bare areas 0.2 0.2 0.2 0.1 1.8 5.4 0.7 1.3 

210 Water bodies 0.0 0.1 0.0 0.0 0.2 0.7 0.2 0.2 

220 Permanent snow and ice 1.2 1.2 n.a. n.a. 0.5 0.1 n.a. 1.5 
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Table 4.3 Vegetation cover percentage of LULC classes for GlobCover pixels over South Asia (7.2°N to 

37.4°N and 67.0°E to 100.0°E). Figure 4.1 shows the locations of the pixels for which manual photo-

interpretation was performed. 

 

class GlobCover LCC name 

Plant function type 

broad-

leafed 

tree   

needle 

leafed 

tree shrubs herbs bare 

11 Post-flooding or irrigated croplands (or aquatic) 10.5 0 10.5 79 0 

14 Rainfed croplands 9.6 0 3.4 47 40 

20 

Mosaic cropland (50-70%) / vegetation   grassland/ shrubland/ 

forest) (20-50%) 

Desert and steppe climate 

Tropical and temperate climate 

 

2  

11 

 

0 

0 

 

2 

19 

 

89 

  60 

 

7 

10 

30 

Mosaic vegetation (grassland/shrubland/forest) (50-70%) / 

cropland (20-50%)  

Arid & montane climate 

Tropical moist climate 

 

5  

17 

 

0  

0 

 

8  

45 

 

47  

37 

 

40  

1 

40 

Closed to open (>15%) broadleaf evergreen or semi-deciduous 

forest (>5m) 
67 0 14 13 6 

50 Closed (>40%) broadleaf deciduous forest (>5m) 35 0  12 3 

60 Open (15-40%) broadleaf deciduous forest/woodland (>5m) 38 0 33 26 3 

70 Closed (>40%) needleleaf evergreen forest (>5m) 0 55 35 5 5 

90 Open (15-40%) needleleaf  deciduous or evergreen forest (>5m) 0 42 24 13 21 

100 

Closed to open (>15%) mixed broadleaf and needle-leaved forest 

(>5m) 
38 24 10 22 6 

110 Mosaic forest or shrubland (50-70%) / grassland (20-50%) 26.5 0 12.5 26 35 

120 

Mosaic grassland (50-70%) / forest or shrubland (20-50%)  

Montane climate 

Tropical and temperate climate  

Desert and steppe climate 

 

10  

7.5  

0 

 

29  

2  

0 

 

5  

79.5 

4 

 

28  

5 

58 

 

28  

6 

38 

130 Closed to open (>15%)  shrubland (<5m) 53 1 25 19 2 

140 

Closed to open (>15%) herbaceous vegetation  

Montane climate 

Desert and steppe climate  

 

2  

5  

      

3 

0  

 

2 

2 

 

24  

24 

 

69 

69 

150 Sparse (<15%) vegetation 1 0 1 17 81 

160 Closed to open (>15%) broadleaf forest regularly flooded  60 0 5 1 34 

170 Closed (>40%) broadleaf forest or shrubland permanently flooded  33.4 0 38.6 18 10 

180 

Closed to open (>15%) grassland or woody vegetation on 

regularly flooded or waterlogged soil  
0 0 1 12 87 

190 Artificial surfaces and associated areas (Urban areas >50%) 8 0 12 20 60 

200 Bare areas 0 1 4 13 82 

210 Water bodies 0 0 0 0 100 

220 Permanent snow and ice 0 1 0 0 99 



78 
 

4.5 Estimation of the fractional LULC cover in terms of plant 

functional types over South Asia for modeling experiments 
Biogenic emissions of gases and aerosols are calculated using the MEGAN model version 2.04 

(Guenther et al., 2006) but this requires the land use land cover distribution in terms of the 

respective plant functional types such as broad leaf, needle leaf, shrubs, herbs (including crops) 

and bare land. For the model simulations over South Asia, the fractional cover by shrubs, herbs 

and bare land was established using a photo-interpretation approach (Bey et al., 2016), while the 

fractional cover with broadlef and needleleaf trees was calculated by combining MOD44B and 

GlobCover as described in section 4.4. More than 500 pixels from the 19 LULC classes available 

in the GlobCover classes were randomly chosen for photo interpretation. The selected 300 x 300 

m2 pixels were used for manual photo-interpretation of very high spatial resolution satellite 

images, made freely accessible for visualization on Google Earth. We performed spot counting 

(Bastin et al., 2019) using a grid of 9 x 9 spots for a 300 x 300 m2 image for computing the fraction 

of each plant functional type (Plant function types (PFTs)- broadleaf trees, needleleaf trees, shrubs, 

and herbs) used by MEGANv2.04 model (Figure 4.4). The set of images in Figure 4.5 illustrate 

the principle of calculation and show a GlobCover pixel with the 81 counting spots overlaid on 

Google Earth. When the intersection points of the grid coincide with a vegetation class, a match is 

scored as shown in the calculation for the plant function type count in Figure 4.5. The assignment 

to the vegetative classes was accomplished using the following guidelines: the distinction between 

deciduous and evergreen category of vegetation, herbaceous crops, and shrubs was made by using 

images captured in different seasons. The leaves of deciduous trees disappear during the fall season 

or dry season depending on the climate zone and crops are subjected to a crop cycle. Shrubs and 

trees were differentiated with the help of the timeline and the length of the shade in early morning 

and late afternoon images. In addition, the shape of the shade was also used to help with the 

identification of coniferous trees, which tend to appear as a conical structure while the broadleaf 

trees tend to have a round crown. Due to limitations imposed by the pixel size, only trees with a 

crown diameter of greater than 2 m were considered as candidates for classification as tree and 

evaluated for shade length.  

The computed fractional cover of each cell with the 19 GlobCover LULC classes and the fractional 

cover of each LULC class with the 4 plant function types (Table 4.3) were used to calculate the 

fraction for 4 PFT (Broadleaf trees, Needleleaf trees, Shrubs, and herbs) classes used in MEGAN 
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2.04 model. The isoprene emission potential was derived from the 4 PFTs as described in 

(Guenther et al., 2006). 

 

Figure 4.4 Locations of the pixels for which manual photo-interpretation was performed superimposed on 

the Globcover LULC map of South Asia.
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Figure 4.5 Principles and calculation of vegetation fraction. The plant function type is determined by spot 

counting. Where the interception of the cell grid (pointed as arrow) matches with the corresponding 

vegetation class (in this case broadleaf tree) match is scored, the fourth column shows the calculation for 

two datasets (a1, a2) for tree fraction calculation. 

 

4.6 WRF-Chem model configuration 

One month of data from 1st August 2012 to 31st August 2012 during the monsoon season was 

studied in detail using 3D simulations with a weather research and forecasting model coupled with 

Chemistry (WRF-Chem). We chose the WRF-Chem Model for this study as it is one of the most 

widely used and well validated chemical transport models over South Asia (Kumar et al. 2012, 

Ghude et al. 2017). We believe that it is advantageous to use this model for emphasizing the 

missing process to ensure other researchers can quickly incorporate our findings into their 

research. It simulates the mixing, transport, emissions, chemical transformations of gases and 

aerosols concurrently with the meteorology (Fast et al., 2006;Grell et al., 2005). A 1000 x 1000 

km2 domain centered on 30.667° N, 76.729° E with horizontal grid of 10 km and 51 vertical levels 

(surface upto ~10 hPa) was set up with a 3 days spin-up time. This modelling domain is shown as 

a red square in Figure 4.2. The initial and lateral boundary conditions for meteorological fields 

were taken from National Centre for Environment Predictions final analysis fields available every 
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6 hours at a spatial resolution of 1◦ x 1◦ (Data Archive at National Center for Atmospheric 

Research, CIS Laboratory 2000) while fields such as albedo, vegetation fraction, soil classification 

and terrain height were taken from the Modified IGBP MODIS 20-category vegetation land use 

dataset (Friedl et al., 2010). We use the Noah land surface module (Chen and Dudhia, 2001) with 

the Yonsei University (YSU) planetary boundary layer scheme (Hong et al., 2006), Rapid 

Radiative Transfer Model for General Circulation Models radiative transfer module (Mlawer et 

al., 1997), Fast J photolysis scheme (Fast et al., 2006), the Morrison (2-moment) microphysics 

scheme (Morrison et al., 2005) and the Grell 3D ensemble convective parameterization (Grell and 

Dévényi, 2002). Anthropogenic emissions for CO, NOx, SO2, NH3, OC, and BC, and NMVOC 

were taken from the Emission Database for Global Atmospheric Research (EDGAR v4.3.2) 

(Crippa et al., 2018), daily varying emissions of trace gas species from biomass burning are taken 

from the NCAR (FINN) v1 fire inventory (Wiedinmyer et al., 2011). Biogenic emissions of gases 

and aerosols are calculated online using MEGAN Model version 2.04 (Guenther et al., 2006). This 

study utilizes the chemical mechanism represented by the MOZCART chemical scheme (Chemical 

opt =112) (Emmons et al., 2010; Pfister et al., 2013), which includes 81 chemical species involved 

in 159 gas phase and 38 photolysis reactions. Aerosols in the MOZCART mechanism are 

represented using the Global Ozone Chemistry Aerosol Radiation and Transport (GOCART) 

scheme. The chemical initial and lateral boundary conditions were provided by archived datasets 

of MOZART-4 global 3D chemical transport model (Emmons et al., 2010).  

The WRF-Chem model has the option of nudging the model towards temporally and spatially 

interpolated analyses of meteorological variables using relaxation terms for simulations (Stauffer 

and Seaman, 1990; Stauffer and Seaman, 1994). At present in WRF-Chem model nudging can be 

applied to east-west component of wind (u), north-south component of wind (v), potential 

temperature (temp) and water vapor mixing ratio (Qvapour). The application of analysis nudging to 

the simulation, avoids errors in transport of chemical species and is very useful in atmospheric 

chemistry simulations. This feature can be very useful for atmospheric chemistry simulations to 

avoid errors in transport of chemical species. In all our model runs nudging was switched off below 

the model level 15 (~2 km). Therefore, no nudging of u and v wind vectors, temperature and water 

vapor mixing ratio was applied within the planetary boundary layer. For the upper atmospheric 

layers above ~2 km , the nudging interval was set to 6 hrs, with nudging coefficients for 

temperature, moisture and wind being 6 × 10-4 s-1. The coefficients were determined on the basis 
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of different sensitivity simulations while configuring the model domain over the north-west Indo- 

Gangetic Plain.  

The Noah land surface module is based on the Moderate Resolution Imaging Spectroradiometer -

International Geosphere-Biosphere Programme (MODIS-IGBP) vegetation dataset in its 

calculations and calculates leaf area index (LAI) and albedo based on vegetation types and 

fractions. The changes made in the improved vegetation classes in the MEGANv2.04 biogenic 

modules were incorporated in the Noah land surface module by re-computing different secondary 

parameters in “VEGPARM.TBL” (Table 4.4) for the croplands to make it representative of the 

agroforestry practices over N.W Indo Gangetic plains. In addition, the changes were also 

incorporated in the WRF initial condition files. The changed values for the improved Noah land 

surface cover with 10% trees are provided in Table 4.5 and those for the simulation with 50% trees 

in croplands are provided in Table 4.6. 

Using the improved tree cover representation in the existing model setup, the following model 

simulations were performed: 

1. Default: Default configuration of the model without aerosol-radiation feedbacks 

2. Improved: Improved model configuration with the modified tree cover of 10% in croplands 

both in the MEGAN and in the Noah land surface module without aerosol-radiation feedbacks. 

3. Improved with aerosol feedback: Improved model configuration with the modified tree 

cover of 10% in croplands both in the MEGAN and in the Noah land surface module with aerosol-

radiation feedbacks on. 

4. Hypothetical 50% tree cover: Model configuration with a modified tree cover of 50% in 

croplands both in the MEGAN and in the Noah land surface module without aerosol radiation 

feedbacks. We calculate this scenario assuming that areas presently identified as cropland will be 

planted with 25% broadleaf evergreen trees (e.g. Citrus, Guava, Litchi, Mango, Olive), 25% 

broadleaf trees (e.g. poplar, teak) and 40% crops and will retain 5% shrubs, 3% grasslands and 3% 

urban and build-up area. 
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Table 4.4 Vegetation parameters for Modified IGBP MODIS Noah dataset in Noah land surface model: default case 

VEGETATION TYPE SHDFAC NROOT RS RGL HS SNUP MAXALB LAIMIN LAIMAX 
EMISS

MIN 

EMISS

MAX 

ALBEDO

MIN 

ALBEDO

MAX 
Z0MIN Z0MAX ZTOPV ZBOTV 

Evergreen Needleleaved Forest 0.7 4 125 30 47.35 0.08 52 5.00 6.40 0.95 0.95 0.12 0.12 0.5 0.5 17 8.5 

Evergreen Broadleaved Forest 0.95 4 150 30 41.69 0.08 35 3.08 6.48 0.95 0.95 0.12 0.12 0.5 0.5 35 1 

Deciduous Needleleaved Forest 0.7 4 150 30 47.35 0.08 54 1.00 5.16 0.93 0.94 0.14 0.15 0.5 0.5 14 7 

Deciduous Broadleaved Forest 0.8 4 100 30 54.53 0.08 58 1.85 3.31 0.93 0.93 0.16 0.17 0.5 0.5 20 11.5 

Mixed Forest 0.8 4 125 30 51.93 0.08 53 2.80 5.50 0.93 0.97 0.17 0.25 0.2 0.5 18 10 

Closed Shrubland 0.7 3 300 100 42.00 0.03 60 0.50 3.66 0.93 0.93 0.25 0.30 0.01 0.05 0.5 0.1 

Open Shrubland 0.7 3 170 100 39.18 0.035 65 0.60 2.60 0.93 0.95 0.22 0.30 0.01 0.06 0.5 0.1 

Woody Savannah 0.7 3 300 100 42.00 0.03 60 0.50 3.66 0.93 0.93 0.25 0.30 0.01 0.05 0.5 0.1 

Savannah 0.5 3 70 65 54.53 0.04 50 0.50 3.66 0.92 0.92 0.2 0.20 0.15 0.15 0.5 0.1 

Grassland 0.8 3 40 100 36.35 0.04 70 0.52 2.90 0.92 0.96 0.19 0.23 0.1 0.12 0.5 0.01 

Wetland 0.6 2 70 65 55.97 0.015 59 1.75 5.72 0.95 0.95 0.14 0.14 0.3 0.3 0 0 

Crop 0.8 3 40 100 36.25 0.04 66 1.56 5.68 0.92 0.985 0.17 0.23 0.05 0.15 0.5 0.01 

Urban and Built-up 0.1 1 200 999 999 0.04 46 1.00 1.00 0.88 0.88 0.15 0.15 0.5 0.5 0 0 

Crop natural vegetation 0.8 3 40 100 36.25 0.04 68 2.29 4.29 0.92 0.98 0.18 0.23 0.05 0.14 0.5 0.01 

Ice and snow 0 1 999 999 999 0.02 82 0.01 0.01 0.95 0.95 0.55 0.70 0.001 0.001 0 0 

Barren and sparse 0.01 1 999 999 999 0.02 75 0.10 0.75 0.9 0.9 0.38 0.38 0.01 0.01 0.02 0.01 

Water 0 0 100 30 51.75 0.01 70 0.01 0.01 0.98 0.98 0.08 0.08 0.0001 0.0001 0 0 

Wooden Tundra 0.6 3 150 100 42 0.025 55 0.41 3.35 0.93 0.93 0.15 0.20 0.3 0.3 10 0.1 

Mixed Tundra 0.6 3 150 100 42 0.025 60 0.41 3.35 0.92 0.92 0.15 0.20 0.15 0.15 5 0.1 

Barren Tundra 0.3 2 200 100 42 0.02 75 0.41 3.35 0.9 0.9 0.25 0.25 0.05 0.1 0.02 0.01 
 

 

 



84 
 

Table 4.5 Vegetation parameters for Modified IGBP MODIS Noah dataset in Noah land surface model – improved 10% tree cover case 

VEGETATION TYPE SHDFAC NROOT RS RGL HS SNUP MAXALB LAIMIN LAIMAX 
EMISS

MIN 

EMISS

MAX 

ALBEDO

MIN 

ALBEDO

MAX 
Z0MIN Z0MAX ZTOPV ZBOTV 

Evergreen Needleleaved Forest .70 4 125 30 47.35 0.08 52 5.00 6.40 .950 .950 .12 .12 .50 .50 17.0 8.5 

Evergreen Broadleaved Forest .95 4 150 30 41.69 0.08 35 3.08 6.48 .950 .950 .12 .12 .50 .50 35.0 1.0 

Deciduous Needleleaved Forest .70 4 150 30 47.35 0.08 54 1.00 5.16 .930 .940 .14 .15 .50 .50 14.0 7.0 

Deciduous Broadleaved Forest .80 4 100 30 54.53 0.08 58 1.85 3.31 .930 .930 .16 .17 .50 .50 20.0 11.5 

Mixed Forest .80 4 125 30 51.93 0.08 53 2.80 5.50 .930 .970 .17 .25 .20 .50 18.0 10.0 

Closed Shrubland .70 3 300 100 42.00 0.03 60 0.50 3.66 .930 .930 .25 .30 .01 .05 0.50 0.10 

Open Shrubland .70 3 170 100 39.18 0.035 65 0.60 2.60 .930 .950 .22 .30 .01 .06 0.50 0.10 

Woody Savannah .70 3 300 100 42.00 0.03 60 0.50 3.66 .930 .930 .25 .30 .01 .05 0.50 0.10 

Savannah .50 3 70 65 54.53 0.04 50 0.50 3.66 .920 .920 .20 .20 .15 .15 0.50 0.10 

Grassland .80 3 40 100 36.35 0.04 70 0.52 2.90 .920 .960 .19 .23 .10 .12 0.50 0.01 

Wetland .60 2 70 65 55.97 0.015 59 1.75 5.72 .950 .950 .14 .14 .30 .30 0.00 0.00 

Crop .70 2 50 80 39.25 0.03 59 2.1 5.8 .930 .975 .16 .22 .10 .20 2.00 1.00 

Urban and Built-up .10 1 200 999 999.0 0.04 46 1.00 1.00 .880 .880 .15 .15 .50 .50 0.00 0.00 

Crop natural vegetation .80 3 40 100 36.25 0.04 68 2.29 4.29 .920 .980 .18 .23 .05 .14 0.50 0.01 

Ice and snow .00 1 999 999 999.0 0.02 82 0.01 0.01 .950 .950 .55 .70 0.001 0.001 0.00 0.00 

Barren and sparse .01 1 999 999 999.0 0.02 75 0.10 0.75 .900 .900 .38 .38 .01 .01 0.02 0.01 

Water .00 0 100 30 51.75 0.01 70 0.01 0.01 .980 .980 .08 .08 0.0001 0.0001 0.00 0.00 

Wooden Tundra .60 3 150 100 42.00 0.025 55 0.41 3.35 .930 .930 .15 .20 .30 .30 10.0 0.10 

Mixed Tundra .60 3 150 100 42.00 0.025 60 0.41 3.35 .920 .920 .15 .20 .15 .15 5.00 0.10 

Barren Tundra .30 2 200 100 42.00 0.02 75 0.41 3.35 .900 .900 .25 .25 .05 .10 0.02 0.01 
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Table 4.6 Vegetation parameters for Modified IGBP MODIS Noah dataset in Noah land surface model –  hypothetical 50% tree cover case 

VEGETATION TYPE SHDFAC NROOT RS RGL HS 
 

SNUP MAXALB LAIMIN LAIMAX 
EMISS

MIN 

EMISS

MAX 

ALBEDO

MIN 

ALBEDO

MAX 
Z0MIN Z0MAX ZTOPV ZBOTV 

Evergreen Needleleaved Forest .70 4 125 30. 47.35 
 

0.08 52. 5.00 6.40 .950 .950 .12 .12 .50 .50 17.0 8.5 

Evergreen Broadleaved Forest .95 4 150 30. 41.69 
 

0.08 35. 3.08 6.48 .950 .950 .12 .12 .50 .50 35.0 1.0 

Deciduous Needleleaved Forest .70 4 150 30. 47.35 
 

0.08 54. 1.00 5.16 .930 .940 .14 .15 .50 .50 14.0 7.0 

Deciduous Broadleaved Forest .80 4 100 30. 54.53 
 

0.08 58. 1.85 3.31 .930 .930 .16 .17 .50 .50 20.0 11.5 

Mixed Forest .80 4 125 30. 51.93 
 

0.08 53. 2.80 5.50 .930 .970 .17 .25 .20 .50 18.0 10.0 

Closed Shrubland .70 3 300 100. 42.00 
 

0.03 60. 0.50 3.66 .930 .930 .25 .30 .01 .05 0.50 0.10 

Open Shrubland .70 3 170 100. 39.18 
 

0.035 65. 0.60 2.60 .930 .950 .22 .30 .01 .06 0.50 0.10 

Woody Savannah .70 3 300 100. 42.00 
 

0.03 60. 0.50 3.66 .930 .930 .25 .30 .01 .05 0.50 0.10 

Savannah .50 3 70 65. 54.53 
 

0.04 50. 0.50 3.66 .920 .920 .20 .20 .15 .15 0.50 0.10 

Grassland .80 3 40 100. 36.35 
 

0.04 70. 0.52 2.90 .920 .960 .19 .23 .10 .12 0.50 0.01 

Wetland .60 2 70 65. 55.97 
 

0.015 59. 1.75 5.72 .950 .950 .14 .14 .30 .30 0.00 0.00 

Crop .60 3 70 60. 42.25 
 

0.05 51. 2.60 6.00 .940 .960 .15 .20 .20 .35 2.50 1.50 

Urban and Built-up .10 1 200 999. 999.0 
 

0.04 46. 1.00 1.00 .880 .880 .15 .15 .50 .50 0.00 0.00 

Crop natural vegetation .80 3 40 100. 36.25 
 

0.04 68. 2.29 4.29 .920 .980 .18 .23 .05 .14 0.50 0.01 

Ice and snow .00 1 999 999. 999.0 
 

0.02 82. 0.01 0.01 .950 .950 .55 .70 0.001 0.001 0.00 0.00 

Barren and sparse .01 1 999. 999. 999.0 
 

0.02 75. 0.10 0.75 .900 .900 .38 .38 .01 .01 0.02 0.01 

Water .00 0 100. 30. 51.75 
 

0.01 70. 0.01 0.01 .980 .980 .08 .08 0.0001 0.0001 0.00 0.00 

Wooden Tundra .60 3 150. 100. 42.00 
 

0.025 55. 0.41 3.35 .930 .930 .15 .20 .30 .30 10.0 0.10 

Mixed Tundra .60 3 150. 100. 42.00 
 

0.025 60. 0.41 3.35 .920 .920 .15 .20 .15 .15 5.00 0.10 

Barren Tundra .30 2 200. 100. 42.00 
 

0.02 75. 0.41 3.35 .900 .900 .25 .25 .05 .10 0.02 0.01 
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4.7 Metrics used for WRF-Chem model evaluation  

In the following “M” and “O” terms signify model and observed/reanalyses values, respectively.  

We used Mean Bias (MB),  

MB = 
1

𝑁
 ∑ (𝑀𝑖 −  𝑂𝑖 )𝑁

𝑖=1    (1) 

Normalized Mean Bias (NMB) 

NMB = 
1

𝑁
 
∑  𝑁

𝑖=1 (𝑀𝑖 − 𝑂𝑖 )

∑  𝑁
𝑖=1 𝑂𝑖

× 100   (2) 

Mean Absolute Gross Error (MAGE) 

MAGE = 
1

𝑁
∑ |𝑀𝑖 −  𝑂𝑖 |𝑁

𝑖=1     (3) 

and Mean Normalized Gross Error (MNGE) 

MNBE = 
1

𝑁
 
∑  𝑁

𝑖=1 |𝑀𝑖 − 𝑂𝑖 |

∑  𝑁
𝑖=1 𝑂𝑖

× 100   (4) 

to validate the WRF-Chem model output against hourly observations from the IISER Mohali 

Atmospheric Chemistry facility for the default run, improved run and improved run with aerosol 

feedback. However, the available observational data allows us to evaluate the model output only 

for one of the grid cells within the modelling domain. To validate the model output over the full 

modelling domain we use the fifth generation of reanalysis dataset (ERA5) (C3S, 2017) of global 

climate from European centre for medium range weather forecast (ECMWF). ERA5 data is 

available at a spatial resolution of 0.25°×0.25° and hourly temporal resolution. ERA5 data is 

bilinearly interpolated using climate data operator (CDO) on the WRF-Chem simulation grid for 

inter-comparison. We chose this dataset over Modern-Era Retrospective analysis for Research and 

Applications (MERRA 2) (0.625°-0.5°) due to its superior spatial resolution and the 4D Var 

advanced-data assimilation system of ECMWF used to create the dataset. Several studies have 

shown that ERA5 performs better against observation datasets (Hersbach et al., 2020; Olauson, 

2018). 
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4.8 Results and discussion 

4.8.1. Model evaluation 

We evaluate the model performance for the default and improved model runs using the hourly 

modelled temperature, boundary layer height, horizontal wind speed and absolute humidity as well 

as the hourly averaged mixing ratios of ozone, isoprene, and the oxidation products of isoprene, 

namely methyl vinyl ketone and methacrolein (Table 4.7). We compute Mean Bias (MB), 

Normalized Mean Bias (NMB), Mean Absolute Gross Error (MAGE) and Mean Normalized Gross 

Error (MNGE) with respect to in-situ observations over the measurement site in Mohali as 

described in Section 4.3.1 Table 4.7 shows, that for the default run the planetary boundary layer, 

isoprene and ozone have the highest NMB (>40%) and MNGE (>70%) among all parameters. 

Introducing 10% tree cover into croplands results in substantial reductions of the NMB for these 

three parameters (<10%) indicating that the missing trees were responsible for the discrepancy in 

the default run.  

Table 4.7 Comparison of WRF-Chem simulations for August 2012 against ground based measurements of 

ambient temperature, absolute humidity and wind speed at the IISER Mohali atmospheric chemistry facility 

and against ERA 5 planetary boundary layer height. D stands for default run, I for improved run and I-A 

for improved run with aerosol feedback.  

 

To investigate whether the improvements in the monthly average MB are due to improved 

representation of daytime photosynthesis related processes, we plot the day time data for both the 

improved and the default model run versus the observations (Figure 4.6 A-D). For this analysis, 

the modelled data from the default (shown in gold), improved model simulation with cropland 

trees (shown in green) were extracted and interpolated to the coordinates of our observational site 

from 9 am to 4 pm local time to derive daily averages and compared with the similarly daily 

Variable Mean Bias Normalized Mean Bias Mean Absolute 

Gross Error 

Mean Normalized Gross 

Error 

Model run D I I-A D I I-A D I I-A D I I-A 

Temperature (K) 1.0 0.8 -0.5 0.3 % 0.3 % -0.2% 1.9 1.5 1.7 0.6 % 0.5% 0.5% 

Absolute humidity 

(g/m3) 

-1.8 -0.6 -0.5 -9.0% -2.6% -2.2% 2.2 1.5 1.4 11.4% 6.9% 6.7% 

Wind Speed (m/s) -1.6 -1.4 -1.3 -38.9% -32.1% -30.5% 2.2 2.1 2.1 52.1% 49.6% 48.8% 

Planetary Boundary 

Layer (m) 

220 29 -35 65.3% 8.7% -10.4% 258 180 153 76.2% 53.3% 45.2% 

Isoprene (ppb) -1.0 -0.1 1.0 -73.9% 4.9% 86.4% 1.0 0.7 1.1 75.1% 53.1% 78.8% 

MVK+MACR (ppb) 0.04 0.3 0.7 5.1% 35.8% 105.6% 0.5 0.4 0.8 68.9% 63.1% 112.1% 

Ozone (ppb) 8.5 -0.1 -3.6 43.5% -0.3% -18.4% 14.2 10.1 9.0 72.5% 51.80% 45.8% 
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averaged measured data from the IISER Mohali facility. Each dot represents one day and “m” 

stands for the slope of the line. It can be seen that the modelled planetary boundary layer height is 

no longer strongly overestimated with the slope for improved model data and ERA5 data falling 

onto the 1:1 line (m=1.0, Figure 4.6B) for the improved land cover. Figure 4.6B shows that the 

bias for the daytime boundary layer reduces substantially from ~400 m to ~70 m. Figure 4.6C 

illustrates that whereas the default model without cropland tree cover was significantly 

underestimating the measured daytime isoprene (m=0.3), the improved model simulation performs 

better and the slope of the model –measurements regression line is significantly improved (m=0.9; 

Figure 4.6 C). Similarly, the slope for the sum of isoprene oxidation products methacrolein and 

methyl vinyl ketone improve from m= 0.5 to m= 1 (Figure 4.6 D) and overall the agreement 

between modelled and measured absolute humidity is good (m=1.1; Figure 4.6 A). We also extract 

the hourly modelled data from the default (shown in gold), improved model simulation with 

cropland trees (shown in green) and the hourly ERA5 data (shown in grey) which we compare 

with the measured temperature (shown in blue) for the month of August 2012 (Figure 4.7 A). This 

time series reveals that despite the relatively small mean temperature bias of the default model run, 

the daytime temperature on certain days can be overestimated by 2-3 K while the nighttime 

temperature is being underestimated by similar magnitude on other days. This causes cancelation 

errors that reduce the Mean Bias (MB). It can be seen that the improved model reproduces the 

amplitude of the diurnal temperature variation much better, despite the fact that this improvement 

reduces MB only marginally. For several parameters such as PBL, isoprene and ozone the 

improvements in MB are much greater than the improvement of the MNGE, which drops only 

70% to 50%. The magnitude of MAGE and MNGE appears to be driven mostly by model-

observation mismatch in cloud cover over this grid cell with cloudy days that appear as clear sky 

days within the model, causing an overestimation of the surface temperature, ozone and PBL 

height within the model. The reverse situation causes an underestimation of the surface 

temperature, ozone and PBL height. Figure 4.7 B clearly shows that with inclusion of the cropland 

trees, the MB for ozone drops to almost zero and magnitude of the diurnal cycle for ozone is 

captured much better by the improved rather than the default model. It also shows that despite 

higher isoprene, the peak daytime ozone is lower by up to 20 ppb, a very significant result which 

indicates that cropland trees are mitigating ozone induced crop yield losses. When the aerosol 

feedback is switched on within the improved model, the model develops a small negative mean 
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bias for both temperature (-0.5° K), ozone (-3.5 ppb) and planetary boundary layer height (-35 m), 

due to an increase in observed clear sky days that are treated as days with cloud cover within the 

model.  

 

Figure 4.6 Improvement of the model-measurement agreement after incorporating revised tree cover into 

MEGAN and the Noah land surface module. Model-measurement agreement of the 7-hour average daytime 

(9 am to 4 pm) absolute humidity (A), isoprene mixing ratio (C) and MVK+MACR mixing ratios (D) for 

the default and improved model extracted over Mohali. Each dot represents one day and m stands for the 

slope of the line. (B) Model-ERA-5 agreement of the 7-hour average daytime (9 am to 4 pm) planetary 

boundary layer height for the default and improved model extracted over Mohali. Each dot represents one 

day and m stands for the slope of the line  
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Figure 4.7 (A) Time series of the measured, default model, improved model and ERA-5 temperature 

extracted over Mohali. (B) Time series of the measured, default model and improved model ozone mixing 

ratio extracted over Mohali. 

To investigate the impact of the model performance for simulating regional atmospheric dynamics 

related parameters, in Figure 4.8 we evaluate the spatial changes over the modelling domain for 

the three different WRF-Chem model runs against the ERA5 (Hersbach et al., 2020) planetary 

boundary layer height and temperature dataset over the region for August 2012. Both model and 

ERA5 hourly values were averaged for the full month using the daily daytime period 9 am to 4 pm 

local time for each pixel (10x 10 km2). It can be seen that inclusion of the trees in the model 

improves the model performance and reduces positive MB of the daytime boundary layer and 

temperature with the ERA5 dataset, not just for our grid cell but the modelling domain. Both the 

planetary boundary layer height and ambient temperature, which were being overestimated in 

default (Figure 4.8 A and D) case due to the missing evapotranspiration feedback, are now more 

accurate in the model simulations that account for the cropland trees (Figure 4.8 B and E). The 

effect is significant with regional changes typically as large as 300-500 m for lower modelled 

boundary layer heights and 2-3 ℃ for the ambient daytime temperature. It can be also seen that 

activation of the aerosol effect introduces a small negative bias in PBL (Figure 4.8 C) and surface 

temperature (Figure 4.8 F) across most of the modelling domain, possibly due to an overestimation 

of the cloud cover within the domain.  
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Thus to summarize, inclusion of the cropland tree cover was found to significantly improve the 

model performance relative to observations both spatially and temporally for daytime temperature, 

boundary height, ozone, isoprene and its oxidation products. The improved capability to reproduce 

the observed boundary layer dynamics, ozone mixing ratios and surface temperatures have 

important implications, in particular for studies evaluating the impact of heat stress (Battisti and 

Naylor, 2009; Deutsch et al., 2018) and tropospheric ozone (Carter et al., 2017; Tai et al., 2014) 

on food security, air quality and human health. However, present efforts for exploring the potential 

of permaculture, silvi-pastoralism, and agroforestry on increased carbon sequestration, crop 

production and farmer income (Reij and Garrity, 2016, Kuyah et al. 2019) have not received 

sufficient attention. Future research should explore the magnitude of potential co-benefits of such 

agricultural interventions that include reductions in heat and air pollution related mortality 

(Mitchell et al., 2018; Silva et al., 2017), improved workforce productivity (Dunne et al., 2013), 

reduced soil erosion (Kuyah et al., 2019) and improved water management (Golfam, et al. 2019). 
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Figure 4.8 Improvement of the model-measurement of spatial patterns of temperature and planetary 

boundary layer height for our modelling domain after incorporating revised tree cover into MEGAN and 

the Noah land surface module. A) Difference between default model PBL and ERA-5 PBL height (Default-

ERA5). (B) Differences between improved model PBL and ERA-5 PBL height (Improved-ERA5) (C) 

Differences between improved model with aerosol radiation feedback PBL and ERA-5 PBL height 

(Improved w. aerosol-ERA5). (D) Difference between default model average temperature and ERA-5 

average temperature (Default-ERA5). (E) Differences between improved model average temperature and 

ERA-5 average temperature (Improved - ERA5). (F) Differences between improved model with aerosol 

radiation feedback average temperature and ERA-5 average temperature (Improved w. aerosol - ERA5).   

4.8.2 Impact of cropland trees on modelled meteorology and composition 

We examine monthly-averaged model results (Figure 4.9) of surface sensible heat flux (A), latent 

heat flux (B), isoprene flux (C), planetary boundary layer height (D), and the monthly sum of the 

rainfall (E) of the default model run without aerosol radiation feedback and compare these results 

with the improved/more realistic model configuration that has the modified tree cover of 10% in 

croplands both in the MEGAN and in the Noah land surface module, but also without aerosol-

radiation feedbacks. Updating the tree cover (difference of 10%) relative to the default version tree 

cover of 0-1% trees in crop lands results in very significant effects. While the latent heat flux 
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increases by 100% to 300% over croplands in Punjab and Haryana, the sensible heat flux decreases 

by 50% to 100%. The planetary boundary layer height decreases by 10 to 20% over Punjab and 

Haryana but increases by about 10% over Uttar Pradesh. The changes in boundary layer by 200-

400 m has significant impacts for the air pollutant concentrations which could increase by a similar 

magnitude just due to reduction in the boundary layer driven dilution effect (van Stratum et al., 

2012). Earlier Uttar Pradesh was considered to be mosaic cropland in the land surface module 

while the other two states were classified as ordinary cropland. Now both areas have been 

classified as ordinary croplands with 10% tree cover.  

The increase in isoprene fluxes due to the higher tree cover was also very significant (60% to 

70%). Poplar and eucalyptus have traditionally been cultivated as part of agroforestry with such 

trees providing additional benefits as wind breakers and shade to crops as well as additional income 

through wood products. The fraction of the agricultural land under poplar and eucalyptus 

agroforestry cultivation has experienced a significant increase in recent decades as a result of 

government crop diversification schemes that gave out several hundred thousand of eucalyptus 

and poplar saplings for free every year in the early 2000s in the Indian states of Punjab and 

Haryana. These trees are intercropped with all grain, pulse and vegetable crops, generating several 

million tonne y-1 of fresh wood with the total area under poplar alone over the Indian region 

currently exceeding 3200 km2. Poplar, mango and eucalyptus trees are top isoprene emitters and 

the effect of the reactive isoprene emissions on regional atmospheric chemistry could be quite 

significant (Lelieveld et al., 2008). It is clear that evapotranspiration increase from the trees in 

addition to the crops is responsible for changes in the energy fluxes whereas the plant functional 

types present in the croplands are responsible for the increased isoprene emissions. 
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Figure 4.9 Monthly average sensible heat flux (A), latent heat flux (B), isoprene flux (C), planetary 

boundary layer height (D), and the monthly sum of the rainfall (E) of the default setup. Percentage changes 

in sensible heat flux (F), latent heat flux (G), isoprene flux (H), planetary boundary layer height (I), and 

rainfall (J) when changing from the default model setup to the improved model with cropland tree cover 

included((improved-default) * 100/default) 

4.9 Model assessments of August monthly averaged differences in 

the 7-hour averaged (9 am to 4 pm) M7 ozone mixing ratios, 

temperature and rice crop yield losses for 10 % and 50% cropland 

tree cover over north-west Indo-Gangetic Plain 
 

Figure 4.10 shows for August 2012 the monthly averaged differences in the 7-hour averaged (9 

am to 4 pm) ozone mixing ratios (ΔM7) for model runs with 10% agroforestry and 50% 

agroforestry, respectively and the default tree cover, ((Figures 4.10 A and E), the peak daytime 

temperature (Figures 4.10 B and F), relative yield loss (RYL) calculated using the ozone crop yield 

loss relationship of Indian rice cultivars (Sinha et al., 2015) (Figures 4.10 C and G), and relative 

yield loss calculated using the temperature-induced grain sterility function by  Weerakoon et al., 

2008 (Figures 4.10 D and H). The average ozone from 9 am to 4 pm is known under the name M7 

and is a standard World Meteorological Organization ozone exposure metric, for which the 

exposure-crop yield loss relationship has been well characterized (Mills et al. 2018). We find that 
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present day agroforestry practices (10% tree cover) reduces the daytime maximum temperature 

during rice panicle formation – a parameter which determines crop production loss due to flower 

sterility (Weerakoon et al., 2008) - by 1 to 2°C (Figure 4.10 B). 

The seven-hour average ozone mixing ratio from 9 am to 4 pm (M7), which is used to determine 

ozone related crop production losses (Sinha et al., 2015) reduces by 2 to 3 ppb (Figure 4.10 B). 

Overall, the present-day tree cover reduces rice production losses due to heat stress and ozone by 

10 to 20% (Figures 4.10 C and D) when compared to a scenario of croplands without any trees 

within them. With identical meteorological and chemical boundary conditions as drivers, an 

increase in the agroforestry cover of the Indo Gangetic Plain (IGP) from 10% (present day) to 50% 

would lower the regional peak daytime temperatures during rice panicle formation by up to 4°C 

(Figure 4.10 E) and the seven-hour average ozone mixing ratio from 9 am to 4 pm (M7) by up to 

8 ppb (Figure 4.10 F). The combined effect should increase rice yields of short duration rice 

cultivars on the remaining 50% of the NW-IGP by up to 40% (Figures 4.10 G and H), primarily 

because heat stress is already a yield-limiting factor for rice production in the present day climate 

(Battisti and Naylor, 2009) and likely to become an even greater limitation in the future.  
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Figure 4.10 August monthly averaged change in parameters with a strong impact on rice yield with 

identical driving meteorology and boundary conditions after increasing agroforestry cover in the North 

West IGP From default to 10% (A-D) and from 10% (present) to 50% (E-H).  (A) Change in the 7-hour 

average (9 am to 4 pm) ozone mixing ratio (ΔM7) (10% agroforestry – default tree cover). (B) Change in 

peak daytime temperature (10% Agroforestry – default tree cover). (C) Difference in relative yield loss 

(RYL) (10% Agroforestry – default tree cover) calculated using the ozone crop yield loss relationship of 

Indian rice cultivars (37). (D) Difference in relative yield loss (RYL) (10% Agroforestry – default tree 

cover) calculated using the temperature induced grain sterility function by Weerakoon et al. 2008 (38). (E) 

Change in the 7-hour average (9 am to 4 pm) ozone mixing ratio (ΔM7) (50% Agroforestry – 10% 

Agroforestry). (F) Change in peak daytime temperature (50% Agroforestry – 10% Agroforestry). (G) 

Difference in relative yield loss (RYL) (50% Agroforestry – 10% Agroforestry) calculated using the ozone 

crop yield loss relationship of Indian rice cultivars 37). (D) Difference in relative yield loss (RYL) (50% 

Agroforestry – 10% Agroforestry) calculated using the temperature induced grain sterility function by 

Weerakoon et al. 2008. 

It should be noted that dedicating a plot to agroforestry does not mean regular crop production on 

that plot ceases. Winter crops such as wheat, pulses, oilseeds, certain herbs and spices, flowers and 

vegetables as well as shorter fruiting trees such as guava and citrus fruits continue to thrive under 

deciduous agroforestry trees (Chauhan et al., 2012). Once the trees reach a certain size, traditional 

monsoon season crops such as rice and sugarcane may suffer yield decreases once the shade 

offered by trees reduces the radiation reaching the crops, but it has been shown that maize, pulses, 

and certain vegetables continue to be profitable throughout the tree life cycle (Jain and Singh, 

2000). Several studies have reported yield gains in agroforestry plots in comparison to control 
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plots for millets and maize grown under rain fed, drought prone and heat stressed conditions 

(Kuyah et al., 2019).  

The capability of trees to favourably impact the microclimate in agricultural landscapes presents 

new climate change mitigation and adaption pathways. Currently the rice-wheat cultivation in the 

region requires intensive usage of groundwater for irrigation. Overall, our results suggest that parts 

of the NW IGP could substantially reduce the pressure on groundwater reserves (Rodell et al., 

2019; Rodell et al., 2009) by increased cultivation of tree crops such as oil seeds (olives), fruits 

and timber with only a marginal drop in the net production of wheat and rice.  

To calculate the total number of cropland trees in the world, we used the MOD44B tree count 

(Table 4.2) for various cropland classes, the global cropland area of 1.9-2.2 billion ha (Li et al., 

2018; Yu et al., 2013; Zomer et al., 2016), and an assumed average crown diameter of 4-5 m for 

trees in croplands. We estimate that at present croplands contain 80 to 200 billion of all trees 

globally. If tree densities in global croplands were increased to those typical for farms practicing 

some form of agroforestry or permaculture (30 -400 ha-1), the global tree cover on agricultural 

lands could be increased to 200-400 billion trees globally and the conversion efforts could 

sequester 0.3-30 Gt C per year (Nair et al., 2009; Roe et al., 2019). While these numbers may 

appear to be low in comparison to the 205 GtC that Bastin and co-workers proposed to store 

through the restoration of natural forest ecosystems (Bastin et al., 2019), sequestration rates of 10-

30 GtC per year could potentially be sustained over long periods, without compromising the 

economic viability of farmlands, if the larger trees planted as part of the conversion efforts include 

species that are ultimately harvested and converted to long-lived consumer products or housing 

(Churkina et al., 2020) (e.g. Swietenia mahagoni or Tectona grandis). Lower sequestration rates 

of 0.3-0.5 GtC y-1 could be accomplished by convincing farmers to replace fences with hedges or 

include a few strategic wind breakers into the agricultural landscape, as generally practiced in the 

Indo Gangetic plain. 

Global reforestation efforts have recently been proposed as a means to limit global warming below 

1.5°C by capturing CO2 (Bastin et al., 2019; Lewis et al., 2019), however, limiting the scope to the 

regeneration of natural ecosystems only may be too restrictive. Expanding reforestation efforts to 

include agroforestry in croplands would allow to bring much more area under forest cover globally. 

Obviously regional conditions will need to be taken into account for determining the best suitable 
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species for planting as cropland trees in consultation with the regional stakeholders. At the 

planning stage, modelling studies could be carried out for each region, to evaluate the potential 

impact of such plantations on regional climate and air quality. 

4.10 Conclusion 

As the recent farmer-driven expansion of agroforestry has brought 43% of the world’s agricultural 

area to >10% tree cover (Zomer et al., 2016), the missing agroforestry trees must not only be 

included into regional air quality and weather models but also into global chemistry and climate 

models. This change would improve the model-measurement-agreement for boundary layer 

dynamics, moisture, energy fluxes and atmospheric chemistry. While our case study has been 

limited to north-west India, other regions, for example the Sahel zone in Africa, the area where the 

Three-North Shelter program was implemented to halt the advancement of the Gobi Desert in 

China, the Rio de la Plata basin in South America or Victoria and New South Wales in Australia 

may warrant future studies to evaluate the impact of changes in crop land tree cover on boundary 

layer dynamics, moisture and energy fluxes and atmospheric chemistry in such regions.  
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Chapter: 5 

 

Conclusion: Major findings and future outlook 

 

This study presents the first monsoon time dataset of isoprene, MVK+MACR, formaldehyde, and 

acetaldehyde from India. The influence of biomass burning sources was found to be negligible 

when compared with summertime conditions at the same site. Further, it was found that biogenic 

emissions were the major source of isoprene with photo-oxidation of isoprene also the major 

source of MVK+MACR. Formaldehyde and acetaldehyde which are ubiquitous hydrocarbons 

were found to have strong photochemical sources from the oxidation of hydrocarbons, including 

contribution from isoprene oxidation. 

 The high daytime isoprene over north-west Indo-Gangetic Plain was driven mainly by 

ambient temperature, it exhibited an exponential dependency with slope values similar to the ones 

observed from a tropical rainforest site. The farmers of north-west Indo-Gangetic Plain practice 

mixed agroforestry due to which the croplands have large swathes of poplar and eucalyptus 

growing at the periphery of croplands, which are strong isoprene emitters. These high isoprene 

emitting trees in the periphery of agricultural fields are the likely sources of high isoprene 

concentration during the monsoon season. 

The relative contribution of the individual species (isoprene, acetaldehyde, formaldehyde, 

MVK+MACR) for monsoon and summer season revealed significantly higher mass concentrations 

for the month of monsoon. This is a very significant result as the summer season has been identified 

in the past to have the highest biogenic emission from different studies performed in higher 

northern latitudes.  The strong isoprene emission during the monsoon season coupled with lower 

ventilation coefficient in monsoon relative to summer is the main reason is the reason for the 

highest biogenic emission observed in the monsoon season.  

The WRF-Chem model was configured over north India. The model was optimized and 

configured to simulate the month of august and validated with ground-based measurements of 

isoprene and its oxidation products. 
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The default WRF-Chem modelled isoprene showed a strong under-prediction during the 

daytime. This under-prediction was due to missing daytime source of isoprene over the north-west 

Indo-Gangetic Plain. The missing source was identified as agroforestry trees. The issue of the 

missing cropland trees is also not limited to a specific land surface module and appears to be 

common to the land surface modules of several models used in the latest IPCC report. Next, I 

evaluated 15 global chemistry-climate models that took part in the Climate Model Intercomparison 

Project (CMPI5) which were used in assessment report 5. The evaluation shows that currently, 

only 5 out of the 15 global models use both the biogenic emission module and land surface module 

independently. While none of them account for cropland trees and the land use land cover is 

representative of the year 2000.  

Next, I estimated the current fractional tree cover for different types of croplands on 

different continents using Moderate Resolution Imaging Spectroradiometer (MODIS) sensor 

derived Vegetation Continuous Fields (VCF) yearly product for the global representation of 

vegetation cover, namely MOD44B version-6, and the European Space agency GlobCover land 

use land cover (LULC) datasets. The calculation for different plant functional types was performed 

using manual spot counting and very high spatial resolution satellite images. The analysis showed 

that tree cover over intensely farmed regions in Asia, Australia, and South America is significantly 

underestimated (e.g. only 1-3% tree cover over North India) by the current chemistry-climate 

models.  

Next, I included the actual tree cover (~10%) over the north-west Indo Gangetic Plain in 

the WRF-Chem model. The new model setup improved agreement between the modelled and 

measured temperature, boundary layer height, surface ozone which were earlier overestimated. 

The new model setup also improved agreement between measured and modelled isoprene and its 

oxidation products which were earlier underestimated. In this study I found that the surface latent 

heat flux alone increases by 100-300% while surface sensible heat flux reduces by 50-100%, 

leading to a reduction in daytime boundary layer height by 200-400 m which modulates air 

pollution. In this study, I also show that the trees in croplands mitigate peak daytime temperatures 

and ozone which improves rice production by 10-20%. Next, I showed that expanding agroforestry 

practices to 50% of the cropland area could result in up to 40% yield gain regionally. Therefore, 

future climate mitigation and food security efforts should consider stakeholder participation for 



101 
 

increased cropland agroforestry because of its beneficial effects. In all the simulations WRF-Chem 

model was nudged below the PBLH. 

The current study focused primarily on improving the representation of vegetation in the 

MEGAN module and Noah land surface module during the monsoon season. However, the current 

WRF-Chem set up doesn’t take into account the vegetation data while computing the dry 

deposition of different trace gases and VOCs which can be a limitation. It is worth mentioning 

here that the representation of vegetation data in the current WRF-Chem modelling system is quite 

tricky and sometimes difficult to follow. There are three different modules which are simulating 

different processes are using three different input vegetation datasets. The Noah land surface 

model and MEGAN model, both have their land-use dataset, similarly, the biomass burning 

emission module has its own. In my thesis, I have made the representation of vegetation data in 

the Noah land surface model complement with that of the MEGAN model as per the latest high-

resolution satellite imagery over South Asia. These changes will also have to be incorporated over 

other parts of the globe and also to the biomass burning inventory. So that in the future only a 

single dataset can be used seamlessly across different modules.  

Future studies should implement the improved model setup over other parts of the globe. 

Additionally, the improved model set up can also focus on high-resolution simulations over urban 

areas to accurately estimate heat stress and air pollution over different cities to come up with 

mitigation strategies. The what-if scenario discussed in chapter 4 of the thesis can be implemented 

for studying urban heat island effect and coming up with what-if scenarios for park cooling effects 

that are changing vegetation fraction in urban areas. 
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Appendix 1 
 

WRF-Chem: Technical details 

The schematic in Figure 1 shows the different sets of processes, data sets and programs involved 

in the WRF-Chem modeling system. 

 

Figure 1 Schematic showing the data flow in WRF-Chem Model with its different components (Source: 

WRF-Chem model user guide). 

The WRF pre-processing system 

The first set of processes involves setting up the WRF pre-processing system which has the main 

objective to define the model domain it’s latitudinal and longitudinal extent with the horizontal 

resolution, preparing the input land-use land surface data along with meteorological data for the 

next step.  The schematic in Figure 2 shows the working of the WRF pre-processing system with 

the different programs and flow of data. The WPS is composed of three programs (1) Geogrid (2) 

Ungrib (3) Metgrid. All the three programs read parameters from the common Namelist.wps input 

file which has pre-defined sub-sections for each of the three above programs. The image in the 
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Figure 3 is displaying the Namelist.wps file used in this study with different components to control 

different programs in WRF pre-processing system (WPS).  

 

Figure 2 Schematic showing the data flow in WRF pre-processing System (WPS) (Source: WRF-Chem 

model user guide). 

As discussed above in the schematic of WRF Pre-processing System the three main programs are 

controlled by the Namelist.wps file which has different parts. The first part of the Namelist.wps 

file defines the model core (wrf_core) in case of WRF-Chem the core used is ARW (Advanced 

WRF) as shown in Figure 3 which is followed by defining the number of domains that has to be 

set for the model simulation (max_dom) which in this study was set to 1, WRF model gives an 

option of setting up multiple domains with different set of resolutions to increase computational 
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efficiency, a technique called as nesting which will be discussed with an example later in this 

appendix. The next part of the Namelist.wps defines the start date and end date of the model 

simulation (start_date and end_date), followed by interval seconds which is the duration of global 

meteorological data and its time intervals (21600 seconds) as the global meteorological data used 

in this study (NCEP FNL dataset) is at a six hourly interval which is used as the boundary 

condition. The io_form_geogrid is the output format of the WRF data from Geogrid program 

where 2 stands for Netcdf format.  

 

Figure 3 Image displaying the Namelist.wps file used in this study with different components to control 

different programs in WRF Pre-processing System (WPS). 
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The &geogrid part of the Namelist.wps part defines the modeling domain, parent_id, 

parent_grid_ratio, j_parent_start and j_parent_start is the respective id of that domain which is 

mainly used while nesting the model. The next two parameter e_we and e_sn define the number 

of grid points selected in east west and north-south direction. The other parameters which define 

the domain extent and properties are dx and dy which defines the required model horizontal 

resolution (10000 m / 10 km was the resolution set in this study), ref_lat and ref_lon defines where 

is the center of the model domain on earth’s surface. After setting up the different parameters for 

the modeling domain under the geogrid program, static terrestrial data is mapped on the domain. 

The location of this data is defined in the parameter geog_data_path in the Namelist.wps file. In 

this study 20-category MODIS land-cover classification of the international geosphere-biosphere 

programme (Friedl et al., 2010) was used. Table 1 lists the different classes of land-use land cover 

classes used by MODIS land-cover classification in the current model setup.  
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Table 1 List of IGBP-Modified MODIS 20-category Land Use Categories. 

Land Use Category Land Use Description 

1 Evergreen Needleleaf Forest 

2 Evergreen Broadleaf Forest 

3 Deciduous Needleleaf Forest 

4 Deciduous Broadleaf Forest 

5 Mixed Forests 

6 Closed Shrublands 

7 Open Shrublands 

8 Woody Savannas 

9 Savannas 

10 Grasslands 

11 Permanent Wetlands 

12 Croplands 

13 Urban and Built-Up 

14 Cropland/Natural Vegetation Mosaic 

15 Snow and Ice 

16 Barren or Sparsely Vegetated 

17 Water 

18 Wooded Tundra 

19 Mixed Tundra 

20 Barren Tundra 

 

The next program in the WRF pre-processing system after defining the modeling domain is 

ingestion of global meteorology data in the regional modeling domain. This begins with the Ungrib 

program where the gridded binary data (GRIB format) which is basically an output of some other 

global or regional model is accessed. In this study NCEP Final analysis (FNL) data from (GFS) 

global forecasting system at 1◦ spatial resolution and 6 hourly temporal resolution 

(https://rda.ucar.edu/datasets/ds083.2/)  has been used for initialization of the model. The variable 

Table (Vtable.GFS) is used by the Ungrib program which enables the Ungrib program to extract 

https://rda.ucar.edu/datasets/ds083.2/
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winds, temperature, humidity, surface pressure, sea level pressure, soil and landscape properties 

from the global dataset. The final step of the WRF Pre-processing System is running the Metgrid 

program in which all the interpolated terrestrial data and gridded meteorological dataset is 

combined in one output file followed by horizontal interpolation of the meteorological data into 

the modeling domain, it is worth noting that at this point all the data structure is 2-dimensional and 

is ready to be used by real data initialization program, which for WRF-Chem modeling is divided 

in two parts and will be discussed in the next sections.  

 

Figure 4 Image displaying the Vatable file used in this study with different variables which are mapped 

to the regional modeling domain in Ungrib program of the WRF pre-processing system (WPS). 

Nesting the WRF model 

Nesting is a process where a finer resolution model run can be embedded in a coarser resolution 

modeling domain and both the simulation domains can get simulated simultaneously as shown in 

Figure 5. The nested domain basically covers a part of the parent domain and is driven along the 
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lateral boundary conditions by the parent model. In WRF modeling system the daughter domain 

can give the feedback during the simulation back to the parent domain or it can be switched off as 

well. The main advantage of nesting the model is that a uniform high-resolution model domain 

would be computationally very expensive, so the higher resolution domain will cover only a 

portion of the parent model and will be therefore computationally less expensive. Additionally, 

most of the lateral boundary conditions of the model run is at a resolution of 1◦ and direct 

downscaling from 100 km to say about 3 km will also lead to downscaling of uncertainty apart 

from high computational cost. Main need of using the nesting option in the WRF model is to when 

one needs to study any localized phenomena such as convection, effect of topography on 

meteorology etc. or when the model input data is at a very coarse resolution (>10 times the fine 

resolution). 

 

Figure 5 Conceptual Schematic of Model Nesting in WRF modeling setup (Adopted from WRF Training 

School 2019)-link (https://www2.mmm.ucar.edu/wrf/users/tutorial/201907) 

The process of setting up the nesting modeling domain is controlled by the Namelist.wps file which 

controls the dimension and location of the modeling domain. The main parameters which control 

the nesting dimensions and are shown in the Figure 6, parent_id represents the domain number of 

the parent of that particular domain (=1 on second column), parent grid ratio is recommended to 

be 1:3 or 1:5 for ensuring numerical stability (Skamarock et al., 2008). The i parent and j parent 

https://www2.mmm.ucar.edu/wrf/users/tutorial/201907


140 
 

represent the location of the daughter domain inside the parent domain by defining its location as 

a Cartesian coordinate system. 

 

Figure 6 Image displaying a nested modeling namelist test case with details of parameters ((Adopted 

from WRF Training School 2019)-link (https://www2.mmm.ucar.edu/wrf/users/tutorial/201907)). 
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