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Abstract

Electric control of magnetism has attracted a huge scientific attention due to both the
fundamental importance and the tremendous technological potential. As a result of
the coupling between the dual ferroic orderings, it can help attain unmatched perfor-
mance and energy efficiency in the next-generation devices. However, the scarcity of
naturally occurring magnetoelectric materials and the design complexities of electro-
static gating makes these approaches unfeasible for exploration for a large section of
the condensed matter community. An exciting alternative to harness the great poten-
tial of magnetoelectric effect is by preparing artificial heterostructures with individual
magnetic and ferroelectric components. In this thesis, we have attempted to control
interfacial magnetism of candidate transition metal oxides by coupling with ferroelec-
tric materials in heterostructures prepared by the Pulsed Laser Deposition method.
First, the individual components of the heterostructures were studied in their thin
film form. We synthesised the ferroelectric perovskite Ba0.8Sr0.2TiO3 (BSTO) tar-
get material and optimised the growth of thin films, using structural characterisation
techniques of X-Ray Diffraction, X-Ray Reflectivity and Atomic Force Microscopy.
Electrical polarisation experiments and impedance analysis confirmed the ferroelec-
tric nature of these films. In the next part, the growth of La0.7Sr0.3MnO3 (LSMO)
thin films was optimised by the same techniques, and a paramagnetic to ferromagnetic
phase transition was observed around 320K by SQUID Magnetometry. Finally, the
magnetoelectric heterostructure of BSTO/LSMO was grown and structurally char-
acterised. This work will help improve our understanding of tailoring interfacial
magnetic properties of TMO by exploiting the spontaneous electric polarisation of
ferroelectric materials.
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Chapter 1

Introduction

Multifunctional materials, which unite different functionalities in the same phase, have
attracted much attention in recent years due to their rich physics and a large variety
of potential applications. In modern electronic devices, magnetism and transport are
two key functional properties, thus active control of electronic and magnetic properties
of these materials is the cornerstone for the development of future engineered devices,
which promising enhanced level of functionality and tailorability while decreasing the
cost, size, and power consumption.

1.1 Motivation: Electric Field Control of Interfacial

Magnetism

To achieve higher energy efficiency and better performance, a large wave of interdisci-
plinary explorations have been inspired to integrate multiple physical properties into
one system. One such class of materials are the multiferroic magnetoelectric (ME)
compounds, which simultaneously show ferroelectricity (FE) and magnetic ordering
such as, ferromagnetic (FM) or antiferromagnetic(AFM) have gained immense inter-
est, since they offer the possibility to control the magnetic state via local electric fields
which has great technological potential [1–4]. The electrical control of magnetism is
of interest not only because of its technological importance, but also because it allows
us to uncover properties of magnetic materials that are otherwise inaccessible [5].

Unfortunately, very few intrinsic multiferroic ME materials exist in nature. The
coexistence of these two orders in a single phase compound is rare due to the con-
trasting electronic structures typically required for ferroelectric and ferromagnetic
behaviour [6]. The atomistic origin of ferrolectricity requires d0 configuration of the
transition metal ion, magnetism on the contrary, requires partially filled d states that
give rise to long range exchange interactions. This makes the two phenomena incom-
patible in terms of electronic structure, which in turn limits our ability to artificially
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Chapter 1. Introduction

synthesise such oxides [7]. Although some compounds, such as BiMnO3 or BiFeO3

with magnetic Mn3+ and Fe3+ ions, are ferroelectric. However the ferroelectric dis-
tortion here is due to the the shifting of Bi atom within the crystal. Because the
ferroelectric and magnetic orders in these materials are associated with different ions,
the coupling between them is too small to be useful in technological applications [3,
8, 9].
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Figure 1.1: Phase control in ferroics and multiferroics.The electric field E, magnetic
field H, and stress σ control the electric polarization P, magnetization M, and strain
ε, respectively.

A time-honoured approach to change the properties of oxides is to alter the chem-
ical composition by introducing dopant atoms and vacancies in the crystal structure,
popularly known as chemical doping [10, 11]. This approach has obvious pitfalls which
bottlenecks their implementation in next-generation nano-scale devices: (1) Chemical
doping is not easily tunable, requiring the synthesis of new samples for each level of
doping, (2) Apart from altering the chemical composition, this process also introduces
unwanted disorder which can also affect its properties.

An attractive alternative to tune the electronic and magnetic properties of ma-
terials and simultaneously achieve magnetoelectric control in the system is through
electrostatic gating [12, 13]. In gating, an electrostatic field is applied to the material,
creating a field effect. This allows for modifications of the electronic and magnetic
properties through controlled and reversible changes of the carrier concentration with-
out introducing any additional level of disorder into the system. But extensive study
of electrostatic gating effect by the diverse condensed matter community becomes
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challenging due to the inherent complexity in fabricating field effect devices [14]. A
lot of steps are involved in the fabrication of a single sample like preparation of mate-
rial thin films, multiple cycles of lithography and nano-structuring, contact deposition
and lift off processes. All these require state of the art equipment, sometimes within
the same research facility which prohibits the scope of exploration.

A solution to the aforementioned problems are composite material systems, in
which ferromagnetic and ferroelectric compounds are artificially assembled heterostruc-
tures [15, 16]. These structures, which are referred to as extrinsic multiferroic compos-
ite structures, enable large magnetoelectric effects at room temperature by exploiting
the coupling between the two ferroic constituents. And it also allows for electrostatic
manipulation by the virtue of the ferroelectric material’s local electric field [17, 18].

When a metal is exposed to an electric field, a surface charge is induced, σ = ε0E,
this screens the electric field over the screening length of the metal. In case of a
metallic FM, this screening charge is spin dependent due to the exchange splitting of
the spin bands, which induces a surface magnetisation Msurf [19]. Duan et. al reports
that a linear contribution to Msurf is determined by the surface ME susceptibility αS

as
µ0Msurf = αSE (1.1)

This observed ME effect can be substantially enhanced at the interface of a FM and a
dielectric, because the surface charge scales with the dielectric constant
σ = κε0E. First principle calculations have predicted the enhancement of αS by
two orders of magnitude as compared to the bare FM thin films [20]. These elec-
tronically driven ME effects can be further enhanced by employing an FE material
(inherently dielectric) to produce a field effect. The extensive possibility to control
interfacial magnetism in oxide thin films by expitaxial coupling to ferroelectric mate-
rials are beautifully articulated in the review articles by Velev et. al [21], Ahn et. al
[14], Song et. al [22] and Spladin [23].

1.2 Aim of the Thesis

The broad aim of this thesis is to modify the interfacial magnetic ordering of candidate
transition metal oxides in proximity of ferroelectrics by fabricating
magnetic/ferroelectric heterostructures and attempt to observe changes in magneti-
sation by the use of Superconducting Quantum Interference Device (SQUID) Magne-
tometry. In particular we have tried to manipulate the magnetisation of La0.7Sr0.3MnO3

a well studied and established ferromagnetic transition metal oxide by interfacing it
with Ba0.8Sr0.2TiO3, a strained, high dielectric constant, low-leakage ferroelectric ma-
terial. Another motivation to study the interface is that emergent physical phenomena

3
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often arise at interfaces of complex oxide heterostructures due to the interplay between
various degrees of freedom, especially those with polar discontinuities.

1.3 Outline

This thesis is organised into 8 chapters

Chapter 1 (Introduction) is the current chapter which gives a general outline of
the electric control of magnetism and the motivation of the thesis. Here, we dis-
cussed the importance of multifunctional materials and their possible impact on the
advancement of next generation technologies. A general focus is given to the class
of magnetoelectric materials which simultaneously show ferroelectricity and magnetic
ordering (ferromagnetic, antiferromagnetic).

Chapter 2 (Theoritical Foundations) gives an overview of all the physical con-
cepts essential to understand the magnetic and electrical phenomenon related to the
candidate materials used in this thesis. The first section showcases the perovskite
structure, the origin and consequences of crystal field splitting. The next two sections
discuss magnetism in solids and various magnetic interactions in octahedrally coordi-
nated transition metal oxides. The last two sections are dedicated to the discussion
of electrically polarised materials, their classification based on the crystal symmetry
and effects they exhibit, and the origin of ferroelectricity in perovskite oxides.

Chapter 3 (Pulsed Laser Deposition) highlights the several features of PLD, our
major thin film growth method. First a brief outline of the Laser ablation process
is presented followed by the mechanism and thermodynamics of epitaxial thin film
growth. The final sections are from an experimental point of view that discuss the
control parameters of PLD growth, advantages and a short description of the experi-
mental setup used for thin film deposition.

Chapter 4 (Characterisation Techniques) outlines the basic principles of var-
ious characterisation (structural and magnetic) techniques employed for the work
presented in this thesis (Reflection High Energy Electron Diffraction, X-Ray Diffrac-
tion, X-Ray Reflectivity, Atomic Force Microscopy and Superconducting Quantum
Interference Device Magnetometry).

Chapter 5 (Growth of Ferroelectric Ba0.8Sr0.2TiO3 (001) Thin Films) presents
a complete discussion on the growth, structural characterisation and investigation of
ferroelectric properties of Ba0.8Sr0.2TiO3 thin films. The first part is dedicated to the
material synthesis by solid state reaction method, powder XRD characterisation and
PLD target preparation. Next, the complete thin film growth process is presented
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along with the structural characterisation data. Finally the experimental outcomes
related to the ferroelectric characterisation of the developed thin films are discussed.

Chapter 6 (Growth, Structure and Magnetic Properties of La0.7Sr0.3MnO3

(001) Thin Films) presents the growth, characterisation (by XRD, XRR), surface
imaging (by Atomic Force Microscopy) and SQUID magnetometry of the developed
La0.7Sr0.3MnO3 thin films.

Chapter 7 (Growth and Characterisation of Ba0.8Sr0.2TiO3/La0.7Sr0.3MnO3

(001) Heterostructure) discusses the growth of the composite magnetoelectric
Ba0.8Sr0.2TiO3/La0.7Sr0.3MnO3 heterostructure and its structural characterisation fol-
lowed by the discussion on the obtained data from a growth point of view.

Chapter 8 (Conclusion and Future Prospects) wraps up the thesis with a gen-
eral conclusion and future prospects of the project.
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Chapter 2

Theoritical Foundations

This chapter discusses the key physical concepts necessary to understand the origin
and principles of magnetism and ferroelectricity in transition metal oxides.

2.1 The Perovskite Structure

Perovskite oxides have a general chemical formula ABO3, where A and B represent
a metal cation or mixture of two or more such elements or vacancies. The physical
properties of the entire family are extremely diverse: depending on the composition
and cationic ordering, they can be metallic or insulating and exhibit many different
types of structural and magnetic order. It is a well known fact that the perovskite
structure can accommodate over 90% of the natural metallic elements found in the
periodic table [24].

Figure 2.1: Single perovskite unit cell and an extended lattice.
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The ideal perovskite structure, has space group Pm3m̄ in the Hermann–Mauguin
notation. As shown in Fig. 2.1, if the A atom is taken at the corner of the cube, the
B atom is at the center surrounded by 6 oxygen atoms situated at the center of each
face arranged in a regular octahedron. In the extended lattice it can be observed that
each A atom is surrounded by 12 equidistant O atoms.

2.1.1 Crystal Fields

The first step in understanding the magnetic properties of Transition Metal Oxides
(TMO) is to examine how interactions with neighboring ions alter the configuration
of partially filled d orbitals. These interactions are modeled within the framework of
Crystal Field Theory (CFT). CFT describes the lifting of the 5-fold degeneracy of the
d orbitals of positively charged TMO ions due to electrostatic interactions with the
negatively charged non-bonding electrons of the surrounding oxygen atoms.

As discussed before, in a perovskite structure, the transition metal ion is located
at the center of a cube surrounded by six oxygen atoms, forming an octahedral en-
vironment. There are five different d orbitals: dxy, dyz, dzx which point between the
x, y and z axes and d3z2−r2 orbital with lobes pointing along the z axis, the dx2−y2

orbital with lobes pointing along the x and y axes. CF originates from an electrostatic
interaction of these d orbitals with the 2p orbitals of the neighbouring oxygen atoms.

Figure 2.2: The angular distribution of the five d orbitals. The dxy, dyz and dzx are
grouped together and are called the t2g levels. The dx2−y2 and d3z2−r2 are grouped
together and called the eg levels.
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To demonstrate that the environment affects the orbitals in different ways, consider
Fig. 2.3 which in three dimensional view shows all the d orbital’s orientations in an
octahedral environment. The lobes of the d3z2−r2 and dx2−y2 orbitals point towards
the charges, so the repulsion force is higher. While the lobes of dxy, dyz, and dzx

orbitals point away from the oxygen lowering their electrostatic interaction energy.

Figure 2.3: (a) The B site metal ion of perovskite oxide in an octahedral environment.
(b-f) The orientations of the d orbitals relative to the negatively charged oxygen
cations. Notice that the lobes of the d3z2−r2 and dx2−y2 orbitals (b and c) point
toward the charges. The lobes of the dxy, dyz, and dzx orbitals (d-f) point between
the charges.

This overall interaction with the oxygen octahedra breaks the degeneracy of the
d levels by raising the energy of the twofold eg manifold while lowering the energy of
the threefold t2g manifold (See Fig. 2.4). The energy difference between these new
levels is called Crystal Field Splitting Energy.

∆
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Figure 2.4: The crystal field in an octahedral environment, illustrating the breaking
of d orbital degeneracy.
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2.1.2 Jahn-Teller Distortion

So far we have only considered the role octahedral symmetry in defining the elctronic
structure of TMO’s and hence figure out the magnetic properties based on how the
electrons fill the energy levels. Sometimes, however, the electronic configuration of
certain transition metal ions can further influence the symmetry of the local environ-
ment. This geometric distortion is formally called the Jahn-Teller effect. When a
transition metal ion in an octahedral state exhibits a spatially degenerate electronic
ground state, it will undergo a geometrical distortion that removes this degeneracy
and lowers the overall energy of the species [25].

For a high spin d4 transition metal oxide such as Mn3+, there is a vacancy in
the orbital set eg, either in the d3z2−r2 or in the dx2−y2 orbital. According to Jahn
and Teller, this configuration is not stable and the octahedron must reduce symmetry
through spontaneous structural distortion (See Fig. 2.5) in a way that there is splitting
in the energy levels of both the eg and t2g orbitals [26]. However we do not see this
effect if the eg orbitals of the ion are either half filled as in a d5 configuration or
completely empty in Mn3+ (d3).

The distortion can be elongative or compressive, and the effects are dictated by
the amount of overlap between the transition metal and oxygen orbitals.

Figure 2.5: The Jahn–Teller effect for Mn3+ (3d4). An octahedral complex (left) can
distort (right), thus splitting the t2g and eg levels. The distortion lowers the energy
because the singly occupied eg level is lowered in energy. The saving in energy from
the lowering of the dzx and dyz levels is exactly balanced by the raising of the dxy
level.
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2.2 Magnetism in Solids

2.2.1 Magnetisation and Field

A magnetic material has a large number of atoms, each with their magnetic moments.
While it is difficult for us to study the dipole moment associated with all the individual
atoms, we define the Magnetisation vector; M which is the magnetic moment per unit
volume. This vector field is considered to be smooth everywhere except at the edges
of a solid. For legacy considerations, B is defined as magnetic flux density, which gives
the measure of the number of magnetic field lines crossing per unit area; magnetic
field strength is represented by H. The former is measured in Tesla (T), while the
latter in Am−1.

In free space B and H are just scaled versions of each other, as there is no mag-
netisation. Both vector fields are related by:

B = µ0H (2.1)

where µ0 = 4π × 10−7 Hm−1 is permeability of free space. In a magnetic solid, the
relation between B and H is more complicated due to the presence of magnetisation.
The general vector relation is

B = µ0(H +M ) (2.2)

A linear material is a special case where the magnetisation and the field strength
are proportional, and we write

M = χmH (2.3)

where χm is a dimensionless quantity called magnetic susceptibility. In this special
case, the relation between B and H is

B = µ0(1 + χm)H = µ0µrH (2.4)

Here µr = 1 +χm is the relative permeability of the material.

2.2.2 Magnetic Orderings

The magnetic response of materials is classified into four major groups: diamagnetic,
paramagnetic, ferromagnetic, and antiferromagnetic.

Diamagnetism is seen in materials whose composite atoms or molecules do not
posses a net dipole moment. Being placed in an external field the diamagnetic mate-
rials partially expel out the magnetic field lines from the interior of the material, and
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also produce a magnetisation opposite to the field. For noble gases and insulators, the
diamagnetic moment arises because of the Larmor precession of the orbital electrons,
which is induced by the applied field. All materials have a diamagnetic component
due to the effect of the applied magnetic field upon the inner closed electron shells
due to Lenz’s Law. The diamagnetic response is usually linear to the applied field
and temperature independent. In the classical form, diamagnetic susceptibility can
be expressed as

χm = −µ0e
2Zn

6me

⟨r2⟩ (2.5)

Paramagnetic materials have a weak response to an applied external magnetic
field. This magnetic moment arises from the presence of atoms or ions with unpaired
electrons, but they lack long-range order. The unpaired electrons posses a magnetic
moment, but the interaction of the moments is too weak to overcome the randomised
demagnetizing influence of thermal motion. Application of an external magnetic field
caused the randomised dipole moments to align in the direction of the applied mag-
netic field, giving rise to a small positive magnetisation.

Figure 2.6: (a) Randomly oriented Paramagnetic spins of a material in absence of an
external magnetic field. Thus no net magnetisation is observed in this case. (b) Upon
the application of an external field B all the moments align themselves in its direction
giving rise to a small positive magnetisation. As soon as the field B will be removed
the spins will go back to some random configuration similar to (a).

At low fields, the approximate susceptibility of paramagnetic materials is given by
the Curie law.

M =
C

T
H = χmH (2.6)

Here, the susceptibility χm = C/T , showing that susceptibility decreases with increas-
ing temperature. C is called the Curie’s Constant named after Pierre Curie. The
value of C is dependent on the individual magnetic moments of the atom,

C =
n

3kB
µ2
eff (2.7)
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Figure 2.7: The Curie Weiss Law states that χ ∝ 1/(T − θ) for T > θ. The magnetic
susceptibility as a function of temperature is shown in this figure for Paramagnetic
(Red), Ferromagnetic (Blue) and Antiferromagnetic (Green) materials.

Ferromagnetism is the simplest ordered magnetic state. The unpaired electrons are
present, as in paramagnetic materials, but in this case there are interactions between
the moments that serve to align them even if there is no applied magnetic field. These
interactions are strong enough to yield a cooperative alignment of magnetic moments,
creating an internal ‘molecular field’. This results in the presence of magnetisation
even in the absence of an external magnetic field. The interaction between local
moments is strong in a ferromagnet, but it cannot counteract the disordering effects of
temperature indefinitely. Above the Curie temperature, the thermal energy destroys
the alignment of the magnetic moments of the ferromagnetic material and behaves as
a paramagnet. In this regime susceptibility has the following Curie−Weiss form,

χm =
C

T − θC
(2.8)

For an antiferromagnetic material, half of the magnetic moments are aligned in one
direction, and the other half is aligned in the opposite direction. The ordered mag-
netic moments can be considered to lie on two sub-lattices. This means that there
is no net magnetisation of the antiferromagnetic material. As with the ferromagnetic
material, there is a critical transition temperature, which is known as the Néel tem-
perature, TN . Above this temperature, the magnetic moments are disordered, and
the antiferromagnetic material becomes paramagnetic. However, below TN , there is a
net magnetization due to different magnetisations of the two sub-lattices. Hence, this
can be used as a magnetic ordering parameter for antiferromagnetic materials. The
magnetic susceptibility of an antiferromagnetic material is temperature dependent
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and it is small and positive at all temperatures. For temperatures above the TN , the
magnetic susceptibility follows the Curie-Weiss law, which is given by

χm =
C

T − θN
(2.9)

where θN is the Curie-Weiss constant.

2.2.3 Exchange Interactions

Exchange interaction is at the heart of the phenomenon of long range magnetic order
which was briefly discussed in last segment. The Heisenberg Model Hamiltonian is the
basis of most theoretical studies of magnetism in determining the integral parameter
of exchange Jij. These parameters define most of the magnetic properties such as
the Curie Temperature (TC), magnetic response to an external field and magnon
dispersion curves [27, 28].

Exchange interactions are nothing more than electrostatic interactions, arising be-
cause charges of the same sign cost energy when they are close together and save
energy when they are apart. To understand the basic mechanism of exchange inter-
actions, we shall consider the Heitler-London model for the H2 molecule [29]. Here,
we take a very simple system of two electrons with spatial coordinates r1 and r2 as
shown in Fig. 2.8.

+Ze
+Ze

-

-

-

-

-

-

-

-

Figure 2.8: Symmetric representation of a two-particle model which illustrates the
phenomenon of the direct exchange. Two electrons feel each other through Coulomb
interaction between the corresponding electron densities and exchange interaction
which appears for indistinguishable fermionic wavefunctions.

Following Pauli’s Exclusion Principle, the total wave function of the joint state
must be antisymmetric. So, the spin part of the wave function must either be an
antisymmetric singlet state χS (S = 0) in case of a symmetric spatial state or a
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symmetric triplet state χT (S = 1) in case of an antisymmetric spatial state. Thus,
the wave functions for the singlet and triplet case can be written as

ΨS =
1√
2
[ψa(r1)ψb(r2) + ψa(r2)ψb(r1)]χS (2.10)

ΨT =
1√
2
[ψa(r1)ψb(r2)− ψa(r2)ψb(r1)]χT (2.11)

where both the spatial and spin parts are included in the total wave function. The
energy corresponding to these states are

ES =

∫
Ψ∗

SĤΨSdr1dr2

ET =

∫
Ψ∗

T ĤΨTdr1dr2

It is now possible to separate the spin-dependent part of the energy from the rest.

For a singlet state S1 · S2 = −3

4
while for a triplet state S1 · S2 =

1

4
. Hence, the

Hamiltonian can be written in the form of an “Effective Hamiltonian” [30]

Ĥ =
1

4
(ES + 3ET )− (ES − ET )S1 · S2 (2.12)

The constant 1
4
(ES +3ET ) can be absorbed into other constant energy terms, but the

second spin dependent term is more interesting. The exchange integral, J is defined
by

J =
1

2
(ES − 3ET ) =

∫
ψ∗
a(r1)ψ

∗
b (r2)Ĥψa(r2)ψb(r1)dr1dr2 (2.13)

Hence, the effective spin Hamiltonian can be simply rewritten as

Ĥspin = −2JS1 · S2 (2.14)

If J > 0, ES > ET and the triplet state S = 1 is favorable, while for J < 0, ES < ET

the singlet state S = 0 is favoured. This equation is relatively simple for two electrons,
but generalizing it to a many-body system is far from trivial. However, this equation
can still be applied to atoms in real materials leading to the Heisenberg model

Ĥ = −
∑
ij

JijS1 · S2 (2.15)

where Jij is the exchange interaction factor between the i th and j th spins.
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2.2.4 Direct and Indirect Exchange

If electrons on the neighbouring atoms interact via an exchange interaction, this is
known as direct exchange. This is because the exchange proceeds without the need
for an intermediary. A direct exchange is also known as the dipole–dipole magnetic
exchange interaction. Although it seems the most obvious route for interaction mech-
anism to happen, the energy of this kind of interaction is extremely small, of the order
of ∼ 10−23 J, it is too weak to be responsible for magnetic ordering above 1 K.

When the magnetic moments are separated by a relatively large distance, then
they cannot be coupled through direct exchange interaction. In this situation, the ex-
change interaction can occur indirectly through intermediaries. A number of indirect
exchange mechanisms can interpret the magnetic coupling of many magnetic oxides.
We shall discuss these effects in detail in the upcoming section.

2.3 Magnetic Properties of Transition Metal Oxides

2.3.1 Superexchange

In this type of interactions, non-neighbouring magnetic cations are mediated via a
non-magnetic anion. Such interactions occur, for example, in transition metal oxides
[31]. The super-exchange interaction contains a virtual transfer of two electrons simul-
taneously; resulting in the formation of an excited state. When a 2p electron of the
oxygen transfers to neighbouring metal ion, the unpaired p electron of oxygen then en-
ters into direct exchange with the other metal ion. The sign of the magnetic ordering
is then determined by the relative orientation of the spin of the virtually transferred
oxygen with respect to the first metal ion and the sign of the direct exchange between
the oxygen and the second metal ion.

Superexchange being a second order process, the involved energy is approximately
given by the square of the matrix element of the transition divided by the energy
cost of making the excited state. The transition matrix is controlled by the hop-
ping parameter tij, which is proportional to the bandwidth in a simple tight binding
approach [32]. The energy cost of making an excited state is given by the Coulomb en-
ergy, U. By using second order perturbation theory, it can be shown that J ∝ −tij/U
in superexchange interactions. As discussed previously, d orbitals can have different
orientations and overlap configurations with respect to the oxygen orbitals; thus dif-
ferent types of superexchange interactions can take place, antiferromagnetic (AFM)
or ferromagnetic (FM).
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Antiferromagnetic Superexchange

In the case of a 180° bond angle between transition metal and oxygen, the antiferro-
magnetic ordering has a kinetic energy advantage. To understand this we shall refer
to Fig. 2.10 (a), which shows two transition metal ions separated by an oxygen ion.

TM O TM

(a)

(b)

(c)

(d)

d p d

1 2 AFM

FM

Figure 2.9: A schematic representation (a) of the two TM orbitals and intermediate O
orbital involved in superexchange with a 180° bond angle. (b) and (c) correspond to
the two virtual hopping processes in the case of AFM order on the TM sites, whereas
for FM ordering only (d) is possible.

For simplicity we shall consider the single occupation of d orbitals and the double
occupation of the p orbitals. In case of an AFM ordering, two different hopping
processes may happen. First, an electron from the p orbital can hop to a d orbital
followed by a second hop from the other d orbital to p orbital as is shown in Fig. 2.10
(b). In addition, both the p electrons can also hop to their respective d orbital as in
Fig. 2.10 (c). This permits the system to lower its energy by allowing these electrons
to become delocalised over the whole structure, thus lowering the kinetic energy.

Ferromagnetic Superexchange

In some circumstances superexchange favours FM ordering. For example when we
consider a situation as shown in Fig.2.10 where by symmetry, hopping is only permit-
ted between adjacent d and p orbitals.
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Figure 2.10: A schematic representation of ferromagnetic superexchange for a TM-
O-TM configuration. The electrons in the px and py orbitals can hop only to the
adjacent d orbitals.

This is generally seen in low Z transition metal oxides systems with cubic sym-
metry, where t2g states are partially filled while eg states are empty. Hence, the hy-
bridization with oxygen is relatively small (because t2g orbitals point away from the
2p oxygen orbitals). As a result, ferromagnetic superexchange interaction becomes
quite weak.

Goodenough-Kanamori-Anderson Rules

The theoretical foundations of electron hopping between the orbitals is based on these
principles [33],

1. The spin angular momentum is conserved in an electron transfer, virtual or real.

2. The Pauli exclusion principal restricts electron transfer from a half-filled to a half-
filled orbital or two-electron transfer from the same anion-p orbital.

3. The intra-atomic spin-spin potential exchange interaction is ferromagnetic and is
determinative where the Pauli exclusion principle is not restrictive.

The so-called rules for superexchange in transition metal oxides in are codified in
papers by Goodenough [34, 35], Kanamori [36], and Anderson [37] and are thus col-
lectively known as the GKA rules and we can summarise the above classification of
superexchange interaction as follows:

i. When two cations have lobes of magnetic orbitals (i.e. singly occupied d orbitals)
pointing towards the same anion p orbital, there is a reasonably large overlap. The
super-exchange interaction is then strong and favours AFM ordering to satisfy
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the Pauli exclusion principle. This interaction is known as antiferromagnetic
super-exchange where the TM-O-TM bond angle is 180°.

ii. When the magnetic orbitals of two cations couple to different p orbitals, then
there is no overlap by symmetry. Thus, it is not possible for an electron from the
d orbital on one side to reach the d orbital on the other side. The super-exchange
interaction in this case is FM and relatively weak; this is known as ferromagnetic
super-exchange where the TM-O-TM bond angle is 90°.

These two rules explain the superexchange interactions in almost all the possible spin
arrangements that are encountered real life compounds. Antiferromagnetic superex-
change mechanism can only arise between two orbitals having a finite transfer integral
tij connecting them. In other words, the two orbitals must have the same symmetry
in the region of overlap. If the orbitals do not have the same symmetry such that,
tij = 0, one expects ferromagnetic exchange based on the GKA Rules [38].

2.3.2 Double Exchange

Double Exchange is essentially a ferromagnetic interaction that takes place in tran-
sition metal oxides consisting of mixed valency ions and implies a real transfer of an
electron, thus allowing electrical conductivity. This exchange interaction was pro-
posed by Zener [39] in 1951 to explain the ferromagnetism observed in perovskite
manganites.

For example we will consider a general doped manganite perovksite
RE 1-xAE xMnO3 which has mixed valency of manganese ions i.e., Mn3+ and Mn4+,
where RE is a trivalent rare-earth ion and AE is a divalent alkali-earth ion [40]. The
eg electron on a Mn3+ ion can hop to a neighboring site only if there is an empty
orbital of the same spin (since hopping proceeds without spin flipping). If the neigh-
bor is a Mn4+ ion which has no electron in its eg shell, this should not present any
problem. However, there is a strong intra-atomic exchange interaction between the eg
electron and the three electrons at the t2g level. This interaction corresponds to the
first Hund’s rule and it wants to keep all spins aligned in the same direction. Thus, it
is not energetically favorable for an eg electron to hop to a neighboring ion in which
the t2g spins have antiparallel alignment (antiferromagnetic ordering) to the incom-
ing electron. Therefore, the system aligns ferromagnetically (parallel spin alignment
configuration) to save energy.

Zener proposed a mechanism (See Fig. 2.11 (a)) that involves the simultaneous
transfer of an eg electron from one transition metal ion to oxygen ion and from oxygen
ion to the other TM ion. The spin of the transferred electron is preserved in this
process. Moreover, the ferromagnetic alignment allows the eg electrons to hop through
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the crystal and the material becomes metallic. Anderson and Hasegawa [41] in 1955
calculated the hopping parameter tij for a pair of magnetic ions with generalised spin
direction as tij = t0 cos (θij/2); where θij is the angle between core spins at sites
i and j, and t0 represents the normal transfer integral that depends on the spatial
wave function. Unlike superexchange where J ∝ −tij/U , in the double exchange
mechanism J ∝ tij [38].

Figure 2.11: Double exchange mechanism gives ferromagnetic coupling between Mn3+

and Mn4+ ions participating in an electron transfer via the p orbitals of intermedi-
ate oxygen. (a) The single centre exchange interaction favours hoping only if the
neighbouring ions are ferromagnetically aligned. As shown in (b) this hopping is not
energetically favorable if they are antiferromagnetically aligned.

2.3.3 RKKY Interaction

This interaction occurs when there are both localised and band electrons. In rare-
earths, for example, the observed magnetisation was found to be due to the 4f elec-
trons. However, since these electrons are strongly localised, there is no direct interac-
tion. Instead, the interaction between the localised magnetic moments of the 4f shell
is obtained through the electrons in the 5d or 6s conduction band. This is known
as the Ruderman, Kittel, Kasuya and Yosida (RKKY) interaction interaction and is
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used to interpret the resulting magnetism in metals.
The mechanism of this interaction depends on polarising the delocalised (itinerant)

conduction electrons by a localised magnetic moment; this polarisation in turn inter-
acts magnetically with the neighbouring localised magnetic moment that is located
at a distance r from the first magnetic moment [42, 43].

Figure 2.12: Schematic diagram of the RKKY indirect ferromagnetic/antiferromag-
netic exchange interactions depending on the interatomic distance r.

RKKY is a long-range interaction compared to the direct exchange interaction.
The main feature of this interaction is the oscillatory behaviour that varies its sign
depending on the distance between the interacting magnetic moments. Thus, the re-
sulting RKKY interaction can be either ferromagnetic or antiferromagnetic, as shown
in Fig. 2.12 , where KF is the Fermi wave vector [44].

2.4 Electrically Polarised Materials

This section provides an overview of electrically polar materials and their division
based on the various properties they exhibit.

2.4.1 Symmetry and Physical Properties

In general, all materials undergo a small change in dimension when subjected to an
external force, such as an applied electric field, a mechanical stress, or a change in
temperature (application of heat). Depending on the crystal structure of the material
under consideration, such small changes in dimension may result in a change in the
internal electric polarization and hence give rise to the occurrence of the phenomenon
such as ferroelectricity, piezoelectricity, or pyroelectricity. It can be imagined that
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materials exhibiting these effects must be polar and have an electrical order, implying
these effects are strongly dependent on the crystal geometry.

In a crystal, symmetry arguments are used to describe the presence or absence
of certain physical properties. On the basis of translation and orientation there are
230 space groups. If we ignore the translational repetitions we can break down these
230 space groups into 32 point groups, which are based on orientational symmetry
only. Theese 32 point groups make subdivisions of seven basic crystal classes, which
are based on the degree of symmetry. In the order of ascending symmetry, these
seven basic crystal systems are triclinic, monoclinic, orthorhombic, tetragonal, trigo-
nal (rhombohedral), hexagonal, and cubic. The detailed description on these crystal
systems and their symmetry condiderations are well documented in the literature [45,
46]. Of the 32 classes (or point groups), 11 classes are centrosymmetric and 21 classes
are noncentrosymmetric, possessing no center of symmetry. These noncentrosymmet-
ric are of our interest as they are non polar and thus posses a finite polarisation or
dipole moment. The relationship between polar behaviour and crystal symmetry is
explained in a compact form in Fig. 2.13.

32 Classes 
Crystal Symmetry Point Groups

21 Classes 
Noncentrosymmetric Groups

11 Classes 
Centrosymmetric Groups

1 Class 
Non Polar

10 Classes 
Pyroelectric 
Piezoelectric 

(Spontaneously
Polarised)

10 Classes 
Piezoelectric 

(Polarised Under
Mechanical Stress)

Subgroup of 10 Classes 
Pyroelectric 
Piezoelectric 
Ferroelectric 

(Spontaneously Polarised 
with Reversible Polarisation)

Figure 2.13: Hierarchy of materials based on crystal structure, with special focus to
electrically polarised materials.
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2.4.2 Macroscopic Polarisation

When an external electric field is applied to a dielectric material it causes the displace-
ment of bound charges. Positive charges are displaced in the direction of the field,
and negative charges are displaced opposite to the direction of the field. Polarisation
P, is defined as the dipole moment generated per unit volume of the material.

+ + + + + + + + + +

-  -  -  -  -  -  -  -  -  -

Unpolarised

Polarised by an external E Field

Figure 2.14: An illustration of electric polarisation phenomenon and behaviour of
bound charges in absence and presence of an external electric field.

Similar to magnetic susceptibility, we can also define a term electrical suscep-
tibility, χe, which is a dimensionless constant of proportionality that indicates the
degree of polarisation of a dielectric material in applied electric field. Higher electric
susceptibility indicates the ease of polarising a material in response to the field.

P = ϵ0χeE (2.16)

The above equation relates the polarisation to the applied field. The susceptibility of
a medium is related to its relative permittivity ϵr by

ϵr = 1 + χe (2.17)

The electric displacement can be written in terms of electric field and polarisation as

D = ϵ0E+P (2.18)

Using Eqn. 2.16 and 2.18 we can write

D = ϵ0(1 + χe)E = ϵ0ϵrE (2.19)
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2.4.3 Piezoelectric Materials

Piezoelectric effect implies that under the application of mechanical stress to the
crystal specimen creates an overall polarization and developing a voltage across the
material. Reversing the direction of stress causes polarity reversal. The piezoelectric
effect is reversible, which means that an external electric field will generate mechanical
strain in the crystal depending on the direction of the applied field.

V

+

- - - - -

+ + + +

StrainCharge

Stress

Electric
Field

Stress          Electric Charge

(a) (b)

Electric Field          Strain

Figure 2.15: An illustration of direct and converse piezoelectric effect. We can observe
in that the direct piezoelectric effect provides an electric charge upon application of
a mechanical stress (a), whereas in the converse piezoelectric effect describes the
situation where strain develops under an applied electric field (b).

In direct piezoelectric effect, the charge density, Di has a linear relation with the
applied stress, σjk, which is written as

Di = dijkσjk (2.20)

Here, dijk is the piezoelectric coefficient tensor. In the converse piezoelectric effect,
an external strain, xij developes in respose to an applied electric field, Ek by the
following relation.

xij = d∗ijkEk (2.21)

Here, d∗ijk is the converse piezoelectric coefficient tensor. In uniform field approxima-
tion both the coupling coefficients are equal as the consequence of the existence of
thermodynamic potential [47].
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2.4.4 Ferroelectric Materials

Ferroelectric phenomena is a sub-class of piezoelectric behaviour, thus all ferroelectric
materials exhibit piezoelectric properties. It is one of the most fascinating proper-
ties of dielectric solids. Materials exhibiting ferroelectric properties must be either
single crystals or polycrystalline solids composed of crystallites. To be classified as a
ferroelectric a material it must posses reversible spontaneous polarisation, and so a
non-reconstructive transition between two stable states of opposite polarisation must
be accessible at known experimental fields.

The ferroelectric polarisation shows a nonlinear response to external fields, unlike
most of the piezoelectric. Furthermore the polarisation is dependent not only on the
electric field but also on its history that the material has experienced, thereby yielding
a hysteresis P -E (Polarisation–Electric Field) loop, as shown in Fig 2.16.

B
Ps

Pr

–Pr

–Ec

Ec
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n

0– +
Applied electric field

Figure 2.16: A typical Polarisation Vs. Electric Field hysteresis loop observed in
ferroelectric materials.

Starting from point A, the polarization initially increases slowly with E -field, but
turns to a sharp rise when the applied field is sufficiently high. Then, after a long
and slow stage, the polarisation reaches a saturation level (saturation polarisation,
Ps). Ps is normally estimated by intersecting the polarization axis with the saturated
linear part. The polarization does not go back to the starting point after the removal
of E -field but instead results into non-zero values, which is defined as the remnant
polarization, Pr. In order to reach a zero polarisation state, an E -field must be applied
along the opposite direction. This E -field is named as the coercive field, Ec, which is
magnitude of the electric field necessary to reverse the direction of polarisation.
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2.5 Ferroelectricity in Perovskite Oxides

2.5.1 Lowering of Crystal Symmetry

As discussed in Sec. 2.1 the ideal structure of a perovskite oxide can be represented as
a simple cubic structure. However, the real structures of most perovskites deviate from
the ideal simple cubic unit cells. Structural frustrations which lower the symmetry
of the crystal are induced through rotations and tilting of the BO6 oxygen octahedra
[48, 49].

Goldschmidt in 1926 put forward an empirical criterion for the stability of the
perfect perovskite-type structure [50]. His model is based on the concept of ionic
radius and the following rules:

i. A cation will be surrounded by as many anions as can touch it and not more than
that.

ii. All the anions must touch the cations and the anion–cation distance is obtained
as the sum of their ionic radii.

The end structure is fully determined by the size of the oxygen octahedra containing
the B atoms, while the A atoms fit the holes between the octahedra. Following the
above rules the ideal relation between the ionic radii is given by:

rA + rO =
√
2(rB + rO) (2.22)

Here the subscript represents the radii of the respective ions in an cubic ABO3 struc-
ture. The deviation from the ideal structure is measured through a tolerance factor t
defined as follows:

t =
rA + rO√
2(rB + rO)

(2.23)

When t < 1, the A atom is small in comparison to the hole between the oxygen
octahedra: the A atom cannot effectively bond with all 12 neighboring O atoms.
Giving rise to an orthorhombic structure. While for t > 1, the structure is imposed
by the A–O distance and the B atom is too small for the oxygen octahedron so that the
structure will develop a small polar distortion which causes the system to crystallise
in a tetragonal geometry.

Figure 2.18 shows the typical structures of perovskite oxides on the basis of Gold-
schmidt tolerance factor t.
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Figure 2.17: Illustration showing the typical crystal structures of perovskite oxides
based on the Goldschmidt tolerance factor. (a) Ideal Cubic structure for t = 1 ; (b)
Orthorhombic structure for t < 1 ; (c) Tertragonal structure for t > 1.

2.5.2 Landau-Devonshire Theory of Ferroelectric Phase Tran-

sition

Similar to ferromagnets, ferroelectric materials lose their intrinsic polarisation at tem-
peratures above a transition temperature and become paraelectric. Above the tran-
sition temperature the electrical susceptibility, χe, of the substance follows the law

χe =
Ce

T − TC
(2.24)

This has same form of expression as the Curie Weiss susceptibility of ferromagnets.
The first successful phenomenological model to explain the phase transition in

ferroelectric was the soft mode picture [51]. Soft mode concept is based on the as-
sumption that the crystal gets unstable against a particular normal vibration of the
lattice (phonon). In the high temperature paraelectric phase there exists a certain
unstable phonon (the "soft mode") whose frequency deceases upon approaching TC
and becoming zero at TC . This means that the correspondent vibration (or the atomic
positions) become "frozen" at this temperature and produce a structure of modified
symmetry with a permanent dipole moment.

The soft mode picture of ferroelectric phase transition can be explained by the
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Landau-Devonshire theory [52, 53]. We expand the free energy energy density F in
terms of polarisation P of the ferroelectric material in the paraelectric(unpolarised)
phase [54]

F =
1

2
aP 2 +

1

4
bP 2 − EP (2.25)

For a second order phase transition, we assume b > 0 [55]. Minimising F over P we
obtain the following relation

E = aP + bP 3 (2.26)

From this we determine the inverse susceptibility as

χ−1
e =

∂E

∂P

∣∣∣∣
P=0

= a (2.27)

In the soft mode picture of a second order phase transition the quadratic term in
F changes from a > 0 to a < 0 as the unpolarsied phase is cooled below TC . So, a
can be written as a function of temperature T as a = a0(T − TC). Thus, we have the
ferrolelectric susceptibility of the form

χe =
a−1
0

T − TC
(2.28)

which demonstrates the Curie-Weiss divergence of χe at the transition temperature.

2.5.3 Second Order Jahn Teller Distortion

The soft mode picture only offers a macroscopic view of phase transition. It fails to
provide an atomistic explanation for why the off center shifting of the B cation occurs
within the oxygen octahedra in terms of the chemistry of the B cation. The theoretical
framework to understand the microscopic origin of the polarization is called the second
order Jahn-Teller effect (SOJT) [56]. This effect is associated with the movement of
cation species with d0 configuration on the B site (e.g. Ti4+, Nb5+) and/or 6s2 lone-
pair configuration on the A site (e.g. Pb2+, Bi3+), which form strong covalent bonds
with the surrounding oxygen anions [57].

We take the example of BaTiO3 where Ti atom has a d0 configuration. The small
amplitude of the Ti4+ cation off-centering, Q is treated as a perturbation from the
Pm̄3m energy surface [58].

We can then expand the perturbed Hamiltonian, H as

H = H0 +

(
∂H0

∂Q

)
Q+

1

2

(
∂2H0

∂Q2

)
+ · · · (2.29)

Where H0 is the undistorted cubic Hamiltonian. We label the stationary states and
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ground state of H0 as |ψ0⟩ and |ψn⟩ respectively. Expanding the above Hamiltonian
using the standard time independent perturbation theory we obtain the first and
second order energy contributions as

E(1) = Q ⟨ψ0|
∂H0

∂Q
|ψ0⟩ (2.30)

E(2) =
1

2
Q2 ⟨ψ0|

∂2H0

∂Q2
|ψ0⟩+Q2

∑
n

∣∣∣⟨ψ0| ∂H0

∂Q
|ψ0⟩

∣∣∣2
E0 − En

(2.31)

The first order term, E(1) is responsible for splitting of eg and t2g levels of a transition
metal ion in an octahedral environment with a spatially degenerate ground state. This
is the First Order Jahn-Teller distortion discussed in Sec. 2.1.2.

We focus only on second order correction and write the energy shift associated
with it

δE =
1

2
kQ2 +O(Q4) (2.32)

where k is the effective force constant given by

⟨ψ0|
∂2H0

∂Q2
|ψ0⟩+ 2

∑
n

∣∣∣⟨ψ0| ∂H0

∂Q
|ψ0⟩

∣∣∣2
E0 − En

(2.33)

Figure 2.18: Energy Vs. Distortion double well potential of a typical Second order
Jahn Teller driven ferroelectric perovskite for a negative value of k. The direction of
polarisation is same as that of the non-centrosymmetric shifting of B cation.
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For a nondegenerate |ψ0⟩, the first term in E(2) being positive, corresponds to
the increase in coulomb repulsion when the electron clouds from two ions overlap as
they are pushed together with the electrons frozen into their original high symmetry
configurations, thus being unfavorable for ferroelectricity. The second term which is
negative is favorable for ferroelectricity and describes the energy lowering chemical
bond formation as the electrons rearrange. Since the distortion Q has odd symmetry
with respect to inversion, this term is non-zero when one of the ground and excited
electronic states is odd and the other is even, else the integral in the numerator goes
to zero. This condition is satisfied in transition metal oxide ions with d0 configuration,
since the valence band is made of odd symmetry oxygen 2p states and the conduction
band is made of even symmetry transition metal d states. The combination of these
two second order terms known as the Second Order Jahn Teller effect determines
whether or not a material is ferroelectric.
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Chapter 3

Pulsed Laser Deposition

Pulsed Laser Deposition is a method of thin film growth, in which a short-pulsed
laser beam is focused onto a target beyond the material’s ablation threshold creating
a plasma of the target material to expand towards and deposit onto a substrate
under vacuum. It is a simple but versatile experimental method that finds use as a
means of growth for a very diverse range of materials and in wide areas of thin-film
deposition and multilayer research.This ejected material is comprised of ions, atoms,
and molecules as it propagates and, upon reaching the substrate, they diffuse on the
surface and arrange themselves in one or more crystallographic orientations. This
method is excellent for preserving the stoichiometry of complex materials during the
deposition process. Since the process involves a high intensity pulsed LASER beam
of short pulse width in the order of nano to femtoseconds which is focused on a very
small area (few mm2), the non-equilibrium process of plasma generation allows a great
degree of freedom to change various parameters to fabricate desired high quality thin
films. This chapter provides a background and short review of the central processes
involved in the Pulsed Laser Deposition (PLD) method.

Figure 3.1: A schematic diagram of a PLD system.
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PLD as a Non-Equillibrium Process

In thermal deposition techniques for thin film growth, the kinetic energies of the
impinging particles are of the order of 0.1 eV. Conceptually, the most simple approach
to transport material from the bulk onto a thin film is via thermal evaporation.
This process can be understood by relatively simple Maxwell-Boltzmann statistics
(where the evaporation is an equilibrium thermodynamic process). However, thermal
techniques suffer from the limitation that each degree of freedom in the partition
function of a participating chemical system has the same temperature. This leads to
a non-stoichiometric transfer of target materials to the substrate, creating unwanted
phases in the final thin film. It may be advantageous if one particular energetic degree
of freedom can be accessed non-thermally, thus shifting a chemical reaction of interest
away from thermal equilibrium [59].

If we consider the case of non-thermal interactions, energy can be selectively trans-
ferred via a non-thermal pumping mechanism (Laser or Electromagnetic Fields) into
one degree of freedom that is effectively decoupled from the rest of the system. In this
way, the activation barrier for the reaction is significantly reduced while the whole
system is maintained at a low temperature. The described process is in fact achieved
in the ablation process, where a high laser energy density is absorbed by a very small
volume of the target material. The ablation threshold must be satisfied to eliminate
any thermal evaporation due to laser heating; this is dependent on the absorption
coefficient of the material, thus in turn depends on wavelength. With an appropriate
choice of ablation wavelength with the target, high energy densities are absorbed by
a small volume of material, resulting in vaporisation that is not dependent on the
vapour pressures of the constituent cations [60].

3.1 The Ablation Process

In this section, we shall briefly discuss the material ablation process and plasma
generation. In general, we can divide the process into three parts i.e.

• Light Material Interaction.

• Plasma Formation.

• Plasma Expansion.

All exact physical nature of these individual events is highly complex and a quanti-
tative explanation is beyond the scope of this thesis, so we shall only discuss this in
a qualitative manner.
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Time

(a) (b) (c)

Figure 3.2: A schematic illustrating the key events of the laser ablation process. (a)
Initial absorption of laser radiation into the material and formation of free electrons
at the surface which transfer energy into the lattice via thermal means. (b) Formation
of plasma as the initial pulse begins to recede, interaction of laser with target surface,
as well as evaporated material. (c) Expansion of plasma into the deposition chamber
as the next pulse reaches the target for ablation.

3.1.1 Light-Material Interaction

When high power Laser radiation is incident on a compressed target material, the
electromagnetic energy is immediately converted into electronic excitations in the
form of free electrons, plasmons and excitions in case of dielectrics.

Laser irradiation causes extremely high temperatures and electric fields in a small
area of the target [61]. This can be easily understood by considering the amplitude
scaling of the electric field produced at the surface as a result of radiation.

E ≈
(

2Φ

nϵ0c

)1/2

(3.1)

where Φ is the incident power density expressed in W/cm2 and n is the refractive index
of the material. For a material with refractive index 2.5 and laser power density of
the order of 108 W/cm2 the approximate electric field turns out to be in the order of
105 W/cm2 which is enough to cause the breakdown of most materials at an atomic
scale and induce plasma formation.

33



Chapter 3. Pulsed Laser Deposition

lT = 2
√
DT τp; where DT =

k

ρC
(3.2)

Figure 3.3: Post-ablation marks on the surface of a SrIrO3 target, the well-defined
laser exposure areas are indicators of how localised the laser ablation process actually
is. Unexposed regions can be focused on for subsequent depositions; hence, the actual
usage of material for the PLD process is much less compared to other deposition
methods.

However, the optically excited free electrons transfer their energy to the lattice
via thermal conduction. This is governed by Fick’s law, which gives the thermal
penetration depth [62] in the material in relation to the duration of the laser pulse τp.

lT = 2

√
kτp
ρC

(3.3)

Here, k is the thermal conductivity, ρ is the density, and C is the specific heat of the
material. We can write the above equation in an even compact form by introducing
the term Thermal Diffusivity into it.

The excited electrons transfer their energy to the lattice within a few picoseconds
and heating begins within the optical absorption depth of the material 1/α, where
α is the optical absorption coefficient. If the thermal penetration depth is smaller
than 1/α, the bulk of the material will be heated down, regardless of the duration of
the pulse. In ablation of multi-elemental targets, congruent evaporation essential for
stoichiometric transfer can only be guaranteed if this condition is met, and hence the
use of fast UV laser sources is favoured.
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3.1.2 Plasma Formation

The incidence of high intensity (108 W/cm2) short pulsed laser with the target causes
the surface temperatures to rise much above the melting point of the material. In their
study, Bhattacharya et.al. [63] have estimated that the surface of YBa2Cu3O7 (YBCO)
superconducting targets will reach temperatures of 2000-3500K during the laser target
interaction. As discussed previously, these high temperatures followed by electron
excitation followed by material evaporation. Note that these high temperatures also
cause the thermionic emission of ions, neutral atoms, and molecules from the surface.
The high temperature induced pressure waves cause the kinetic energy of the ejecta
to cross the thermal energy of the plume, which will act as a propelling source for the
plume into the background gases of the deposition chamber.

3.1.3 Plasma Expansion

Upon the formation of plasma, it is highly concentrated near the target surface; this
acts as an excellent absorption medium for the incident laser, which heats the plasma
even more. This absorption predominantly occurs in the neutral atoms when the just-
produced plume has a very low population of free electrons and ions. Photoionisation
of the evaporated neutral and charged particles leads to a formation of an expanding
plasma above target surface in form of a highly luminous glow.

Figure 3.4: A high energy 248nm Laser pulse shoots a CaCu3Ru4O12 (CCRO) target
producing a plasma.
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The initial expansion of plasma happens in a one-dimensional fashion. Upon the
termination of the first laser pulse the plume already travels 30-100 µm [64]. This
happens in a very short interval of roughly t < 100 ns. During this time the pressure
gradients are much lower near the inner edge of the plasma compared to its outer edge.
During this period more evaporated material is being injected into the inner edge of
the plasma, while at the same time the outer edge is rapidly expanding. In this stage
the density and the pressure of the plasma decreases exponentially from its inner edge
[65]. The kinetic energy of the plasma pushes it forward towards the substrate, where
as it begins to lose its energy and become transparent to the subsequent laser pulses.

The plume now expands adiabatically in the deposition chamber while rapidly
cooling down. The expansion is strongly peaked in the forward direction due to the
extreme pressure gradients of one dimensional expansion. Due to the exponential
decrease of the pressure gradient during three dimensional expansion the plume it
gradually comes to a stop creating a shockwave between the background gas and
the ablation plume [66]. Dyer et. al [67], in their study of pulsed laser ablation
YBCO superconducting thin films show that as the plume expands and the mass of
driven gas increases, its velocity falls and over a limited range the plume, R, behaves
approximately like an ideal blast which scales as

R ≃ ϵ(E/ρ0)
1/5 (3.4)

where E is the laser energy coupled to the ablated species, ρ0 is the background O2

density and ϵ is a dimensionless parameter nearly equal to unity.

3.2 Thin Film Growth

Growth of thin film on a substrate is a complex phenomena since there are multiple
factors governing the interaction of ablated spices with the substrate surface. The
substrate is generally exposed to an incoming flux of plasma ablated from the target
for a brief period and then enters a short hiatus before receiving the next dose of
material. Upon impact the few highly energetic incident atoms may immediately
bounce off the surface, while some may enter thermal equilibrium with the substrate
and get adsorbed. There is also a likelihood of deposited molecules being sputtered
off or re-evaporate post adsorption.

The thermal state (temperature) of the surface is a very important parameter in
deciding the plasma condensation and crystalline nature of the thin film.
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3.2. Thin Film Growth

3.2.1 Nucleation and Self Assembly of Atoms

Assuming that the incident particles get adsorbed on the surface of the substrate, they
begin to self assemble in form of tiny clusters called nuclei. This process of surface
condensation and cluster formation is referred to as nucleation.

Cluster Nucleation

Heated Substrate

Deposition Deposition
on ClusterRe-Evaporation Re-Evaportaion

from Cluster

3D Cluster

Figure 3.5: Schematic illustration of cluster formation and nucleation of incident
atoms on the surface of the substrate.

The general sequence of nucleation can be described as follows. In the beginning
the nuclei are randomly distributed over the substrate and are fairly uniform in size.
The initial growth being diffusive in nature happens very close to the surface with
the clusters having negligible height. As these relatively flat nuclei begin to coalesce
together, the projected area over the substrate starts to reduce while the height of
these self assembled structures increase. This exposed more substrate surface to the
incoming atoms, resulting in the growth of secondary nuclei. The comparatively large
clusters begin to form islands, consequently these islands elongate to form a continuous
network structure separated by small irregularities. Eventually this process continues
until a hole free layer is deposited on the surface.

3.2.2 Growth Modes

As the impinging atoms begin to nucleate on the substrate, it shall eventually try to
minimise the interface and surface energies; similar to what a drop of wetting liquid
does when it lands on a solid surface. If we model it as a similar situation taking in
account all the atomistic processes happening during the vapour deposition we can
consider a paradigmatic picture for the nucleation of thin films as shown in Fig. (4.1)
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Chapter 3. Pulsed Laser Deposition

Figure 3.6: A simplified schematic of various atomistic processes and involved energy
terms in a typical nucleation process.

There are several surface tension terms, γ, to deal with now, and these are iden-
tified by the subscrtipts f , s, v to represent film, substrate and vapour respectively.
For the system to be in mechanical equilibrium we arrive at the relation [68]

γsv = γfs + γvf cos θ (3.5)

Here θ represents the contact angle between the nucleus and the substrate, which
depends only on the surface properties of the involved materials.

Now we shall look into the three basic growth modes and distinguish them based
on Eqn. (3.5).

Frank-van der Merwe Growth

This is also called layer-by-layer growth where the conjunction of the smallest nucleus
occurs in two dimensions, resulting in the formation of planar sheets over the surface
of substrate. For layer upon layer growth to happen ideally the contact angle θ must
be zero, hence we arrive at the condition;

γsv = γfs + γvf (3.6)

This is the simplest mode of growth where a stable monolayer will form completely
before a new layer begins. Such growth requires a good lattice match between the
growing film and substrate, and results in formation of highly epitaxial films.
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3.2. Thin Film Growth

Volmer–Weber Growth

This growth mode is referred to as island growth. Here the initial clusters continue
to nucleate on the substrate without coalescing with other clusters, thus growing
continuously in three dimensions. This has a requirement of θ > 0 thus the interfacial
energy condition is

γsv < γfs + γvf (3.7)

This kind of growth is observed when the atoms are more strongly bound to each
other than to the substrate, resulting in patchy or rough films.

Stranski–Krastanov Growth

Also known as ’layer-plus-island growth’, the SK mode follows a two step process:
initially, complete films of adsorbates, up to several monolayers thick, grow in a layer-
by-layer fashion over the substrate. Then beyond a critical layer thickness, depending
on strain and the chemical potential of the deposited film, growth continues through
the nucleation and coalescence of three dimensional islands. For this growth, we have
the condition

γsv > γfs + γvf (3.8)

In this case, the strain energy per unit area of film overgrowth is large with respect
to γvf , permitting cluster formation above the layers.

Layer by Layer Growth

Island Growth

Island + Layer Growth

Figure 3.7: Illustration of basic modes of thin-film growth.
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3.3 Effects of Processing Parameters

3.3.1 Substrate Temperature

The role of substrate temperature is paramount to grow high quality single crystalline
thin films of desired materials. After adsorption on the substrate the surface diffusion
rate of the adatom is given by

Ds = D0e
−(ϵD/kBT ) (3.9)

where ϵD is the activation energy essential for diffusion, it’s value typically ranges
from 2-3 eV on an extremely flat surface. There must be sufficient surface diffusion
to allow adatom migration to stable sites by minimising their energy. A high surface
temperature gives rise to increased adatom mobility and reduced quenching of ablated
species. Lower substrate temperatures fail to provide the necessary surface energy to
the adatoms for migrating to the lattice sites which is essential for the formation
of epitaxial thin films. Hence, lower substrate temperatures may sometimes lead to
multiphase and(/or) polycrystalline films. However extreme temperatures can also
have adverse effect like desorption of certain deposited species, reducing the overall
deposition rate and creating unwanted vacancies in the film. Therefore, for different
materials an optimum substrate temperature must be determined.

3.3.2 Target to Substrate Distance

As discussed in Sec. 3.1.3, the plasma expansion is modeled as a shockwave where
the plume range, R, scales as E/ρ0. For an ambient pressure of 0.05 mbar and
Laser fluence of 4 J/cm2 the approximate plume range comes out to be ∼ 6 cm. For
distances a lot smaller than R there is no significant difference in particulate size and
species distribution. As the target to substrate distance increases, the proportion
of smaller particulates decreases and a few larger particulates appear, indicating the
coalescence of particulates during flight. Once the substrate is located far beyond R,
the adhesion of the ablated species to the substrate surface deteriorates. Hence, the
target to substrate distance must be optimised to achieve an acceptable deposition
rate and film stoichiometry.

3.3.3 Ambient Gas Pressure

The gas pressure during deposition affects both plume dynamics and shape. In a
vacuum environment there is virtually no collision between the ejected species before
they reach the substrate due to outward plume expansion. But with the increase of
ambient gas pressure the vapor species can undergo enough collisions hence promoting
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particulate formation before their arrival at the substrate. The gas pressure also plays
an important role in determining the composition of the final thin films.

3.4 Advantages of PLD

We now list the various advantages of Pulsed Laser Deposition and understand why
it is one of the most popular methods of thin film fabrication.

• Stoichiometric Transfer: Congruent evaporation of material from Laser irradi-
ation ensures that the stoichiometry of multicomponent targets are faithfully
reproduced.

• Versatile: Families of materials can be deposited in a wide variety of gases over
a broad range of ambient background pressures.

• Cost Effective: Several vacuum deposition systems can be clustered around a
single laser reducing the overall cost.

• Precise Thickness Control: PLD provides high degree of control on the process
parameters resulting in desired deposition thickness.

• Heterostructure Growth: Growth of multilayer heterostructures and superlatices
is easy compared to other deposition methods.

3.5 Experimental Setup

We have used a state of the art Pulsed Laser Deposition system manufactured by
TSST, Netherlands for our thin film and heterostructure growth. The main deposi-
tion chamber can reach Ultra-High vacuum of the order of 10−8 mbar. The vacuum
is maintained by a combination of rotary and turbo molecular pumps. It has an
automated gas inlet system for precise control of background gas mixture and depo-
sition pressure. It consists of a load-lock mechanism for the loading and unloading of
the heater and targets that allows for the preservation of high vacuum in the main
chamber, avoiding contamination due to repeated breaking of vacuum. For ablation
our system consists of a COMPex 110 KrF Eximer laser manufactured by Coherent,
USA. It gives off 248 nm laser pulse with a maximum energy of 400 mJ/pulse and a
pulse width of ∼ 25 ns. Upon emission the laser pulse goes through a series of mirrors
and a mask to define it’s spot size before being focused onto the target.

The in-situ RHEED system is manufactured by kSA, USA. The diffraction pattern
focused on phosphor screen which is then captured by a CCD detector for image
processing. The electron beam is generated by a 30kV electron gun, manufactured by
STAIB Instruments, USA.
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Control Electronics UV Laser

Deposition Chamber

Focusing
Optics

RHEED
Electron Gun

Figure 3.8: Pulsed Laser Deposition System at IoP Bhubaneswar, showing the major
components the setup.
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Chapter 4

Characterisation Techniques

In this chapter, the experimental techniques used for the structural and magnetic
chacaterisation of the prepared thin films will be discussed.

4.1 Reflection High Energy Electron Diffraction

Reflection High-Energy Electron Diffraction (RHEED) is a powerful in situ growth
characterisation technique which has proven to be a very versatile for surface studies
of thin films. The combination of the forward scattering geometry of RHEED with
the arrangement of pulsed laser deposition, in which the plasma plume is incident
normally on the substrate, enables diffraction features to be monitored during growth.

In RHEED, high-energy electrons with energies of 10-35 keV are incident on the
surface of a crystal at a grazing angle of a few degrees (1-4°). The high-energy electrons
only interact strongly with the first few layers of a material, because of the low grazing
angle. This makes RHEED extremely sensitive to surface morphology.

Target
Carousel

Heater with
Substrate

Phosphor Screen 
+ CCD Detector

Electron Gun

Laser Beam

Figure 4.1: Schematic representation of the PLD system with a RHEED setup.
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4.1.1 Surface Diffraction

The electrons are scattered from the crystal surface resulting in a characteristic diffrac-
tion pattern on the phosphor screen. The features in this diffraction pattern can be
used to analyse the surface structure. The diffraction pattern is a combination of
true reflection diffraction on smooth surfaces and transmission-reflection diffraction
through particles on the surface. For a perfect surface, the rods are narrow, and spots
are observed along an arc on the RHEED screen where the in-plane momentum trans-
fer of the scattered electrons has the value of the reciprocal lattice. If broad rods or
streaks are observed, this is due to poor crystallinity where the rows of atoms are par-
tially disordered and are arranged with a range of angles relative to the incident beam.
The surface diffraction collected in this way sensitively characterizes the rich variety
of surface structures and phases that arise from the deposition of sub-monolayer to
monolayer amounts of material [69].

When the surface is near to perfect, the ‘2D-pattern’ exhibits in-plane diffraction
spots lying on concentric circles, called Laue circles, resulting from the intersection of
k-space out-of-plane lattice rods intersecting the Ewald sphere with points satisfying
Braggs law. This pattern shows an angle dependence when the sample is rotated
in-plane, see Fig. 4.2 (a). In the case of transmission diffraction, the lattice reciprocal
space is represented by a lattice instead of rods, resulting in a typical ‘3D-pattern’ of
spots, lacking an angle dependence, see Fig. 4.2 (b).

(a) (b)

Figure 4.2: (a) Typical RHEED pattern of a STO substrate showing a 2D pattern
resulting from an atomically flat surface. (b) RHEED pattern of a STO substrate
showing a 3D pattern after deposition of SrTiO3 under non-ideal circumstances re-
sulting in a roughened surface.
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4.2 X-Ray Diffraction

X-Ray Diffraction (XRD) is used as one of the initial, non-destructive technique to
analyze the crystalline quality and crystallographic phase of any material or thin
film. The detailed principles behind the working mechanism and data reconstruction
procedures are well documented in literature [70–72]. In simple words an XRD works
by irradiating a material with incident X-rays and then measuring the intensities and
scattering angles of the X-rays that leave the material.

Figure 4.3: Illustration of the basic principle of X-Ray Diffraction in solids. The
incident waves (red) interact with the atoms of a solid and get diffracted (blue).
Bragg’s Law gives the condition for constructive interference between diffracted waves,
that leads to observation of peaks in the X-Ray diffraction spectra.

According to Bragg’s law [73], the lattice spacing and the scattering angle of the
X-ray are related as

2dhkl sin θ = nλ (4.1)

where dhkl is the lattice spacing of a particular family of planes represented by the
Miller Indices (hkl), θ is the scattering angle, λ is the wavelength of the X-ray source
and n is the order of diffraction. The observation of distinct diffraction peaks is an
indication of crystalline nature of the material under investigation.

4.3 X-Ray Reflectivity

X-Ray Reflectivity is a surface sensitive characterisation technique employed in the
analysis of surfaces, thin films and multilayers. Derived from Snell’s Law, when X-rays
are incident to a sample’s surface at grazing angles, total reflection will occur at or
below a critical angle, θc. Generally θc is extremely small and varies depending upon
the electronic density (refractive index) of the material, along with the wavelength of

45



Chapter 4. Characterisation Techniques

radiation. For extremely flat surfaces, for radiation that incidents above the critical
angle the reflectivity, R, scales as R ∼ θ−4 [74].

For rough surface or multilayer samples, a drastic decrease in reflectivity is ob-
served. If such a material is used as a substrate for a uniform deposition of another
material having a different electronic density, then reflected X-rays from the interface
between the substrate and the thin film as well as from the free surface of the thin
film will exhibit either constructive or destructive interfere with each other, this re-
sults in an interference induced oscillation of the recorded reflectivity. Considering a
general approximation, the intensity scattered by a material thin film is proportional
to the square of modulus of the Fourier transform of the electron density. Thus XRR
analysis leads to determination of electron density profile from the measured intensity
oscillations, and subsequently the vertical properties (layer thicknesses) as well as the
lateral properties (roughness and correlation properties of interfaces or lateral layer
structure) essential for characterizing multilayered structures can be obtained [75].
The film thickness can be determined from the periodicity of the oscillation and in-
formation on the surface and interface from the angular dependency of the oscillation
pattern’s amplitude. X-ray reflectivity data is analysed by fitting to the measured
data a simulated curve calculated using the recursive Parratt’s formalism combined
with the rough interface formula. The fitting parameters are generally the individual
layer thickness values [76].

4.4 Atomic Force Microscopy

Atomic force microscope (AFM) is a kind of scanning probe microscope that relies on
the force felt by a suspended cantilever. It images the surface by ‘feeling’ across it. At
the end of the cantilever, there is an extremely fine tip generally made of Si3N4 whose
dimensions are of the order of a few nanometers. When the sample is scanned under
the tip, the contact force causes the cantilever to deflect. By measuring the deflection
of the cantilever and making a correspondence with the spatial coordinates, one can
map the entire surface. A schematic diagram of the experimental setup is shown in
Fig. 4.4.

4.4.1 Working Mechanism of an Atomic Force Microscope

The deflection of the cantilever beam is measured generally by using a laser beam
which is reflected off the cantilever onto a position sensitive photo detector. The
detector will have a split cathode photo-diode arrangement. As the sample scans the
surface, the deflection of the cantilever produces a shift in the position of laser beam at
the detector. When it is shifted towards any of the halves, one of the two cathodes will
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generate a higher voltage than the other and the difference in voltage output increases.
Thus by detecting the difference in voltage, the height of the surface fluctuations of
the sample is quantified. These undulations are used in a feedback mechanism to
maintain a constant height with respect to the surface under investigation. With
reference to this height the entire topography of the surface is mapped.

The resolution of the imaging depends on the precision of cantilever movement.
For a very high resolution, the tip ought to have a relative motion of equivalent
resolution with respect to the sample. For this purpose a piezoelectric transducer
is used. The piezoelectric transducer will change its shape according to an applied
external voltage. The sample or the cantilever can be placed onto a stage that is
coupled to the piezoelectric transducer. A typical piezoelectric material will expand
by about 1 nm per applied Volt. Thus, to obtain the required motions, multilayered
layered piezoelectric transducers are employed, this magnifies the total movement by
orders of magnitude. The in-plane resolution of the mapped image is given by the
accuracy of the movement of the sample with respect to the tip and also by the
dimension of the tip itself.

The resolution of the image in the third dimension depends crucially upon vibra-
tions felt by the sample. Hence it is important to isolate the setup from mechanical
vibrations by the use of floating tables or vibration dampeners [38].

Photodiode

Cantilever

Laser

Figure 4.4: A schematic of an Atomic Force Microscopy setup.
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4.5 Superconducting Quantum Interference Device

(SQUID) Magnetometry

The Superconducting QUantum Interference Device (SQUID) is maybe the most sen-
sitive measurement device known. It can measure magnetic flux of three orders of
magnitude smaller than one flux quantum. A flux quantum is given by

Φ0 =
h

2e
= 2.067× 10−15 Tm2 (4.2)

A flux quantum can be visualized as the magnetic flux of the Earth’s magnetic field
(5× 10−5 T) through a single human red blood cell, which has a typical diameter of
about 0.7 microns. The operating principles of SQUIDs is based on the phenomenon of
Josephson effects, a device based on a Nobel prize winning tunneling effect proposed in
theory by Brian. D. Josephson [77] in 1962 and first observed experimentally in 1964
by Anderson and Rowell [78]. A SQUID device consists of a closed superconducting
loop including one or two Josephson junctions in the loop’s current path.

I

 

I
Φ

I

I

a

b

Figure 4.5: A schematic diagram of a DC squid with two Josephson Junctions (red)
in parallel. Φ represents the trapped magnetic flux within the superconducting ring.

As discussed by Mizutani [79] the total phase change in superconducting ring must
be an integral multiple of 2π, for the wavefunction to remain single valued. Following
the derivation we have the total current in the loop as

I − 2IC cos

[
π

(
n− Φ

Φ0

)]
sin δ (4.3)

Where δ is a self adjusting parameter that depends on the measuring current I and Φ

is the magnetic flux threaded to the superconducting ring. So the maximum external
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current that can flow as supercurrent in the device is

I = 2IC

∣∣∣∣cos(πΦΦ0

)∣∣∣∣ (4.4)

In the absence of a measuring current internal circulating current adjusts itself such
that there are exactly integral number of fluxoids trapped in the ring. When the
applied flux matches the required values i goes to zero and for half integral values the
circulating current is maximum in either direction. [80]

4.5.1 Measurement principle of SQUID magnetometry

The magnetic field detection sensitivity of a SQUID depends on its effective loop area.
But generally due to design constraints the area of the SQUID loop cannot be made
much large, this affects the overall sensitivity of the system. So in commercial systems
a superconducting flux transformer is used to amplify the magnetic field sensitivity
of a SQUID system. Pickup coils consist of a superconducting wire wound in a set of
three coils configured as a second order gradiometer as shown in Fig. 4.6.

Figure 4.6: Schematic setup of a SQUID magnetometer with 2nd order gradiometer
and a typical voltage response curve with respect to position.

The upper coil is a single turn wound clockwise, the center coil comprises two turns
wound counterclockwise, and the bottom coil is again a single turn wound clockwise.
This gradiometer configuration is used to reduce the noise in the detection circuit
caused by the fluctuation in the large magnetic field of the superconducting magnet
whereas any homogeneous contributions from any external fields are cancelled out.
Centered around the pick-up coil is the superconducting magnet capable of producing
a uniform constant magnetic field over the entire coil region.

The actual measurement is performed by moving the sample through the super-
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conducting pick up coil, which are located outside the sample chamber and at the
centre of superconducting magnet. The sample is mounted in a sample holder that
is in the form of a rod and it is externally attached to transport mechanism to drive
the sample through the pick up coil. As the sample moves through the coils, the
magnetic moment of the sample induces an electric current in the pick up coil due
to the change in the flux associated with it. Since the pick up coil, the connecting
wire and the SQUID input coil form a closed superconducting loop, any change of
magnetic flux in the pick up coil produces a change in the persistent current in the
detection circuit, which is proportional to the change in the magnetic flux. A SQUID
system can be considered as a linear high-gain current to voltage amplifier [81], thus
any variation of current in the pick up coil produces corresponding variation in the
SQUID output voltage. Eventually, the output voltage V is recorded as a function
of scan length z. The data aquisition and processing interface then fits the measured
V (z) data points to the theoretical curve of an ideal dipole and thus extracting the
magnetic moment, m.
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Chapter 5

Growth of Ferroelectric
Ba0.8Sr0.2TiO3 (001) Thin Films

5.1 Introduction

Ba1-xSrxTiO3 is essentially a solid solution of BaTiO3 and SrTiO3. BaTiO3 is in the
ferroelectic (polar) phase at room temperature, and has a ferroelectric to paraelectric
transition temperature (Curie point) of 130° C , while SrTiO3 is paraelectric (non-
polar) down to absolute zero [82]. In the Ba1-xSrxTiO3 solid solution, substitution of
Sr atoms in the place of Ba atoms causes the Curie point to decrease linearly. Studies
have shown that the Curie point of Ba1-xSrxTiO3 drops to 0° C with 34% Sr content,
corresponding to a decrease of 3.8° C per molar percent Sr [83].

Like its parent and dopant constituents BaTiO3 and SrTiO3, Ba1-xSrxTiO3 also
has a perovskite structure. It’s ferrolectric properties originate from the non cen-
trosymmetric shifting of the Ti atom in the oxygen octahedron. The doping of Sr
apart from increasing the dielectric constant introduces additional strain in the lat-
tice that improves its piezoelectric behaviour [84]. This strain also reduces the lattice
parameter and thus improves the tertagonality of the structure. For our case we
have doped BaTiO3 with a Sr substitution of x=0.2, making our effective material as
Ba0.8Sr0.2TiO3. This has the unit cell lattice parameter 3.989 Å compared to undoped
BaTiO3 with lattice parameter 4.007 Å. Hence this substitution also helps in reducing
the lattice mismatch with SrTiO3 substrates.

5.1.1 Polarisation Direction in BSTO Thin Films

Much literature is not available on the growth of epitaxial Ba0.8Sr0.2TiO3 thin films.
However, we can follow the reports based on it’s mother compound BaTiO3 due to
their structural similarity. Experimental study have already proven that BTO thin
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films retain robust room temperature ferroelectricity down to 1 nm (∼ 2 u.c.) on
NdGaO3 substrate [85] and 1.6 nm (∼ 4 u.c.) on SrTiO3 substrate [86].

Experimental studies have shown that many as-grown ferroelectric films tend to
have one preferred polarisation direction, i.e. self-polarisation [87, 88]. Wu et. al [89]
in 2016 studied influence of crystal orientations on the phase diagrams, dielectric and
piezoelectric properties of epitaxial BTO thin films. They reported that (001) oriented
films have the least misfit strain and will retain an out of plane polarisation. In 2021
Li et. al [90] demonstrated a polarisation-enhanced interface in c axis oriented BTO
films by tuning oxygen inhomogenity through first principle simulations [90]. Despite
these extensive studies, the issue of as-grown polarization of the BTO films has not
been addressed adequately to implement in experiments. An important factor in our
experiments was to identify and stabilise the self polarisation direction in the thin
film.

A fairly recent study that focused on investigating the self polarisation of BTO
thin films was conducted by Guo et. al [91]. They found that the self-polarization of
BTO thin films depends on both the interface and the flexoelectric effects. In the low
thickness regime, the film is fully strained, the interface effect (surface termination) is
the dominating factor which determines the self-polarization direction. With increase
of the film thickness, the strain of BTO film by STO substrates starts to relax, and the
flexoelectric effect becomes dominant which favors the self-polarization to be upward.

BaTiO3

Film
SrTiO3

Substrate

Thin Film
Fully Strained
Interface 
Effect Domination

TiO2 
Termination

SrO 
Termination

Thick Film
Strain Relaxed
Flexoelectric 
Effect Domination

Figure 5.1: Schematic summary of how surface and flexoelectric effects affect the
polarization of BTO films grown on STO substrates with two different terminations.
Adapted from Guo et. al [91].
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5.2 Target Preparation and Analysis

5.2.1 Solid State Reaction Method

The reaction sequence used to prepare Ba0.8Sr0.2TiO3 is

BaCO3 + SrCO3 + TiO2 −→ Ba0.8Sr0.2TiO3 + CO2 (5.1)

Prior to preparation the precursor materials were heated at around 60-70% of their
decomposition temperatures to remove adsorbed volatile impurities. Polycrystalline
Ba0.8Sr0.2TiO3 was prepared by mixing the preheated BaCO3, SrCO3 and TiO2 pow-
ders in stoichiometric quantities in an Agate mortar pestle. The mortar pestle was
cleaned with Aqua-Regia followed by de-ionised water before tranferring the materials
into it.

The materials were grounded together for roughly 12 hours to ensure proper inter-
mixing of the powders. a few drops of pure isopropyl alcohol was occasionally added
to promote adhesion between the powders during the grind.

The reaction crucible was cleaned in Aqua-Regia and rinsed in de-ionised water. It
was then allowed to dry in an hot air oven for 3 hours. The uniformly mixed contents
were transferred to the Alumina crucible which was placed in a Box Furnace. The
calcination reaction was performed at 1100° C for 10 hours. The following temperature
profile was followed for the reaction.
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Figure 5.2: Temperature profile followed for the calcination reaction, in preparing
BSTO.

There are three major regions in the temperature profile followed for the solid
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state reaction, as seen in Fig. 5.2.

1. Step Heating: Here the furnace is heated in three steps from room temperature
to the calcination temperature (1100° C). Initially a fast ramp rate is used till it
reaches 400° C the the furnace is held there for 30 minutes before heating to 900°
C and again holding for 30 minutes. The final ramp is done at a much slower
ramp rate to reach the target temperature of 1100° C. This profile of variable
ramp rate and 0.5 hour holdings are done to protect the heater filament from
breaking.

2. Calcination: The main reaction happens in this step when we hold the furnace
temperature at 1100° C for 10 hours. The different precursor materials gain
very high thermodynamic energy due to the temperature and begin to react
among themselves forming a stable phase. Depending upon this calcination
temperature and time the final product can be single or multiphase.

3. Cooldown: The furnace cooling is done at a relatively fast rate over a period
of 8 hours.

5.2.2 Polycrystalline Powder Characterisation

A Θ− 2Θ XRD (See Sec. 4.2 for details) scan of the prepared powder was performed
with Cu-Kα radiation, at a scan rate of 5° per minute.
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Figure 5.3: X Ray Diffraction pattern of the prepared BSTO powder. The powder
shows proper polycrystalline phase and the cubic lattice parameters.
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5.2.3 Pellet Preparation

The powder was ground again for 1 hour to break the agglomerates that had formed
during the calcination reaction. A few drops of isopropyl alcohol were added to
enhance the adhesion between the particles, helping in the pelletisation process. The
prepared powder was then transfered into a circular die and a pressure of 8 tonnes
was applied. The powder was left under pressure for 30 min to allow the particles to
bond to each other properly.

The formed pellet was sintered at 1000° C for 12 hours to harden it by fusing the
particles together. After the process, a very slow cooling rate of about 60°C/hour was
maintained to avoid crack formation.
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Figure 5.4: Temperature profile followed for the sintering process of BSTO pellet.

The hardened pellet was pasted on to a target holder with conducting silver epoxy
to mount in the in PLD target carousel.

10 mm
20 mm

Figure 5.5: The hardened 20mm and 10mm pellets of BSTO post sintering procedure.
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5.3 Thin Film Growth

The thin films were prepared by Pulsed Laser Deposition process whose complete
review is presented and discussed in Chapter 3.

5.3.1 Substrates

Since tetragonal single phase film of BSTO with out of plane polarisation direction is
required to observe the desired interfacial effects, we choose SrTiO3 single crystalline
substrates with (001) orientation. STO has a cubic perovskite structure with a lattice
parameter of 3.905 Å. Taking into account the in-plane lattice parameters of BSTO,
the STO/BSTO interface will have a lattice mismatch of 2.1% which is acceptable
for epitaxial growth. For experiments where a bottom contact is required, 0.05 wt%
Niobium doped STO substrates were used. Nb doped SrTiO3 single crystal has similar
structure to pure SrTiO3, but becomes electrically conductive.

Before use, the substrates were cleaned by immersing in isopropyl alcohol in an
ultrasonic cleaner for 1 hour. The polished side of the substrate was properly dried
and mounted on the heater using conductive silver paste. A DC voltage of 13 V was
applied to the heater leads till the surface was hot to touch. This step is crucial as it
allows the paint to dry and also evaporates any volatile organic solvents in the paint
which can de-gas and contaminate the chamber when placed under vacuum.

Figure 5.6: Snapshot of the BSTO thin film deposition process.

5.3.2 Deposition Conditions

The BSTO/STO (001) and BSTO/Nb:STO (001) thin films were grown under the
following deposition conditions:
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5.4. X-Ray Diffraction Study

• Substrate Temperature: 650° C

• Target Substrate Distance: 110 mm

• Pressure Conditions: A pressure of 0.2 mbar O2 was maintained with dynamic
flow of gas in the chamber.

• Laser Fluence: 1.4 J/cm2

• Pulse Repetition Rate: 2 Hz

• Number of Pulses: 4000 pulses in case of BSTO/STO(001) thin film and 6000
pulses in case of BSTO/Nb:STO(001) were fired.

• Cooling Rate: 5° C/min in presence of 0.2 mbar static O2 pressure.

5.3.3 RHEED

In situ RHEED of deposition process was performed to examine the growth quality of
the thin films. A 30 kV electron beam of beam current of value 1.6 µA was used for the
imaging. It can be easily seen in Fig. 5.7 (a) that the specular spot intensity is very
high and the three solid spots indicate a bare substrate surface. The image taken after
deposition at room temperature under vacuum i.e. Fig.5.7 (b), has multiple prominent
diffraction spots corresponding atomic layers of BSTO on STO. This indicates a high
quality crystalline growth.

Figure 5.7: (a) RHEED of STO(001) substrate taken before deposition at 650°C in
vacuum. (b) RHEED of BSTO film deposited on STO(001) substrate after 4000 laser
pulses, taken at room temperature in vacuum. The labelling indicate the correspond-
ing miller indices.

5.4 X-Ray Diffraction Study

The X-Ray Diffraction experiments were performed Cu K-α radiation which has a
characteristic wavelength of 1.5406 Å.
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Chapter 5. Growth of Ferroelectric BSTO (001) Thin Films

5.4.1 BSTO/STO (001)
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Figure 5.8: Θ − 2Θ X Ray Diffraction spectra of BSTO/STO(001) thin film. The
spectra shows the peaks for the BSTO thin film alongside the STO substrate peaks.

5.4.2 BSTO/Nb:STO (001)
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Figure 5.9: Θ− 2Θ X Ray Diffraction spectra of BSTO/Nb:STO(001) thin film pre-
pared by pulsed laser deposition method. The spectra shows the peaks for the BSTO
thin film alongside the Nb:STO substrate peaks and Cu K-β radiation peaks.
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5.5. Ferroelectric Characterisation

5.5 Ferroelectric Characterisation

The ferroelectric properties of the BSTO thin films were characterised by various
methods. The procedures and protocols are discussed in this section.

5.5.1 Device Fabrication

Before the polarisation measurements, metallic contacts had to be deposited on the
top surface of the BSTO thin film. Since for these experiments films were grown on
conducting Nb:STO subsrtates, thus the substrate itself acts as the bottom contact
avoiding any complicated etching procedures to probe the lower surface.

Gold was chosen as the electrode material due to its low resistivity. About 0.4 µm
thick gold was deposited on the top surface of the film using DC Sputtering technique.

Figure 5.10: (a) Snapshot of the gold electrode deposition process via DC sputtering
method, the bright luminous glow at the center is due to the sputtering gold ions
moving towards the negatively charged substrate holder. (b) Uniform layer of gold
deposited on the thin film surface.

After defining the top electrode a device was fabricated in the following schematic.

Bottom Copper Contact

Nb:STO (001)

BSTO

Top Gold Contact

Figure 5.11: A schematic of the final configuration of the BSTO thin film used for
property measurements.
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Chapter 5. Growth of Ferroelectric BSTO (001) Thin Films

5.5.2 Polarisation Measurements

The polarisation measurements were performed on a commercial Ferroelectric Tester
setup. For the experiment a 1 kHz Standard Bipolar input wave was applied to the
ferroelectric thin film and the output was amplified using the 200V internal amplifier
of the device.
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Figure 5.12: Polarisation Vs. Electric Field curves for the BSTO thin films. The
obtained values are Pmax = 0.507 µC/cm2 and Pr = 0.113 µC/cm2

The following data was obtained from the experiment

• Maximum Polarisation, Pmax = 0.507 µC/cm2

• Average Remnant Polarisation, Pr = 0.113 µC/cm2

• Coerecive Electric Field, Ec = 834.134 kV/cm

• Effective Capacitance, Ceff = 1.07 pF

5.5.3 Impedance Analysis

An impedance analyser is an electronic device that can measure complex electrical
impedance as a function of frequency. The overall process involves a phase sensitive
measurement of the applied voltage and current while the frequency is continuously
varied throughout the course of experiment. In general impedance analysis is per-
formed to obtain information like resonance frequency, phase response and S param-
eters of a device under testing. Such measurements are also useful in characterising
various dielectric materials. Impedance analysis was performed on the BSTO thin
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5.5. Ferroelectric Characterisation

film to observe its frequency response to external AC signals and to determine the
resonance frequency.

5.5.4 Frequency and Phase Response

The impedance analysis was done in the constant current mode with I=500 µA, 100
ms averaging was performed on the recorded data.

Figure 5.13: The Impedance Vs Frequency graph of the BSTO thin film. The thin
film shows high bandwidth and has a resonance frequency around 2.5 MHz.

0.
00

1
0.

00
2

0.
01

0.
02 0.

1
0.

2 1 2 10 20

Frequency (MHz)

-90

-60

-30

0

30

60

90

P
h

as
e 

A
n

g
le

 (
D

eg
re

es
)

Figure 5.14: The phase response of the thin film under an continuously changing
frequency.
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Chapter 5. Growth of Ferroelectric BSTO (001) Thin Films

5.6 Discussion

BSTO target material was successfully prepared by Solid State Reaction method and
characterised by X-Ray Diffraction. The absence of any unexpected peaks indicate
a proper phase formation in the polycrystalline material. Now coming to thin films,
a streaky RHEED pattern after PLD growth of the film indicates 2D layer by layer
growth. The XRD spectra of the BSTO/STO(001) thin films only shows the peaks
corresponding to ab planes. This confirms that the only c axis oriented growth has
taken place without any disordered or strained phases. This is a particularly impor-
tant observation, as our ferroelectric films must be highly epitaxial and oriented to
ensure out of plane electric polarisation. The BSTO/Nb:STO(001) thin films show
some additional peaks compared to the previous film. These peaks however are not
due to additional phases or growth orientation, they actually correspond to diffraction
of Cu K-β radiation, which the diffractometer could not filter. We performed electri-
cal polarisation measurements on the prepared ferroelectric thin films and obtained a
P-E hysteresis loop, this confirms the presence of ferroelectric polarisation in the thin
film. Additionally we performed impedance analysis on the films and found resonance
behaviour in the frequency response curve, this is one more confirmation of presence
of permanent electrical polarisation.
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Chapter 6

Growth, Structure and Magnetic
Properties of La0.7Sr0.3MnO3 (001)
Thin Films

6.1 Introduction

Lanthanum strontium manganite La1-xSrxMnO3 (LSMO) is a doped manganite per-
ovskite. It is perhaps one of the most well-studied classes of materials since the
discovery of the colossal magnetoresistance phenomenon in 1950 by G. H. Jonker and
J. H. van Santen [92].

Ordered magnetism is observed in LaMnO3 (a superexchange mediated antiferro-
magnetic insulator) − the mother compound of La1-xSrxMnO3 due to the Mn cation.
Mn is in the +3 oxidation state with four 3d electrons, three of them occupy the t2g
levels and one occupies the eg level. Due to a strong Hund coupling, all the spins
are parallel on a given Mn site [93]. The highly correlated eg band electrons create a
large correlation gap above the Fermi energy. Introduction of Sr dopants induces holes
at the eg band near the Fermi energy. At a doping concentration of x=0.175 Jahn-
Teller distortion vanishes and the magnetic ordering changes from antiferromagnetic
to ferromagnetic [30], with a large effective magnetic moment since the intra-atomic
Hund coupling is strong enough to align the spins within the same ionic site. Due to
the strong intra-atomic ferromagnetic coupling between the itinerant holes and the
localized spins (S = 3/2), the spins first cant (tilt) until the system becomes a ferro-
magnet upon doping with holes. A simpler explanation of hole doped ferromagnetic
transition can be attributed to the creation of mixed valency of Mn within the crystal
that favour the ferromagnetic double exchange, to minimise the overall energy of the
system. The double exchange mechanism also explanins the conductivity of LSMO.
For a detailed explanation of double exchange mechanism refer to Section 2.3.
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Chapter 6. Growth, Structure and Magnetic Properties of LSMO (001) Thin Films

6.2 Thin Film Growth

6.2.1 Target

The reaction sequence involved in the preparation of La0.7Sr0.3MnO3 is

La2O3 + SrCO3 +MnCO3 −→ La0.7Sr0.3MnO3 + CO2 (6.1)

LSMO powder was prepared by Solid State Reaction method in a similar process
described in Sec. 5.2.1. The first round of calcination was performed at temperature
of 900° C for 8 hours. The material was re-ground and subjected to a second round
of calcination at 1000°C for 11 hours.

Post calcination the powder was characterised with XRD to confirm the proper
phase formation. Finally it was pelletised and sintered as in Sec. 5.2.3 to obtain a
target for PLD.

6.2.2 Substrates

SrTiO3 single crystalline substrates with (001) orientation were used to grow LSMO
thin films. The substrates were prepared for deposition in the same process as men-
tioned in Sec. 5.3.1.

Figure 6.1: Snapshot of the LSMO thin film deposition process.

6.2.3 Deposition Conditions

The LSMO/STO (001) thin films were grown under the following deposition condi-
tions:
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6.3. Growth Characterisation

• Substrate Temperature: 650° C

• Target Substrate Distance: 100 mm

• Pressure Conditions: A pressure of 0.2 mbar O2 was maintained with dynamic
flow of gas in the chamber.

• Laser Fluence: 1.6 J/cm2

• Pulse Repetition Rate: 1 Hz

• Number of Pulses: 2000 laser pulses were fired.

• Cooling Rate: 5° C/min in presence of 0.2 mbar static O2 pressure.

6.2.4 RHEED

In situ RHEED of deposition process was performed to examine the growth quality
of the thin films. Then a 30 kV electron beam parameters with beam current of
1.6 µA was used for the imaging. It can be easily seen in Fig. 6.2 (a) that the
specular spot intensity is very high and the three solid spots indicate a bare substrate
surface. The image taken after deposition at room temperature under vacuum i.e.

Fig.5.7 (b), shows a dimmer specular spot with long streaks along the spots indicating
a 2D layer by layer growth.

(a) (b)

(001)

(000)

(001)

(001) (001)

(000)

Figure 6.2: (a) RHEED of STO(001) substrate taken before deposition at 650°C in
vacuum. (b) RHEED of LSMO film deposited on STO(001) substrate after 2000 laser
pulses, taken at room temperature in vacuum. The labelling indicate the correspond-
ing miller indices.

6.3 Growth Characterisation

The structural characterisation of the LSMO/STO(001) thin films was carried out by
X-ray diffraction and X-ray reflectivity experiments. Cu K-α radiation of wavelength
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Chapter 6. Growth, Structure and Magnetic Properties of LSMO (001) Thin Films

1.504 Å was used for all scans.

6.3.1 X Ray Diffraction
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Figure 6.3: Θ− 2Θ X Ray Diffraction spectra of LSMO/STO(001) thin film prepared
by pulsed laser deposition method. The spectra shows the peaks for the LSMO thin
film alongside the STO substrate peaks.

6.3.2 X Ray Reflectivity
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Figure 6.4: Measured and fitted X Ray Reflectivity of LSMO/STO(001) thin film
prepared by pulsed laser deposition method.
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6.3. Growth Characterisation

From XRR data fitting, the film thickness was estimated to be 10.1 nm.

6.3.3 Atomic Force Microscopy

Atomic Force Microscopy was performed on the thin film to obtain the surface topog-
raphy. Image reconstruction and statistical analysis were performed using
Gwyddion, an open source program for visualisation and analysis of SPM (scan-
ning probe microscopy) data.
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Figure 6.5: A surface topography map for a 3× 3 µm section of the LSMO thin film,
obtained by Atomic Force Microscopy (Contact Mode).
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Figure 6.6: 3D reconstruction for a part of the surface of LSMO/STO(001) thin film
illustrating the high homogeneity of the growth surface.
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Height distribution (zero leveled) of the entire captured surface was plotted. This
distribution was fit with a Gaussian. To determine the Root Mean Squared (RMS)
roughness of the surface, an average cross sectional surface roughness profile was
obtained my taking the average of 50 horizontal and 50 vertical line profiles along the
surface.
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Figure 6.7: Height Distribution (zero leveled) obtained from a 3 × 3 µm section of
the LSMO film. This also shows the Gaussian fitting (Red) of height distribution.
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Figure 6.8: Average cross sectional roughness profile of the LSMO surface obtained
by averaging 100 horizontal and vertical line profiles along the entire image. The
obtained RMS roughness (dotted red line) is 0.196 nm.
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6.4. Magnetic Measurements

6.4 Magnetic Measurements

SQUID magnetometry was performed on a 10 nm LSMO/STO(100) thin film. The
sample was Field Cooled at 100 mOe to 2K and the magnetisation data was collected
while increasing the temperature to 400 K.
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Figure 6.9: Field Cooled (10 mOe) magnetisation curve for a 10nm LSMO/BSTO(001)
thin film. The sample shows a paramagnetic to ferromagnetic phase transition at
around 320K.

6.5 Discussion

LSMO/STO(001) thin films were prepared by the PLD technique. The in situ RHEED
pattern taken after growth shows a streaky pattern. This confirms that the 2D growth
of LSMO on STO substrate has happened. The X-Ray Diffraction spectra shows the
LSMO peaks only alongside the STO(001) substrate peaks, this assures that the thin
film is single crystalline and epitaxial. The fitting of X-Ray reflectivity data gives an
estimated LSMO film thickness of 10.1 nm, which corresponds to roughly 26 unit cells.
The surface imaging was performed by Atomic Force Microscopy. Reconstruction
and analysis of the images show an atomically flat surface with RMS roughness of
only 0.196 nm, which is less than one unit cell height (0.386 nm) of LSMO. Finally
SQUID magnetometry data of the film shows a paramagnetic to ferromagnetic phase
transition at around 320 K, with a saturation magnetisation Msat of 360 emu/cm3.
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Chapter 7

Growth and Characterisation of
Ba0.8Sr0.2TiO3/La0.7Sr0.3MnO3 (001)
Heterostructure

7.1 Introduction

Following the stabilisation of the individual ferroelectric (BSTO) and magnetic
(LSMO) thin films we shift our focus towards developing a composite ferroelectric/-
magnetic heterostructure to investigate the changes that might occur in the interfacial
magnetic properties.

Electrically induced magnetic reconstruction has been predicted using computa-
tional methods and ab initio calculations for a variety of heterostructure interfaces
such as Fe3O4/BaTiO3 (001) [94], ferromagnet/ferroelectric/normal-metal superlat-
tices [95] and manganite/titanate supercells [96]. Burton and Tsymbal [97], via first
principle calculations on La1-xAxMnO3/BaTiO3 interface, where A is a divalent cation,
show that the reversal of ferroelectric polarisation of BaTiO3 leads to a change in the
magnetic order at the interface from ferromagnetic to antiferromagnetic. In contrast a
recent study by Kabanov et. al [98] involving ab initio investigation of different types
of LaMnO3/BaTiO3 heterointerfaces, show that the interface becomes conducting and
simultaneously exhibits an antiferromagnetic to ferromagnetic change of interfacial
magnetic ordering.

The number of exciting experimental investigations that aim to study the change
in magnetic behaviour in such interfaces is quite low. However, some recent at-
tempts have been made in this direction, which employ various experimental tec-
niques. Meyer et. al [99] in 2016 reported the magnetoelectric coupling of mag-
netism and ferroelectric polarisation within a couple of nanometers with a FE/TMO
PbZr0.2Ti0.8O3/ La0.2Sr0.8MnO3 system, probed by polarised neutron reflectometry.
In 2021 Bocirnea et. al [100] studied the polarisation driven magnetism in Ni/BaTiO3
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interface. In the same year Yamada et. al [101] reported anisotropic magnetoresis-
tance effect in an epitaxial Co2FeSi/BaTiO3 interfacial multiferroic system. However,
no reports have been made on the strained ferroelectric/ferromagnetic interfaces like
Ba0.8Sr0.2TiO3/La0.3Sr0.7MnO3. So we aim to study this particular composite het-
erostructure system by the use of SQUID magnetometry.

7.2 Sample Growth

7.2.1 Substrates

SrTiO3 single crystalline substrates with (001) orientation were used to grow
BSTO/LSMO heterostructures. The substrates were prepared for deposition in the
same process as mentioned in Sec. 5.3.1.

7.2.2 Deposition Conditions

The heterostructure was prepared in 2 stages. First, the LSMO magnetic layer was
grown under the following deposition conditions.

• Substrate Temperature: 650° C

• Target Substrate Distance: 100 mm

• Pressure conditions: A pressure of 0.2 mbar O2 was maintained with a dynamic
flow of gas in the chamber.

• Laser Fluence: 1.6 J/cm2

• Pulse Repetition Rate: 1 Hz

• Number of LSMO pulses: 2000 laser pulses were fired.

Following this, the Ferroelectric BSTO layer was grown on top of LSMO at these
deposition conditions.

• Substrate Temperature: 650° C

• Target Substrate Distance: 72 mm

• Pressure Conditions: A pressure of 0.2 mbar O2 was maintained with a dynamic
flow of gas in the chamber.

• Laser Fluence: 1.7 J/cm2

• Pulse Repetition Rate: 4 Hz

• Number of BSTO pulses: 12,000 laser pulses were fired.

The sample was cooled at a rate of 5° C/min in the presence of static 0.2 mbar O2.
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7.3 Growth Characterisation

7.3.1 X Ray Diffraction
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Figure 7.1: Θ−2Θ X Ray Diffraction spectra of BSTO/LSMO/STO(001) heterostruc-
ture. The spectra shows the peaks for the LSMO and BSTO layers alongside the STO
substrate peaks.

7.3.2 X Ray Reflectivity
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Figure 7.2: Measured and fitted X Ray Reflectivity of BSTO/LSMO/STO(001) thin
film prepared by pulsed laser deposition method.
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From XRR data fitting the following thickness were estimated: BSTO - 75.7 nm,
LSMO - 1.7nm.

7.3.3 Atomic Force Microscopy
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Figure 7.3: A surface topography map for a 10 × 10 µm section of the
LSMO/BSTO/STO(001) heterostructure, obtained by Atomic Force Microscopy
(Contact Mode).

0.6

μm

μm

0.7

0
1.2

1.8

2.4

3.0

1.7

10.0

20.1 (nm)

1.5

2.2

3.0

0

Figure 7.4: 3D reconstruction for a part of the surface of LSMO/BSTO/STO(001)
heterostructure illustrating high in-homogeneity of the top surface of bilayer.

For statistical analysis, a method similar to Sec. 6.3.3 was followed. The only differ-
ence being that these procedures were followed on a 10× 10 µm section image of the
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7.3. Growth Characterisation

surface, and for roughness analysis, 250 horizontal and 250 vertical line profiles were
averaged.
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Figure 7.5: Height Distribution (zero leveled) obtained from a 10 × 10 µm section
of the LSMO/BSTO bilayer. This also shows an attempted Gaussian fitting (Red) of
height distribution.
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Figure 7.6: Average cross sectional roughness profile of the LSMO/BSTO bilayer
surface obtained by averaging 500 horizontal and vertical line profiles along the entire
image. The obtained RMS roughness (dotted red line) is about 3.356 nm.

75



Chapter 7. Growth and Characterisation of BSTO/LSMO (001) Heterostructure

7.4 Discussion

LSMO/BSTO/STO(001) heterostructures were prepared using the same deposition
conditions as the individual thin films. The XRD spectra shows the BSTO peaks
clearly but the LSMO peaks are less broad as compared to the individual thin films.
XRR curve fitting shows that the BSTO layer thickness is 75.7 nm corresponding to
190 u.c., the top layer LSMO shows a thickness of only 1.7nm (5 u.c.). This thickness
is extremely small and shows that the growth of LSMO could not stabilise on to of
BSTO. Atomic Force Microscopy reveals that the top surface of the heterostructure
is extremely rough with RMS roughness of 3.356 nm. Such high roughness doesn’t
allow for the epitaxial growth of LSMO.

So this heterostructure needs to be optimised before any meaningful magnetic
experiments can be performed on it. This is the next planned part of this project.
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Chapter 8

Conclusion and Future Prospects

The general summary of the work done and the results obtained in this thesis, followed
by the future plans and prospects of this research work are discussed here.

For the study of ferroelectrically driven interfacial control of magnetism, BSTO
was chosen as the candidate ferroelectric due to it’s lower lattice constant and im-
proved strain compared to its mother compound BTO.The material was synthesised
by solid state reaction method followed by phase characterisation with powder XRD.
The ferroelectric nature of BSTO thin films were prepared by thr Pulsed Laser De-
position method, was confirmed by P -E loop measurements and impedance analysis.

The candidate transition metal oxide for the study was chosen to be LSMO. The
grown thin films were of high epitaxial quality and were atomically flat which was ver-
ified by RHEED, X-Ray Diffraction, X-Ray Reflectivity and Atomic Force Microscopy
experiments. The thin films displayed a paramagnetic to ferromagnetic phase transi-
tion at around 320 K in field cooled SQUID Magnetometry experiments.

In the final part of the thesis we made initial attempts to make heterostructures
of LSMO/BSTO/STO(001) following the optimised parameters for individual BSTO
and LSMO thin films. However, we encountered several issues of ferroelectric relax-
ation and high surface roughness which made the stabilisation of LSMO on BSTO
difficult. This caused the top layer of LSMO to become very thin which cannot be used
as candidate samples for our study of composite magnetic/ferroelectric heterostruc-
tures.

Future Prospects

Since the initial attempts of heterostructure growth was not as per our expectations,
the immediate plans are to stabilise an appreciable thickness of LSMO on BSTO by
optimising the growth process. Once the stable heterostructures are confirmed by
structural analysis experiments, we shall move on to the magnetometry experiments
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and make a detailed comparison between the magnetic data of the thin film and
heterostructure to study the influence of BSTO on the interfacial magnetism of LSMO.

We also plan to do magnetotransport studies on these samples to illustrate the
effect of the ferroelectric material’s local electric field on the transport properties of
LSMO.

Detailed analysis of the results from the above studies will open up avenues of new
research problems from a fundamental point of view in the field of interfacial magnetic
and transport studies of transition metal oxide/ferroelectric heterostructures.
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