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cations with Water(W) and Benzene(B) at the MP2 level of theory

using the 6-31G(d,p) basis set. . . . . . . . . . . . . . . . . . . . . . . . 46

2.3 Stabilization energy valuesa (in kcal mol−1) for different cations with

water dimer (W2), benzene dimer (B2) and, Mixed Dimer (B1W1) at

the MP2 level of theory using the 6-31G(d,p) basis set. . . . . . . . . . 48

2.4 π–cloud thickness a,b for different cations with mixed dimer (B1W1) and

Benzene dimer (B2) at the MP2 level of theory using the 6-31G(d,p)

basis set. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

2.5 Stabilization energy values (in kcal mol−1) for different cations with

water trimer (W3), benzene trimer (B3) and, mixed trimers (B1W2,

B2W1) at the MP2 level of theory using the 6-31G(d,p) basis set. . . . . 53

2.6 Energy values (in kcal mol−1) for conversion from one trimer to another

at the MP2 level of theory using the 6-31G(d,p) basis set. . . . . . . . . 54

vi
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Abstract

In Chapter 1, a study of the topological effects in CO+
2 has been carried out by calcu-

lating non-adiabatic coupling terms (NACTs) between 1 2A’, 2 2A’ and 3 2A’ states.

Using the NACTs, the adiabatic-to-diabatic transformation (ADT) angle (γ12) for 1

2A’, 2 2A’ states of CO+
2 have been calculated. The ADT angle can be used to calcu-

late diabatic potential energy surfaces from the adiabatic potential energy surfaces.

Required number of states have been used to achieve quantization. NACTs have been

calculated using the MOLPRO package at the state-averaged CASSCF level using the

cc-pVTZ basis set.

In Chapter 2, the effect of hydration on cation-π interaction has been studied using

Gaussian 09 suite of programs. The π–system under study is benzene (B) and the

cations (M) studied are Na+, K+, Mg+2, Ca+2 and Al+3. Interaction energy values

for the complexes MBmWn, 0≤ n,m ≤3, m+ n ≤3 have been calculated at the MP2

level of theory using the 6-31G(d,p) basis set. Using these interaction energy values,

the qualitative trend of relative affinity of different cations for benzene and water has

been determined. The π–cloud thickness values have also been calculated for these

system.

xi



Chapter 1

Non-Adiabatic Interaction in CO+
2

1.1 Introduction

Potential energy surfaces (PESs) calculated within the framework of Born-Oppenheimer

approximation1,2 (also called adiabatic potential energy surfaces) do not account

for non-adiabatic effects (coupling between electronic and nuclear motion). In the

Schrödinger equation for a molecular system, non-adiabatic effects appear in the form

of non-adiabatic coupling terms (NACTs1,2). Without NACTs, no transition would

be possible between the states.

Non-adiabatic interactions can be neglected when two PESs are far apart, but

when they come close to each other then their magnitude becomes large. When

two adiabatic PESs become degenerate then the point(s) of degeneracy is(are) called

point(s) of conical/parabolical intersection(s) (CI/PI). Conical intersections of PESs

are common in polyatomic molecules having three or more atoms. The CIs are formed

between two adjacent adiabatic states. There is a rapid exchange of energy between

the electronic and nuclear motion near the CIs and the Born-Oppenheimer approx-

imation of the separability of electronic and nuclear motion breaks down. At these

points of CI/PI, the NACTs become singular. When there is a degeneracy between

states of the same symmetry, then such a point of degeneracy is called Jahn-Teller
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conical intersection (JT-CI). If states of different symmetry intersect then these de-

generacy points are called points of Renner-Teller (RT) intersection.

The inclusion of non-adiabatic effects and CIs is crucial for an accurate study of

the dynamics. NACTs couple adiabatic PESs and are responsible for transition be-

tween the states. They play a key mechanistic role in the spectroscopy of polyatomic

molecules, photochemistry and chemical kinetics. In several important cases such as

dissociation, proton transfer and isomerization processes of polyatomic molecules or

radiationless deactivation of the excited states, CIs provide an efficient channel for ra-

diationless decay between electronic states. The CIs can provide an efficient channel

for ultrafast interstate crossing in the femtosecond time scale.

Therefore, it is important to locate and characterize the CIs in molecular systems.

In this study, the NACTs and the adiabatic-to-diabatic transformation (ADT)

angles for CO+
2 system have been calculated. Using these ADT angles, diabatization

can be carried out given the adiabatic PESs. This study is a part of the ongoing efforts

in the lab to understand the dynamics of multiply charged polyatomic systems.

1.2 Beyond the Born-Oppenheimer Approximation

1.2.1 The Time-Independent Schrödinger Equation

The time-independent Schrödinger equation for a molecular system can be written as:

Ĥ(R, r)Ψ(R, r) = EΨ(R, r), (1.1)

where Ĥ(R,r) and E are the total Hamiltonian and total energy of the molecular

system, respectively. Ψ(R, r) is the total wavefunction of the system, while R and r

represent nuclear and electronic coordinates, respectively. The Hamiltonian consists

2



of following terms:

Ĥ(R, r) = T̂N(R) + T̂e(r) + V̂ee(r) + V̂eN(R, r) + V̂NN(R), (1.2)

where T̂N and T̂e are kinetic energy terms for nuclear and electronic part, respectively.

The terms V̂ee, V̂eN and V̂NN represent potential energy for electronic-electronic re-

pulsion, electronic-nuclear attraction and nuclear-nuclear repulsion, respectively.

Equation 1.2 can be written in a compact form as:

Ĥ(R, r) = T̂N(R) + Ĥe(r|R), (1.3)

where Ĥe(r|R) represents the electronic Hamiltonian containing all other terms given

in equation (1.2) except the nuclear kinetic energy term (T̂N). The use of symbol ”|”

in place of ”,” in Ĥe(r|R) indicates that it depends parametrically on ’R’.

The nuclear kinetic energy term (T̂N) has the following form:

T̂N(R) = − ~2

2µ
∇2(R), (1.4)

where ∇ is the derivative with respect to nuclear coordinates R and µ is the corre-

sponding mass term.

It is difficult to solve equation (1.1) in the given form for molecular systems and

therefore we resort to an approximation called the Born-Oppenheimer (BO) approxi-

mation.

The Born-Oppenheimer approximation states that the slow motion of nuclei can be

ignored while considering the fast electronic motion and nuclei can be assumed to be

static. This approximation is justified on the account that the nuclei are much heavier

when compared to the electrons. Therefore, we solve the Schrödinger equation for Ĥe

part of the total Hamiltonian for a given R. Therefore, the electronic Schrödinger

3



equation within the framework of B-O approximation can be written as follows:

Ĥe(r|R)|ζj(r|R)〉 = uj(R)|ζj(r|R)〉. (1.5)

Equation (1.5) is essentially an eigenvalue problem. Ĥe contains nuclear-nuclear

repulsion and nuclear-electronic attraction terms that depend parametrically on the

nuclear coordinates. |ζj(r|R)〉 is the eigenfunction corresponding to the j th-eigenstate

and uj(R) is the energy eigenvalue of the j th-electronic eigenstate and is a function of

nuclear coordinates.

The total wavefunction can be written as the Born-Oppenheimer expansion:1,2

|Ψ(R, r)〉 =
∞∑
j=1

ψj(R)|ζj(r|R)〉, (1.6)

where ψj(R) is the nuclear wavefunction corresponding to the j th–electronic state.

When uj(R), obtained from equation (1.5), is plotted against a range of R values

then the surface (or curve in the case of a single nuclear coordinate), so obtained,

is called the Potential Energy Surface (or Curve) (PES/PEC) calculated within the

framework of Born-Oppenheimer approximation.

The PESs so obtained are called adiabatic potential energy surfaces. Interaction

between the nuclear and electronic motion (also known as the non-adiabatic interac-

tion) is completely ignored in the PESs thus obtained. These adiabatic PESs intersect

in limited dimensions.

Substituting eq. (1.3) and eq. (1.6) in eq. (1.1), we obtain:

(T̂N(R) + Ĥe(r|R))
N∑
j=1

ψj(R)|ζj(r|R)〉 = E
N∑
j=1

ψj(R)|ζj(r|R)〉 (1.7)
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1.2.2 Breakdown of the B-O Approximation and Non-Adiabatic

Effects:

Time Independent Adiabatic Schrödinger Equation

The adiabatic PESs calculated within the framework of Born-Oppenheimer approx-

imation have an inherent limitation that they do not include non-adiabatic effects.

The effect of nuclear motion can be ignored when the PECs are far apart and in such a

situation non-adiabatic interactions are negligible between any two states. But when

the PESs (of same symmetry) come close to each other then there is a rapid exchange

of energy between the nuclear and electronic motion and the B-O approximation of

separability of electronic and nuclear motion is no longer valid.

While dealing with an adiabatic PES, we deal only with the Ĥe part of the Hamil-

tonian and solve the Schrödinger equation for the electronic part only. To account

for the non-adiabatic interaction, we solve the complete Schrödinger equation given

in equation (1.7).

Equation (1.7) can be re-written as

T̂N(R)
N∑
j=1

ψj(R)|ζj(r|R)〉+ (Ĥe(r|R)− E)
N∑
j=1

ψj(R)|ζj(r|R)〉 = 0. (1.8)

As stated earlier, ψj(R) depends on nuclear coordinates only, while |ζj(r|R)〉 de-

pends on both R and r. Keeping this fact in mind and using equations (1.4) and (1.5)

and left multiplying equation (1.8) with 〈ζk(r|R)|, we obtain:3

− ~2

2µ
∇2(R)ψk(R) + (uk(R)− E)ψk(R)− ~2

2µ

N∑
j=1

(2τkj.∇+ τ
(2)
kj )ψj(R) = 0, (1.9)

where k=1,....,N and τkj and τ
(2)
kj are the first and second-order NACTs, respectively.

5



Non-Adiabatic Coupling Terms

The first order NACTs have the following form:

τjk(R) = 〈ζj(r|R)|∇ζk(r|R)〉. (1.10)

From the form of the NACTs, it is evident that they connect two states. The

first-order coupling terms form an anti-symmetric matrix, i.e.,

τjj(R) = 0, (1.11a)

τjk(R) = −τkj(R). (1.11b)

And the second-order NACTs have the following form:

τ
(2)
jk (R) = 〈ζj(r|R)|∇2ζk(r|R)〉, (1.12)

where ∇2 is the second derivative with respect to nuclear coordinates.

NACTs have a large magnitude in the vicinity of the CIs. At the points of CIs,

the NACTs become singular. The NACTs and the topography of Born-Oppenheimer

potential energy surfaces are related in the following manner given by the Hellmann-

Feynman theorem:4–7

τjk =
〈ζj(r|R)|∇He|ζk(r|R)

uk − uj
.

Equation (1.10) can be written in a matrix form as follows:8

− ~2

2µ
∇2Ψ + (u− E)Ψ− ~2

2µ
(2τ .∇+ τ (2))Ψ = 0 (1.13)

where Ψ represents the matrix that contains the nuclear functions { ψj(R), j=1...N }

and u is a diagonal matrix that contains the eigenvalues of the electronic Schrödinger

equation. τ and τ (2) are matrices containing first and second order NACTs, respec-

tively. The dot (.) represents the scalar product.

6



A detailed description of the B-O approximation and non-adiabatic effects requires

a brief mathematical introduction. Therefore, the next section deals with some mathe-

matical topics like Hilbert space, first order differential equation and its solutions and

Curl-Divergence equations, etc. After getting acquainted with these mathematical

aspects we shall return to the Born-Oppenheimer equation.

1.3 Mathematical Introduction

1.3.1 Hilbert Space

A complete basis set of eigenfunctions of electronic Schrödinger equation { |ζj(r|R)〉, j =

1...N } spans the Hilbert space.

They follow the resolution of unity :

I =
N∑
k=1

|ζk(r|R)〉〈ζk(r|R)|. (1.14)

Any function |ξ(r|R)〉 can be expanded in terms of a linear combination of |ζk(r|R)〉,

with the coefficient of expansion being the overlap between the two functions:

|ξ(r|R)〉 =
N∑
k=1

|ζk(r|R)〉〈ζk(r|R)|ξ(r|R〉. (1.15)

A complete Hilbert space is spanned by an infinite number of electronic eigenfunc-

tions. But for numerical purposes, we cannot deal with a space having infinite basis.

Therefore, we have to devise a quasi-complete Hilbert space involving a finite group

of states, which gives nearly the same results as Hilbert space spanned by an infinite

number of states. The space spanned by these finite group of states is called a Hilbert

subspace.

In the case of a PES, we deal with the Hilbert space at a given nuclear configuration

(R). But in the case of NACTs, we encounter the derivatives with respect to nuclear

coordinates (R). That means that in the case of the NACTs, nearby Hilbert spaces

have to be taken into account. Therefore, we define the relation between the points

7



of Hilbert space. The connection between points of Hilbert space is given by:9

|ζk(r|R + ∆R)〉 =
N∑
j=1

(δkj −∆R.τkj)|ζj(r|R), (1.16)

where δkj is the Kronecker delta function. The above expression holds for Hilbert

subspace as well. The above equation suggests that NACTs connect a point R of

Hilbert space with the points in its close proximity.

1.3.2 Curl Equation

The Curl equation for vector quantities is given as:

H = ∇× τ , (1.17)

where H and τ are vector quantities. In this case, the z -component of H has the

following form:

Hz =
∂τx
∂y
− ∂τy
∂x

. (1.18)

This is called the abelian-case. If we have a matrix in the place of a vector, then

the Curl equation changes significantly and it assumes the following form in the case

of a two coordinates (say p, q) system:

Fpq =
∂τp
∂q
− ∂τq
∂p
− [τp, τq]. (1.19)

This situation is known as a non-abelian case and the above equation is known

as an extended curl equation. Equation (1.19) can be written in a compact form as

follows:

F = H − T , (1.20)

where

Hpq =
∂τp
∂q
− ∂τq
∂p

(1.21)
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and

T pq = [τp, τq] = [τ × τ ]. (1.22)

Using the resolution of unity (equation (1.14)) property of Hilbert space, it can

be proven that for a Hilbert space, F has to be identically zero,8,10 i.e.,

F = 0. (1.23)

1.3.3 Divergence Equation

In the Hilbert space, the divergence of the first-order non-adiabatic coupling terms

(∇τjk) can be written in the following form:

∇τjk = τ
(2)
jk −

N∑
i=1

τjiτik, (1.24)

which, in matrix form, can be written as:8,10,11

∇τ = τ (2) − τ 2. (1.25)

Equation (1.25) is called the extended divergence equation.

1.3.4 The First Order Differential Equation

We consider the following first order differential equation:

∇Ω(R) + τ (R)Ω(R) = 0, (1.26)

where Ω(R) is a scalar matrix and τ (R) is an anti-symmetric vector matrix. R

is a point in configuration space.
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Analyticity of a First Order Differential Equation

For equation (1.26) to have an analytic solution, the extended curl equation given in

expression (1.19) has to be zero. From equation (1.23), we know that for an extended

curl equation (F ) to be zero, the group of states involved must form the Hilbert space

(or subspace).

Orthogonality

A consequence of the τ matrix being anti-symmetric is that the scalar matrix Ω(R)

in equation (1.26) is orthogonal i.e.:

ΩΩ† = I = Ω†Ω. (1.27)

Solution of a First Order Differential Equation

In general, first order differential equations of the type

∇f(x) + t(x)f(x) = 0

have solutions in the following form:

f(x) = f0(e
−

∫ x
x0
t(x′).dx′

).

But in our case, we have matrices as variables. Therefore, the usual techniques for

solving equation (1.26) cannot be employed. Here a different method known as prop-

agation12–14 is employed. Equation (1.26) is solved along a contour Γ, which starts

from a point R0 and goes upto point R in configuration space. The scalar matrix has

an initial value of Ω(R0).

Finally, upon solving the differential equation, we obtain:

Ω(R|Γ) = ℘exp

{
−
∫ R

R0

τ (R′|Γ).dR′
}

Ω(R0). (1.28)
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Since matrix multiplication is not commutative, we put an ordering operator ℘ in

the equation that ensures the multiplication in a definite order along the contour Γ.

The dot (.) signifies the scalar product between the vectorial quantities τ (R’ |Γ) and

dR’ in the above equation which indicates that we deal with a tangential component

of NACTs along the contour.

For a closed contour, equation (1.28) will look like:

Ω(R0|Γ) = ℘exp

{
−
∮

Γ

τ (R′|Γ).dR′
}
.Ω(R0). (1.29)

A portion of equation (1.29) is defined as:

D(Γ) = ℘exp

{
−
∮

Γ

τ (R′|Γ).dR′
}
. (1.30)

Equation (1.30) has a special significance and it will be discussed later.

1.4 Diabatization

1.4.1 Adiabatic Schrödinger Equation

After discussing the relevant mathematics, we shall now start with equation (1.13) :

− ~2

2µ
∇2Ψ + (u− E)Ψ− ~2

2µ
(2τ .∇+ τ (2))Ψ = 0 (1.13)

We can write the second-order NACTs (τ (2)) in terms of the first-order NACTs

(τ ) using the divergence equation in Hilbert space as given in equation (1.25). Sub-

stituting equation (1.25) in equation (1.13), we obtain:

− ~2

2µ
∇2Ψ +

(
u− ~2

2µ
τ 2 − E

)
Ψ− ~2

2µ
(2τ .∇+∇τ)Ψ = 0. (1.31)

It can be shown that

(∇+ τ )2Ψ = (∇2 + τ 2 + 2τ .∇+∇τ )Ψ. (1.32)
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Substituting equation (1.32) in equation (1.31), a more compact form13,15 of equa-

tion (1.31) is obtained:

− ~2

2µ
(∇+ τ )2Ψ + (u− E)Ψ = 0. (1.33)

Equation (1.33) is a nuclear Schrödinger equation within the adiabatic framework

in Hilbert space formed by a finite group of states. We cannot solve this equation

because of the quantity τ present in equation (1.33). In the region of configuration

space, τ (NACTs) may become singular (at CI/PI) leaving the whole equation un-

solvable. Therefore, what we would like to do next is to eliminate τ from equation

(1.33).

1.4.2 Adiabatic-to-Diabatic Transformation Matrix and its

Properties

For the purpose of eliminating τ from equation (1.33), we define a matrix which is

called the adiabatic-to-diabatic transformation (ADT) matrix A(R) as follows:8,11,15,16

Ψ(R) = A(R)χ(R). (1.34)

χ(R) can be chosen to satisfy the equation (1.34). It does not contain the NACTs.

Next, we assume that A(R) is a solution of the first order differential vector

equation given in equation (1.26). Therefore, we can write:

∇A(R) + τ (R)A(R) = 0. (1.35)

Some of the properties of A(R) emanate automatically from the fact that it is a

solution to the first order differential vector equation.

• For equation (1.35) to have an analytical solution, the corresponding extended

curl equation (given in equation 1.19) has to be zero. In section 1.3.4 it has been
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discussed that the necessary and sufficient condition for this is that the states

involved form a Hilbert (sub)space.

• A(R) is an orthogonal matrix as τ (R) is an anti-symmetric matrix (section

1.3.4).

AA† = I = A†A. (1.36)

Now, substituting equation (1.34) in equation (1.33), we obtain:

− ~2

2µ
(∇+ τ )2A(R)χ(R) + (u(R)− E)A(R)χ(R) = 0. (1.37)

Expanding the (∇+ τ )2A(R)χ(R) part, we obtain:

(∇+τ )2Aχ = 2(∇A).(∇χ)+A∇2χ+(∇2A)χ+(∇τ )Aχ+2τ (∇A)χ+2τA(∇χ)+τ 2Aχ.

(1.38)

which, upon rearrangement can be written as:

(∇+ τ )2Aχ = A∇2χ+ 2(∇A+ τA).∇χ+ {(τ ) +∇).(∇A+ τA)}χ. (1.39)

Using equation (1.35), equation (1.39) gets simplified to the following expression:

(∇+ τ )2A(R)χ(R) = A(R)∇2χ(R). (1.40)

Now, substituting equation (1.40) in equation (1.37), we obtain:

− ~2

2µ
A(R)∇2χ(R) + (u(R)− E)A(R)χ(R) = 0. (1.41)

By left multiplying this equation with A†(R), we obtain

− ~2

2µ
A†(R)A(R)∇2χ(R) +A†(R)(u(R)− E)A(R)χ(R) = 0. (1.42)
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Equation (1.42) can be re-arranged to the following form:

− ~2

2µ
A†(R)A(R)∇2χ(R) + {(A†(R)u(R)A(R))− E(A†(R)A(R))}χ(R) = 0.

(1.43)

Substituting equation (1.36), equation (1.43) reduces to the following form:

− ~2

2µ
∇2χ(R) + (W (R)− E)χ(R) = 0, (1.44)

where W(R) is a diabatic potential matrix and has the following form:

W (R) = A†(R)u(R)A(R). (1.45)

Therefore, if we have the ADT matrix A(R) and the diagonal adiabatic potential

matrix u(R), then we can have the diabatic potential matrix as per the scheme given

in equation (1.45). The matrix u(R) can be obtained from the electronic Schrödinger

equation (see equation 1.5). From equation (1.45), it is clear that adiabatic potential

matrix (u) is an eigenvalue matrix for the diabatic potential matrix W. Till now, we

do not know how to obtain the ADT matrix A(R).

To obtain the ADT matrix A(R), we solve the first order differential vector equa-

tion given in equation (1.35). It is solved as per method given in section 1.3.4. Equa-

tion (1.35) is solved along a suitably chosen contour Γ to include the configuration

space of interest.

So the solution for equation (1.35) along a contour Γ having initial point R0 will

resemble equation (1.28):12

A(R|Γ) = ℘exp

{
−
∫ R

R0

τ (R′|Γ).dR′
}
A(R0). (1.46)

The dot (.) signifies the scalar product between τ (R′|Γ) and dR’ , which implies

that we deal with the tangential components of NACTs along the given contour Γ.

For the sake of convenience and simplifying the numerical procedure, we often choose
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the contour to be circular. When we have a circular contour, the variables are (q, ϕ),

q being the radius of the contour and ϕ is the angle subtended at the centre from a

suitably chosen reference.

Equation (1.46) assumes the following form for a circular contour:

A(ϕ|q) = ℘exp

{
−
∫ ϕ

0

τ (q, ϕ′|Γ)dϕ′
}
A0(q). (1.47)

In the equation above, we have taken only the angular part in the integration as

it constitutes the tangential component of NACTs along the given contour and the

scalar product has been dropped for the same reason. A0(q) in equation (1.47) is the

initial value of the matrix A(q) at ϕ = 0.

At the end-of-the-contour integration, the upper limit of integration becomes ϕ =

2π and equation (1.47) becomes:

A(ϕ|q) = ℘exp

{
−
∫ 2π

0

τ (q, ϕ′|Γ)dϕ′
}
A0(q). (1.48)

We define a quantity D(q) as:10,17–19

D(q) = ℘exp

{
−
∫ 2π

0

τ (q, ϕ′|Γ)dϕ′
}

(1.49)

Therefore, to calculate the ADT matrix, we choose a suitable circular contour,

which includes the region of interest and calculate angular NACTs for it. These

angular NACTs, in our case, have been calculated numerically using the MOLPRO

software package.20 In the next section, the use of these angular NACTs for calculat-

ing the ADT matrix is discussed.

The diabatic potential matrix W obtained using equation (1.45) may become mul-

tivalued if it surrounds one or more CIs. The Schrödinger equation in equation (1.44)

cannot be solved unless W are single valued. It can be proved that for a diabatic

potential matrix W(R) to be single valued in a region of configuration

space, D(Γ) has to be diagonal with phase factors.17,18
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1.5 Methodology

1.5.1 A 2-State System

In the case of a 2-state system, the non-adiabatic coupling matrix (NACM) will be a

2 × 2 anti-symmetric matrix. Therefore, for the case involving only two states 1 and

2, the NACM has the following form:

τ (q, ϕ) =

 0 τ12

−τ12 0

 . (1.50)

The simplest 2 × 2 real orthogonal ADT matrix A(q, ϕ) that we can think of is

the following:

A(q, ϕ) =

 cosγ12(q, ϕ) sinγ12(q, ϕ)

−sinγ12(q, ϕ) cosγ12(q, ϕ)

 , (1.51)

where γ12(q,ϕ) is the angle to be determined.

The ADT matrix A(q, ϕ) has to be a solution of the first order differential vector

equation given in equation (1.35). We determine γ from the condition that the matrix

A(q, ϕ) satisfies the first order differential equation. If we substitute equation (1.50)

and equation (1.51) in equation (1.35), then we get an expression for γ(q, ϕ) as given

below:

∇γ12(q, ϕ) + τ12(q, ϕ) = 0 (1.52)

Equation (1.52) is also a first order differential equation and is solved in the same

fashion as given in the section 1.3.4. The equation (1.52) has to be solved along a

suitably chosen circular contour Γ. The solution of equation (1.52) along the contour

Γ is given below:

γ12(ϕ|q) =

∫ ϕ

0

τ12(q, ϕ)dϕ. (1.53)

As it was stated earlier, the angular component is tangential to the contour. There-

fore, we are not required to take the scalar product. γ is called the adiabatic-to-diabatic
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transformation angle.

At the end-of-the-contour integration, the upper limit of integration is ϕ = 2π and

the angle so obtained is called the topological phase. In this case, equation (1.53) has

the following form:

γ(0, 2π|q,Γ) = α12(q) =

∫ 2π

0

τ12(q, ϕ)dϕ. (1.54)

When we substitute the topological phase (α12(q)) in place of the ADT angle

(γ12(ϕ)|q) in the matrix given in equation (1.50), we get the topological matrix D(Γ):

D(Γ) =

 cosα12(q) sinα12(q)

−sinα12(q) cosα12(q)

 (1.55)

As it was stated earlier, we obtain a single valued diabatic potential energy matrix

only when D(Γ) is diagonal. From equation (1.55), it is clear that for D(Γ) to be

diagonal, the topological phase (α12(q)) has to be an integer multiple of π:

α12(q, ϕ) =

∫ 2π

0

τ12(q, ϕ)dϕ = nπ, (1.56)

where n ∈ Z. This is called the quantization condition. Therefore, we integrate

the angular NACTs obtained for a suitably chosen circular contour including the

configuration space of interest over the range [0,2π] to get the quantization condition.

Once the quantization condition is fulfilled, the adiabatic potential energy surfaces

can be diabatized in the configuration space surrounded by the contour.

In this case, the diabatic potential matrix W(R) is a 2 × 2 matrix given below:

W (R) =

 W11(R) W12(R)

W21(R) W22(R)

 (1.57)

Since we have the ADT matrix A in terms of coordinates (q, ϕ), we have to

transform the coordinates from (q, ϕ) to the coordinate system of adiabatic potential

matrix u . Once this coordinate transformation of the A matrix is done (say coordinate
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R), diabatization is carried out as per scheme given in equation (1.45) which has been

written below again:

W (R) = A†(R)u(R)A(R) (1.40)

After the matrix multiplication, we get a 2 × 2 diabatic potential matrix similar

to the one in equation (1.57) and the corresponding matrix elements are given below:

W11(R) = u1cos
2γ(R) + u2sin

2γ(R) (1.58a)

W22(R) = u1sin
2γ(R) + u2cos

2γ(R) (1.58b)

W12(R) = (u1 − u2)cosγ(R)sinγ(R) (1.58c)

1.5.2 A 3-State System

Theoretically, we have to include NACTs between all states (infinite) to get an ex-

act quantization condition. But, because of practical consideration, we select those

electronic states among which the non-adiabatic effects are significant (which are the

states spanning the Hilbert subspace) and lead us to quantization condition to a rea-

sonable extent. When only two adjacent states are nearing each other then the Hilbert

space spanned by these two states is sufficient enough to lead us to a reasonable quan-

tization condition. Such a case is discussed in section 1.5.1.

Sometimes, the quantization condition is not fulfilled using only two states because

of interference from (an)other nearby state(s). Non-adiabatic effects from these states

are also significant and have to be included to get the quantization condition.21,22

As a first step to achieve quantization, we include a third state in our calculations

and the non-adiabatic coupling matrix (NACM) gets modified. The resulting 3 × 3

anti-symmetric matrix is given in the equation below:

τ (q, ϕ) =


0 τ12 τ13

−τ12 0 τ23

−τ13 −τ23 0

 . (1.59)
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The three-state adiabatic-to-diabatic transformation (ADT) matrix (A(3)) has to

be a 3 × 3 orthogonal matrix . It can be obtained through the product of three

rotation matrices, namely Q
(3)
12 (γ12), Q

(3)
13 (γ13), and Q

(3)
23 (γ23) where γ12, γ13 and γ23

are Euler rotation angles.23–28

Therefore, the ADT matrix (A(3)) will have the following form:

A(3) = Q
(3)
12 (γ12)Q

(3)
23 (γ23)Q

(3)
13 (γ13). (1.60)

The orthogonal Q
(3)
12 (γ12) matrix can be written in the following form:

Q
(3)
12 (γ12) =


cosγ12(q, ϕ) sinγ12(q, ϕ) 0

−sinγ12(q, ϕ) cosγ12(q, ϕ) 0

0 0 1

 . (1.61)

Other matrices Q
(3)
13 (γ13) and Q

(3)
23 (γ23) can be written in a similar manner and are

orthogonal.

The ADT matrix (A(3)) thus obtained using equation (1.60) will be an orthogonal

matrix as it is a product of three orthogonal matrices [Q
(3)
12 (γ12), Q

(3)
13 (γ13), Q

(3)
23 (γ23)].

It has the following form:

A(3)(Γ) =


c12c13 − s12s13s23 s12s23 c12s13 + c12s23c13

−s12c13 − c12s23s13 c12c23 −s12s13 + c12s23c13

−c23s13 −s23 c23c13

 (1.62)

Here cjk is cos(γjk) and sjk is sin(γjk). γjk are corresponding ADT angles.

If γjk(ϕ|Γ) is replaced by the corresponding end-of-the-contour integrated ADT

angle γjk(0, 2π|Γ), which is denoted as α(Γ), then we get the corresponding topologi-

cal matrix D (3)(Γ).

We have ensured the orthogonality of matrix A(3), but at the same time it has to be
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a solution of the first order differential equation given in equation (1.35). Substituting

A(3) = Q
(3)
12 (γ12)Q

(3)
13 (γ13)Q

(3)
23 (γ23)

(order is important) in equation (1.35), we get a set of coupled linear differential

equations corresponding to three ADT angles as follows:

∇γ12 = −τ12 − tanγ13(τ23cosγ12 + τ13sinγ12) (1.63a)

∇γ13 = τ23sinγ12 − τ13cosγ12 (1.63b)

∇γ23 = −(cosγ23)−1(−τ13cosγ12 + τ23cosγ12) (1.63c)

The grad operator ∇ represents the derivative with respect to ϕ (∂/∂ϕ).

These linear coupled equations are solved to obtain the corresponding ADT angles.

To have a single valued diabatic potential matrix W , the topological matrix

D (3)(Γ) has to be diagonal. For the topological matrix D (3)(Γ) to be diagonal, cor-

responding topological phases must be quantized. Since we are considering the 1 2A’

and 2 2A’ states of CO+
2 , so we focus on quantization of α12(q).

1.5.3 Signflips of Electronic Eigenfunctions

Longuet-Higgins found that when electronic eigenfunctions surround a point of de-

generacy they acquire a phase, which causes flip of sign of these eigenfunctions.29–31

This fact has a special significance in relation to confirm the existence of a CI in a

given configuration space.

The topological matrix D(Γ) matrix also satisfies the following relation:

|ζ(r|R0|R0)〉 = D(Γ)|ζ(r|R0)〉, (1.64)

where |ζ(r|R0)〉 is the (column) matrix containing the electronic eigenfunctions at the

initial point R0 of the closed contour Γ. ζ(r|R0|R0)〉 is the (column) matrix containing

the electronic eigenfunctions after they transported along the closed contour Γ.

Equation 1.64 suggest that the electronic eigenfunctions corresponding to the states
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having a degeneracy point in the region of the configuration space surrounded by a

closed contour flip their signs when transported along the closed contour.

In a two states system, the corresponding electronic eigenfunctions are (say) |ζ1(r|R)〉,

|ζ2(r|R)〉. If these states have a degeneracy point (CI) in the configuration space

enclosed by a close contour Γ then the matrix D(Γ) (given in equation (1.55)) will

be a 2 × 2 matrix having -1 on the diagonal and 0 on off-diagonal positions. For this

to happen, the topological phase α have to be an odd-integer multiple of π. When

the closed contour encloses one CI then the odd-integer is 1. Therefore, we get the

end-of-the-contour value of the ADT angle (topological phase) to be ±π. Thus, D(Γ)

results in a change in the sign when electronic eigenfunctions are transported along

the contour Γ.

If the same states have two degeneracy points in the region surrounded by the closed

contour then the electronic eigenfunctions flip their signs twice thus returning to their

original form. Therefore, the D(Γ) matrix will have 1 on the diagonal and 0 on the

off-diagonal positions. For this to happen, the end-of-the-contour ADT angle α has

to be an even-integer multiple of π. When the closed contour Γ surrounds two CIs

then the integer come out to be 0 or 2. Therefore, the value of the topological phase

α obtained is ±2π.

Conversely, we can state that if we get the end-of-the-contour ADT angle to be π

then the contour surround one CIs. Also, if it comes out to be 2π then the contour

surrounds two CIs.

1.6 Numerical Considerations

1.6.1 Computational Details

CO+
2 has 21 electrons, of which 15 are valence electrons and 6 are core electrons. It

has 12 valence orbitals and 3 core orbitals. The ground state for CO+
2 is 2Πg. For the

purpose of calculation, the symmetry has been taken to be Cs. Therefore, the states

are of A’ and A” symmetry.

21



To calculate the NACTs, the Molpro program package20 has been used and the

calculations have been carried out at the state-averaged complete active space self-

consistent field (CASSCF) level of theory. The eleven valence electrons were dis-

tributed in the ten active orbitals, while the 5 orbitals (3 core orbitals + 2 valence

orbitals) were kept closed. The Dunning’s basis set32 cc-pVTZ was used throughout

the calculations. State-averaged three state calculations having equal weights have

been carried out.

A numerical differentiation method (in Molpro) has been employed to calculate

NACTs. In this method, electronic wavefunction for the states is calculated numer-

ically at a given nuclear coordinate R. The wavefunction is also calculated in the

vicinity (very small distance ±∆R) of the given nuclear coordinate. Then a numeri-

cal differentiation is carried out. An average value (of (R, R-∆R), (R, R + ∆R)) is

taken. In this study, ∆R (in this case ∆ϕ) is chosen to be 1.0 degree.

JT-NACTs (NACTs between states of the same symmetry) for 1 2A’, 2 2A’ and

3 2A’ have been calculated. NACTs between (1,2) A’, (2,3) A’ and (1,3)A’ are des-

ignated as τ12, τ23 and τ13, respectively. The ground state 2Πg for CO+
2 is doubly

degenerate and in Cs symmetry it splits into two states of different symmetry: 1 2A’

and 1 2A”. RT-NACTs between these two states have been calculated. Also the PECs

for these 4 states (3 of 2A’ and 1 of 2A”) have been generated for different radii at

the MCSCF level of theory using the cc-pVTZ basis set.

1.6.2 Numerical Aspects

In the present study, contours surrounding the region of configuration space of interest

are chosen to be circular in the triatomic plane. Reasons for this circular plane are

that it is numerically convenient to carry out calculations in a circular plane and the

dynamics of the molecule is carried out in the triatomic plane.
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For calculations, two schemes have been employed:

Figure 1.1: Coordinates used in the calculation of NACTs for Scheme 1

Scheme 1

The first scheme is shown in Figure 1.1 and is as follows – one C-O bond distance

(R1=rC-O) is kept fixed at 1.18 Å (R1 in Figure 1.1) and the other O (designated as

O’) revolves around a center (depicted as X in Figure 1.1) which is fixed at 0.6 Å from

the C atom (R2) and the angle X – C – O (designated as A1 in Figure 1.1) is fixed at

179o. The revolving radius (Q) is suitably chosen to encircle the configuration space

of interest. The O’ atom revolves in the range ϕ = [0,2π] to complete the circular

contour. The revolving O’ atom has the closest distance to the C atom when ϕ = 0

and is farthest from C when ϕ = π.

Figure 1.2: Coordinates used in the calculation of NACTs for Scheme 2
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Scheme 2

The second scheme is shown in Figure 1.2 and is as follows: one C–O bond distance

is fixed at 1.18 Å (designated as R1 in Figure 1.2) and the other O (designated as O’)

revolves around a center (depicted as X in Figure 1.2) which is fixed at 0.6 Å from

the O atom (R2). The angle C – O – X (designated as A1 in Figure 1.2) is fixed at

179o . The revolving radius (Q) is suitably chosen to encircle the configuration space

of interest. The O’ atom revolves in the range ϕ = [0,2π] to complete the circular

contour. The revolving O’ atom has the closest distance to the O atom when ϕ = 0

and is farthest from O when ϕ = π.

As stated earlier, the tangential component of NACTs along the contour is re-

quired to determine the ADT matrix. Since we have chosen a circular contour, the

angular component forms the tangential part. Therefore, the angle (ϕ) is varied

to calculate the NACTs while keeping the radius (Q) fixed. The Q values

were varied to choose contours enclosing different areas.

1.7 Results and Discussion

1.7.1 Calculations of NACTs

As stated earlier, couplings between two states are negligible when they are far apart.

But when they approach each other, the NACTs become significant. NACTs become

singular at the point of degeneracy between two PECs. So while tracing a circular

contour, when we go near a CI/PI, the NACTs become large and they decrease as we

move away from the CI/PI. When NACTs are plotted as a function of ϕ, they show

a spiky behaviour near the points of CIs. This behaviour can be observed in Figures

1.3[a-f] and 1.4[a-d].

While drawing plots of NACTs as a function of ϕ, the plots have been kept sym-

metric or anti-symmetric and continuous by flipping the sign of NACTs.
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NACTs: Scheme 1

In the present study, as described in section 1.6.2 (scheme 1), one of the C-O distances

was fixed at 1.18 Å while the other revolves with a fixed radius Q around a center

located 0.6 Å from the C atom. The values of Q chosen in the study are Q = 0.2, 0.3,

1.0, 1.2, 1.4, 2.1, 2.2, 2.3 and 2.4 Å.

When Q = 0.2 and 0.3 Å, two states (1 A’ and 2 A’) yield quantization conditions

adequately. That means that the third state does not interfere and as a consequence

the values of the (1,3) NACTs are small. Plots for the NACTs vs ϕ are simple in

these two cases. There are two simple spikes in the plots. These spiky NACTs and

the (fulfilled) quantization condition (α12 close to π) show that there is one JT CI

between 1 A’ and 2 A’ states in the region. Plots for NACTs vs ϕ are given in Figure

1.3[a-b].

When Q = 1.0, 1.2 and 1.4 Å, the revolving O’ atom comes between C and O

for ϕ = 0 resulting in a C–O’–O configuration. In these cases, the NACTs become

complicated. 2-states (1, 2) NACTs are not adequate to give a correct quantization.

(1, 3) NACTs become significantly larger. (1, 3) NACTs were taken into account to

achieve quantization. It is because of the fact that large radii encircles the regions

where the 3 A’ state comes near the first two states. Plots for NACTs vs ϕ are given

in Figure 1.3[c-e].

When Q = 2.1, 2.2, 2.3 and 2.4 Å, the O’ atom goes past the O atom, thus making

the configuration O’ – O – C for ϕ = 0. Quantization is not achieved by the two lower

states and a 3 - state calculation had to be carried to achieve quantization. Plots of

NACTs vs ϕ are given in Figures 1.3[f] and 1.4[a-c].
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NACTs: Scheme 2

NACTs were calculated for scheme 2 to ascertain the location of another CI (the

first being ∼0.6 Å close to C in the direction away from O). The scheme has been

described in section 1.6.2 and Figure 1.2. Values of Q chosen in this study are 0.4 and

1.2 Å. NACTs for Q = 0.4 Å are relatively simpler, while for Q = 1.2 Å they are a bit

complicated. Three-state calculations are required in both cases to get quantization.

Plots of NACTs vs ϕ are given in Figure 1.4[d-e]

1.7.2 Calculations of the (1,2) ADT angle

The ADT angle γ12(q) for two states is calculated as per scheme given in equation

(1.53), while an end-of-the-contour integration yields a topological phase (α12 (q,Γ))

as given in equation (1.54). A three-state calculation for the ADT angle is carried

out by simultaneously solving coupled linear differential equations given in equations

(1.63a) and (1.63b). These equations were solved using the software package Math-

ematica. End-of-the-contour integration of this three-state α12 (q,Γ) thus calculated

gives the three-state topological phase.

ADT Angle: Scheme 1

For Q = 0.2 and 0.3 Å, the value of the topological phase for a 2-state calculation

is 3.19 and 3.11, respectively. Therefore, for these smaller radii, the quantization is

achieved by considering two states only. It can be concluded safely that the 3rd state

does not interfere for these small radii and correspondingly (1,3) NACTs are also

small. When a 3-state calculation is carried out, it retains its quantization and the

three-state topological phase comes out to be 3.05 and 3.11, respectively. Plots of

2-state and 3-state ADT angles (γ12) vs ϕ are given in Figure 1.5[a-b].

For Q = 1.0, 1.2 and 1.4 Å where O’ is going to the other side of C, the 2-state
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topological phase does not fulfil the quantization condition adequately. Therefore,

we may not get single valued diabatic potentials upon diabatization and the topo-

logical matrix (D) is not diagonal. For this reason, three-state calculations as per

equations (1.63a) and (1.63b) to get the ADT angle were carried out. These yield

sufficiently quantized topological phases. Plots of the two and three state ADT angle

(γ12) against the angle (ϕ) are given in Figure 1.5[c-e]. For Q = 1.0, 1.2 and 1.4 Å,

the two-state topological phase is 1.23, 2.55 and 1.83, respectively. The three-state

topological phase for Q = 1.0, 1.2 and 1.4 are 3.24, 3.24 and 3.22, respectively.

For Q = 2.1, 2.2, 2.3 and 2.4 Å, where O’ goes beyond O, the two-state topological

phases are not quantized. Therefore, we add the 3rd state into the calculation, which

yields topological phases close to 2π for all cases except Q = 2.1. For Q = 2.1, the

3-state α12 is close to π. For Q = 2.1, 2-state and 3-state topological phases are 0.65

and 3.06, respectively. For Q = 2.2, 2.3 and 2.4, the 2-state topological phases are

1.84, 2.30 and 2.49, respectively, while the same for 3-state are 6.77, 6.35 and 6.16.

Plots of the two and three state ADT angle (γ12) against the angle (ϕ) are given in

Figures 1.5[f] and 1.6[a-c].

Results given above indicate that up to Q ≤ 2.1Å the circular contours surround

only one conical intersection, as results of 2-state and 3-state topological phases con-

verge to π. For Q > 2.2Å, the 3-state topological phases converge to 2π, which implies

that the contours surround two conical intersections. Since NACTs are spiky in the

vicinity of ϕ = 0, another CI lies in the interval Q = [2.1-2.2].

All the results for 2 and 3 state α12 for scheme 1 are summarized and listed in

Table 1.1.
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Table 1.1: 2 and 3-state topological phase for 1 2A’ and 2 2A’ states for different Q

values (scheme 1)

Q (Å) 2-state α12 (in radian) 3-state α12 (in radian)

0.2 3.19 3.05

0.3 3.11 3.06

1.0 1.23 3.24

1.2 2.55 3.24

1.4 1.83 3.24

2.1 0.65 3.22

2.2 1.84 6.77

2.3 2.30 6.35

2.4 2.49 6.16

ADT Angle: Scheme 2

As mentioned earlier, from the results of scheme 1, it is clear that there is a CI in

the interval Q = [2.1-2.2] Å. To ascertain and locate the CI, scheme 2 was devised.

Details are given in section 1.6.2 and Figure 1.2.

2-state and 3-state ADT angles for Q = 0.4 and 1.2 Å are calculated. The 2-state

topological phase for Q = 0.4 comes out to be 3.47, which is close to π. 2-state and

3-state topological phase for Q = 1.2 Å are 2.51 and 3.10, respectively. Plots of 2-state

and 3-state ADT angles (γ12) vs ϕ are given in Figure 1.6[d-e]. All the results for 2

and 3 state α12 for scheme 2 are summarized and listed in Table 1.2.

Table 1.2: 2 and 3-state topological phase for 1 2A’ and 2 2A’ states for different Q

values (scheme 2)

Q (Å) 2-state α12 (in radian) 3-state α12 (in radian)

0.4 3.47 NA

1.2 1.83 3.10
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1.7.3 Potential Energy Curves

For the sake of completeness, potential energy curves for CO+
2 have been drawn for

1 2A’, 2 2A’, 3 2A’ and 1 2A” states for several Q values. PECs have been gener-

ated at the MCSCF level of theory using the cc-pVTZ basis set. The values of Q for

which the PECs are drawn are 0.2, 0.3, 1.2, 2.1, 2.3 and 2.4 Å. Plots of the energy

(hartree) against the revolving angle (ϕ) are given in Figure 1.7[a-f]. Potential energy

of the system varies by ∼10-20 hartree when ϕ is varied in the range [0,2π]. Poten-

tial energy is maximum for ϕ = 0 because for this angle O’ is closest to C and O atoms.

It can be inferred from Figure 1.7(a-c) that the PECs for Q = 0.2 and 0.3 Å show

one CI between 1A’ and 2A’ states around ϕ = ∼ π
6
. In Figure 1.7(b), to make (1,2)

A’ CI visible for Q = 0.2, the potential energy curve is drawn for a relatively small

range of angles viz. [-π
3
,π

3
]. 2 A’ and 3 A’ states also come close to each other around

ϕ = ∼ π
3
. As we increase the value of Q, the PECs become more and more spikier

because of large variation in the potential energy values. From figures 1.7[d-f], two

CIs between 1 A’ and 2 A’ and 2 A’ and 3 A’ states can be observed. The 1 A” state

is nearly degenerate with 1 A’ for all values of ϕ except at some points.

1.8 Summary and Conclusion

NACTs and ADT angle for CO+
2 were calculated and the results are summarized

below. From the results of topological phase (α) values, we conclude that:

1. In scheme 1, quantization is adequately achieved with a two-state calculation

for Q = 0.2, 0.3 Å. A three-state calculation for the same set of radii also yields

the quantization condition.

2. For Q = 1.0, 1.2, 1.4, 2.1, 2.2, 2.3 and 2.4 Å, in scheme 1, a reasonable quan-

tization condition is not achieved with the two state calculation. Therefore, we

include a third state (3 2A’), in the calculation and this three-state calculation

yields quantization condition adequately.
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3. For Q = 0.2, 0.3 Å, the 2-state and 3-state topological phases approach π, indi-

cating that there is a JT CI close to the C atom (∼0.6 Å away) in the direction

away from O (see Figure 1.1). For Q = 1.0, 1.2, 1.4 and 2.1 Å, quantization is

achieved through a three state calculation. Still they yield topological phases

close to π suggesting that the circular contour surrounds the the same CI.

4. For Q = 2.2, 2.3 and 2.4 Å, a three state calculation is required to achieve

quantization. The computed topological phases, in these three cases, are close

to 2π. The results suggest that the contours chosen surround two JT CIs and

the other CI lies in the range Q = [2.1, 2.2] Å.

5. Results of calculations carried out as per scheme 2 to ascertain the existence

and location of a second CI suggest that there is one CI, ∼0.4 Å away from the

non-revolving O atom.
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(a) Q = 0.2 Å (scheme 1)

 

(b) Q = 0.3 Å (scheme 1)

 

(c) Q = 1.0 Å (scheme 1)

 

(d) Q = 1.2 Å (scheme 1)

 

(e) Q = 1.4 Å (scheme 1)

 

(f) Q = 2.1 Å (scheme 1)

Figure 1.3: NACTs (τ12, τ13, τ23) plotted as a function of ϕ for different radii (Q)

calculated with R2 = 0.6 Å
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(a) Q = 2.2 Å (scheme 1)

 

(b) Q = 2.3 Å (scheme 1)

 

(c) Q = 2.4 Å (scheme 1)

 

(d) Q = 0.4 Å (scheme 2)

 

(e) Q = 1.2 Å (scheme 2)

Figure 1.4: NACTs (τ12, τ13, τ23) plotted as a function of ϕ for different radii (Q)

calculated with R2 = 0.6 Å
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(a) Q = 0.2 Å (scheme 1)

 

(b) Q = 0.3 Å (scheme 1)

 

(c) Q = 1.0 Å (scheme 1)

 

(d) Q = 1.2 Å (scheme 1)

 

(e) Q = 1.4 Å (scheme 1)

 

(f) Q = 2.1 Å (scheme 1)

Figure 1.5: 2-state and 3-state ADT angle γ12 plotted as a function of ϕ for different

values of Q calculated with R2 = 0.6 Å
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(a) Q = 2.2 Å (scheme 1)

 

(b) Q = 2.3 Å (scheme 1)

 

(c) Q = 2.4 Å (scheme 1)

 

(d) Q = 0.4 Å (scheme 2)

 

(e) Q = 1.2 Å (scheme 2)

Figure 1.6: 2-state and 3-state ADT angle γ12 plotted as a function of ϕ for different

values of Q calculated with R2 = 0.6 Å
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(a) Q = 0.2 Å (scheme 1)

 

(b) Q = 0.2 Å (zoomed) (scheme 1)

 

(c) Q = 0.3 Å (scheme 1)

 

(d) Q = 1.2 Å (scheme 1)

 

(e) Q = 2.1 Å (scheme 1)

 

(f) Q = 2.4 Å (scheme 1)

Figure 1.7: Potential energy curves drawn as a function of ϕ for different values of Q,

calculated with R2 = 0.6 Å using the MCSCF level of theory and the cc-pVTZ basis

set.
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Chapter 2

The Effect of Hydration on the

Cation-π Interaction Between

Benzene and Various Cations

2.1 Introduction

Non-covalent interactions, despite being weak, play a vital role in determining the

physical and chemical properties of substances. There are several types of non-covalent

interactions like hydrogen bond, stacking interaction, hydrophobic interaction, cation–

π interaction, etc. They have been studied extensively to determine the extent of their

influence in chemical and biological systems.33–38 These interactions are used exten-

sively to design novel materials and synthetic routes for efficient chemical processes.

The cation–π interaction is known to govern various chemical and biological phe-

nomena like the stereochemistry in chemical processes, protein structure, transport

across ion channels, molecular recognition and molecular aggregation.39–49 Compre-

hensive reviews of the nature and the factors affecting the biological and chemi-

cal relevance of cation–π interaction have been provided by Ma and Dougherty,39

Dougherty40 and Mahadevi and Sastry.41
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The cation-π interaction plays a significant role in size-selectivity of K-channel pro-

teins which allow only K+ to pass through and hinder the passage of Na+.44 Proteins

assume shapes so as to maximize these non-covalent interactions. Various chemi-

cal processes have been reported wherein the cation–π interaction plays a significant

role. Lakshminarasimhan et al.50 have reported cation–π assisted selective geomet-

ric photoisomerization of trans-diphenylcyclopropane into cis-diphenylcyclopropane

where cation–π interaction between the cation and benzene ring helps in bringing

the two benzene moieties on the same side. Yamada et al.51 have reported face se-

lective addition of nucleophile in the benzene-pyridine complex where the cation-π

interaction between benzene and pyridinium cation allows nucleophile to attack on

benzene only from a particular side. Cation–π interaction is now extensively used

to synthesize and design novel materials and chemical processes. Kim et al.52 have

reported the synthesis of ultrathin single-crystalline silver nanowire where Ag+ ion

is captured in calix[4]hydroquinones (CHQ) nanotube moieties through the cation–π

interaction. Then Ag+ is reduced to Ag atom through photochemical redox reaction

to get crystalline silver nanowire.

A cation–π interaction is resulted when a neutral π–system interacts with a closed-

shell cation. The cation–π interaction involves mainly an electrostatic interaction be-

tween a quadrupole (π–system) and an ion (cation). Therefore, it is essentially an

ion-quadrupole interaction. Being of electrostatic origin, it is considered as one of the

strongest non-covalent interactions.

The electrostatic component is not the sole component of cation–π interaction en-

ergy. Non-zero interaction energy between 1,3,5–trifluorobenzene (which has nearly

zero quadrupole moment) and Na+ ion shows that the cation–π interaction includes

other intermolecular forces as well.39,53 Other components of the cation–π interaction

include a host of intermolecular interactions such as dispersion interaction, charge-

dipole, charge-induced dipole, charge transfer, etc.53 The electrostatic model proposed
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by Dougherty and co-workers suggest that in the case of simple aromatics, 100% vari-

ation in the cation–π interaction energy can be predicted in terms of the electrostatic

component alone and all other energy components fit into a constant parameter.53

There is experimental evidence for the cation–π interaction. Wu et al.54 carried

out a solid-state NMR study of alkali metal cations in their crystalline tetraphenylbo-

rate salts (M[BPh4]), which contain the cation–π interaction, and tried to establish a

relationship between the NMR spectral parameters of the alkali metal cations and ion

binding environments. They found that alkali metal cations showed highly negative

chemical shifts corresponding to the cation–π interaction.

The strength of the cation–π interaction depends on a variety of factors like the

nature of the cation, nature of the π–system, solvation, heteroatom in the π–system

and substituent in the π–system, etc. A cation with a higher charge density will

interact more favourably with a π–system and will have a higher cation–π interac-

tion strength. A cation which is coordination-wise less saturated will interact more

favourably. Arenes (π–systems) with larger quadrupole moments are generally better

at binding with cations as a larger quadrupole moment leads to a larger electrostatic

interaction. The cations are known to have a preference for binding to a π-system

with a higher π–electron content and aromaticity.55

The nature of the substituent(s) on the π–system also influences the strength of

the interaction. Electron-withdrawing groups weaken the interaction, while electron-

donating substituents strengthen the cation–π binding. Initially, π–polarization in-

duced by the substituent(s) was thought to be a predominant factor for this sub-

stituent effect in the cation–π interaction as it ”fits well with chemical intuition”.56

Later, Wheeler and Houk57 showed that the substituent effects in the cation–π inter-

actions do not arise mainly from the polarization of the aromatic π–system. Instead,

this effect arises primarily through-space interaction between the cation and the sub-
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stituent dipole .

Solvation is an important factor that governs the strength of the cation–π inter-

action. The nature of the solvent determines the absolute and relative strengths of

interaction. Any intermediating solvent molecule will diminish the effect, because the

cation-π interaction energy is partially offset by the loss of solvation energy. For a

given cation-π system, the interaction energy decreases with an increase in solvent

polarity.58 It can be explained in terms of both solvation and coordinate saturation

of cations. The cation–π interaction energy decreases with an increase in the solva-

tion of the metal cation. The solvation energy and cation–π interaction balance is

known to work in many chemical and biological phenomena. Ion-specificity in the

K+-ion channels is said to arise from the cation–π interaction.44 The specificity is

attributed to the sufficiently strong interaction between benzene and K+ resulting in

partial dehydration of the ion. Na+ is unable to have such an interaction due to a

larger hydration energy.59

The present work focuses on the effect of hydration on the cation–π interaction

between various metal cations (Na+, K+, Mg+2, Ca+2, Al+3) and benzene. It has been

done by measuring the strength of the cation–π interaction of various metal cations

in the dehydrated and partially hydrated states with benzene as the π–system and

then comparing with the strength of interaction of the cations with water. Several

computational and experimental works59–64 have been directed towards studying the

interaction of metal cations with benzene but the effect of solvation was not under-

taken. Some of them do not discuss the solvent effect, but only calculate the cation–π

interaction between benzene and alkali and alkaline-earth metal cations at different

levels of theory and basis sets, to get an accurate cation-π interaction energy. Amican-

gelo and Armentrout60 have calculated the absolute binding energies of alkali-metal

cations with benzene and benzene dimer using the threshold collision-induced experi-

ments and ab-initio theory at the MP2 level of theory and 6-31G* and 6-31G+** basis
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sets. Cabarcos et al.59 studied the solvation of Na+ and K+ by benzene and water

using vibrational spectroscopy and proposed a mechanism for the size-selectivity of

the K+–ion channel proteins by cation–π interactions. They found that the K+ ion

can shed water molecules to get partly dehydrated from its first solvation shell to bind

with an aromatic moiety but Na+ prefers to interact with water molecules as it has

a high hydration energy. Reddy et al.61 studied the effect of sequential addition of

water molecules (1 to 6) on the interaction between alkali and alkaline-earth metal

cations and a benzene molecule and found that there is a reduction in the cation–π

interaction energy as the number of water molecules increased around the cation and

a sequential elongation in the cation-benzene bond distance. Nicholas et al.62 carried

out an ab-initio molecular orbital study of cation–π binding between the alkali-metal

cations and benzene at various levels of theory . Feller et al.63 estimated the com-

plete basis set (CBS) limit for the cation-π bond strength for alkali-metal cations and

benzene systems. Mishra et al.64 have reported the interaction of benzene dimer and

trimer with a host of cations at the MP2 level of theory and the using the 6-31G(d,p)

basis set. They have reported the cation–π interaction energy values and π–cloud

thickness values.

In the present work, the cations under study are alkali metal cations (Na+, K+),

alkaline earth metal cations (Mg+2, Ca+2) and Al+3. The total number of molecules

around these cations are varied up to three with all possible combinations of benzene

and water. The aim of the study is to find the qualitative trend in the interaction

energies as the number of water and benzene molecules are varied around metal cations

thereby observing the effect of hydration on cation–π interactions.

2.2 Methodology

The most basic and the most used ab initio electronic structure calculation is the

Hartree-Fock (HF) method. But it has a major drawback in that it does not account

for the instantaneous correlated motion of electrons. Thus the use of HF method to
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study non-covalent interactions is limited. The second order Møller-Plesset perturba-

tion theory (MP2), which takes account of electron correlation and it has been used

to calculate the interaction energy. These methods (HF and MP2) have not been

described in the thesis as they are elaborately discussed in standard textbooks.65,66

Interaction energy values were calculated using the Supermolecule Method. The

interaction energy is calculated by subtracting the sum of energies of individual

molecules (or atoms) from the energy of the complex.

Thus stabilization energy (∆E stab) of M+qBnWm is calculated as:

∆Estab = E(M+qBnWm)− [E(M+q) + nE(B) +mE(W )], (2.1)

where B, W and M +q denote the benzene molecule, water molecule and the cation,

respectively, while q denotes the charge on the cation. In this study, q varies from

1 to 3. Basis Set Superposition Error (BSSE) corrections were not calculated as the

interaction energy values are expected to be large.

The π–cloud thickness has been calculated by subtracting the radii of different cations

(r(M+q)) from the centre-of-mass separation between the cation and the benzene ring

(r(Metal-Cent)) in the optimized geometry.

π − cloud thickness = r(Metal-Cent)− r(M+q). (2.2)

Charge densities for the cations have been calculated by dividing the total charge

by the ionic volume. The formula for the Charge Density (CD) is given below for a

cation M+q:

Charge Density =
q × e
4
3
πr3

, (2.3)

where ’e’ is the electronic charge equal to 1.6 × 10−19 C and r is the ionic radius of

the cation.
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2.3 Computational Details

Gaussian 0967 suite of programs was used for the electronic structure calculations.

Initially, geometry was optimized at the HF/6-31G(d,p) level and potential energy

scan calculations were carried to locate the minimum. Later, all optimizations were

carried out at the MP2 level of theory and using the 6-31G(d,p) basis set. Frequency

calculations were then carried out to ascertain the nature of the resultant stationary

point obtained. Most of the geometries reported in the thesis are characterized as min-

ima with real frequencies. Other structures have very small and negligible imaginary

frequencies.

2.4 Results and Discussion

2.4.1 Monomers

Table 2.1 lists the stabilization energy values for Al+3 ion, alkali and alkaline-earth

metal cations with one water molecule. The stabilization energy values for Na+,

K+, Mg+2, Ca+2 and Al+3 with one water molecule come out to be -29.5, -21.7, -

86.1, -57.7 and -198.6 kcal mol−1, respectively. Corresponding optimized geometry is

depicted in Figure 2.2a. The stabilization energy values for a benzene molecule with

Na+, K+, Mg+2, Ca+2 and Al+3 are -28.7, -19.8, -120.4, -71.1 and -356.3 kcal mol−1,

respectively. Corresponding optimized geometry is shown in Figure 2.2b. Stabilization

energy values in the case of both benzene and water follow the trend of charge densities

(Equation 2.3) i.e., the interaction energy value increases as the charge density of the

cations increases. Stabilization energy values with benzene and water are the largest

in case of Al+3. It is because the Al+3 ion bears the highest charge density among the

cations and has relatively a small size. Stabilization energy values are much larger for

dications than for the monocations. Charge densities (abbreviated as CD in Table

2.1) are listed along with the stabilization energy values in Table 2.1.

From the results listed in Table 2.1, it is clear that Na+ and K+ favour interaction
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Table 2.1: Stabilization energy valuesa (in kcal mol−1) for various cations with Wa-

ter(W) and Benzene(B) at the MP2 level of theory and using the 6-31G(d,p) basis

set.

M+q CDb,c ∆E stab(W ) ∆E stab(B)

Na+ 4.4 -29.5 -28.7

K+ 1.6 -21.7 -19.8

Mg+2 27.8 -86.1 -120.4

Ca+2 7.8 -57.7 -71.1

Al+3 77.0 -198.6 -356.3

a: calculated using equation (2.1) in section 2.2. b: CD stands for charge density and

values are given in × 1010 C/m3. c: calculated using equation (2.3) in section 2.2.

with water over benzene by 0.8 and 1.9 kcal mol−1, respectively. This is in contrast

to what was observed experimentally by Kebarle et al.68 They found that the K+—

B interaction is favoured over K+—OH2 in gas phase. Therefore, benzene cannot

displace water in M +—OH2 complexes where M + is Na+ or K+. While the Mg+2

and Ca+2 ions interact more favourably with benzene over water by 34.3 and 13.4

kcal mol−1, respectively. Therefore, benzene can displace the water molecule from the

M +2—OH2 complexes, when M +2 is Mg+2 and Ca+2. The trication Al+3 also prefers

to interact strongly with benzene over water by 157.7 kcal mol−1. This trend is also

reflected in Figure 2.3a, which is a plot between the charge density of the cations and

their stabilization energy values with water and benzene molecules.

Values of ∆Estab plotted for different alkali metal cations interacting with the wa-

ter lie lower than those for benzene. For the alkaline-earth metal cations and Al+3,

on the other hand values of ∆Estab for benzene lie below those for water. Plots are

given in Figure 2.1[a-b]

Optimized geometries for the adduct of water and benzene molecules with various

cations are shown in Figures 2.2a and 2.2b. Some important features like π–cloud
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K+ 

Na+ 

Ca+2 

Mg+2

2 

Al+3 

(a) Plot of ∆Estab for MB1 and MW1 complexes.

 

K+ 

Na+ 

(b) For MB1 and MW1, M = Na+ and K+ only

Figure 2.1: Plot of ∆Estab for MB1 and MW1 complexes, where M +q = Na+, K+,

Mg+2, Ca+2 and Al+3 at the MP2 level of theory and using the 6-31G(d,p) basis set.

thickness values applicable in the case of benzene as a partner and M +q–O distances

applicable in the case of water are listed in Table 2.2.

(a) M+q—W (b) M+q—B

Figure 2.2: Optimized geometries for (a) water and (b) benzene interacting with M +q

= Na+, K+, Mg+2, Ca+2 and Al+3 at the MP2 level of theory and using the 6-31G(d,p)

basis set.

All geometries have been optimized at the MP2 level of theory using the 6-31G(d,p)

basis set. All the geometries reported have been found to be minima with real fre-

quencies.
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Table 2.2: π–cloud thickness valuesa and M+q–O distances (in Å) for various cations

with Water(W) and Benzene(B) at the MP2 level of theory using the 6-31G(d,p) basis

set.

M +q r(M +q)69,70 M +q–O

Distance

M +q-Cent

Distance

π–cloud

thicknessa

Na+ 0.95 2.23 2.42 1.47

K+ 1.33 2.62 2.87 1.54

Mg+2 0.65 1.95 1.98 1.33

Ca+2 0.99 2.33 2.50 1.51

Al+3 0.53 1.77 1.64 1.11

a: π–cloud thickness is calculated using equation (2.2) given in section 2.2.

The M +q—O distance increases as the size of the cation increases. The M +q—O

distances for Na+, K+, Mg+2 Ca+2 and Al+3 in M +q—W complexes are 2.23, 2.62,

1.95, 2.33 and 1.77 Å, respectively.

In the case of M +q—B complexes, all cations in the optimized geometry are placed

symmetrically above the C6-axis of the benzene ring. The metal-centroid distance for

Na+, K+, Mg+2 Ca+2 and Al+3 from benzene are 2.42, 2.87, 1.98, 2.50 and 1.64

Å, respectively. Therefore, it becomes clear that the metal cation–benzene centroid

distance increases as the size of the metal-cation increases. In the case of Al+3, the

distance of the cation from the benzene centroid (1.64Å) is less than the distance from

the O atom (1.77Å) of water. Clearly, cations with high charge densities interact with

the π-system strongly. The π-cloud thickness values are computed to be 1.47, 1.54,

1.33, 1.51 and 1.11 Å for benzene monomer interacting with Na+, K+, Mg+2, Ca+2

and Al+3, respectively. Trend suggests that the π-cloud thickness value increases as

the size of the metal-cation increases.
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2.4.2 Dimers

The stabilization energy values of water dimer interacting with Na+, K+, Mg+2, Ca+2

and Al+3 are computed to be -56.5, -41.4, -164.2, -111.1 and -369.6 kcal mol−1, re-

spectively. Optimized geometries of these systems are depicted in Figure 2.4a. The

stabilization energy values in the case of water dimer are nearly double that of the

water monomer interacting with different cations. Deviations from the additivity for

Na+, K+, Mg+2, Ca+2 and Al+3 are 2.5, 1.9, 8.0, 4.3 and 27.6 kcal mol−1, respectively.

The deviation is significant in the case of Mg+2 and Al+3. The stabilization energy

values for different cations with benzene dimer in a sandwiched geometry are listed

in Table 2.3 and the corresponding optimized geometries are depicted in Figure 2.4c.

The stabilization energy values for Na+ and K+ are computed to be -54.8 and -38.9

kcal mol−1. The stabilization energy values for the Mg+2 and Ca+2 interacting with

benzene dimer are computed to be -208.2 and -132.2 kcal mol−1 respectively. For

Al+3 ion, it is -539.6 kcal mol−1. It is clear that the stabilizing energy values for

benzene dimer with divalent cations are far higher than those for monovalent cations.

This may be attributed to higher charge density of the alkaline-earth metal cations in

comparison to the alkali-metal cations. As stated earlier, cations with higher charge

density interact more strongly with the π–system. Like in the case of water dimer,

stabilization energy values for benzene dimer with various cations are found to be

nearly double that for the benzene monomer, suggesting that the stabilization en-

ergy values are additive for π–cation–π interactions. For the benzene-water mixed

dimer , the stabilization energy values for Na+, K+, Mg+2, Ca+2 and Al+3 are -55.1,

39.7, -190.1, -121.6 and 482.5 kcal mol−1, respectively. The stabilization energy values

for the mixed dimer are nearly the sum of the individual stabilization energy values

for benzene and water. In all cases, the stabilization energy values increase as the

charge density of the cations increases. The stabilization energy value is maximum

for Al+3 for all the three cases (water dimer, benzene dimer and mixed dimer).

In the case of all the three dimers, the π-cation–π interactions are found to be
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nearly additive. Deviations from additivity for Na+, K+, Mg+2, Ca+2 and Al+3 are

2.6, 0.7, 31.6, 10.0 and 73.0 kcal mol−1, respectively. Here again, the deviation is

large for Mg+2 and Al+3. As stated earlier, the cation–π interaction involves a host of

interactions like electrostatic interaction, inductive interaction and dispersion inter-

actions. Most dominant among these is the electrostatic interaction, which is strictly

additive in nature. Therefore, the cation–π interaction is additive to a large extent.

As in the case of benzene and water monomers, Na+ and K+ prefer to interact

with water dimer over benzene dimer by 1.7 and 2.5 kcal mol−1. The Mg+2, Ca+2 and

Al+3 ions prefer to interact with benzene dimer over water dimer by 44.0, 21.1 and

170.0 kcal mol−1, respectively. The stabilization energy values are far higher in the

case of alkaline-earth metal cations and Al+3 ion than for alkali-metal cations.

Table 2.3: Stabilization energy valuesa (in kcal mol−1) for different cations with water

dimer (W2), benzene dimer (B2) and, Mixed Dimer (B1W1) at the MP2 level of theory

using the 6-31G(d,p) basis set.

M +q CD b ∆Estab(W2) ∆Estab(B2) ∆Estab(B1W1)

Na+ 4.4 -56.5 -54.8 -55.1

K+ 1.6 -41.4 -38.9 -39.7

Mg+2 27.8 -164.2 -208.2 -190.1

Ca+2 7.8 -111.1 -132.2 -121.6

Al+3 77.0 -369.6 -539.6 -482.5

a: calculated using equation (2.1) in section 2.2. b: CD stands for charge density and

values are given in × 1010 C/m3.

The stabilization energy values for the mixed dimer (B1W1) interacting with dif-

ferent cations lie in between the ∆Estab values for water dimer and benzene dimer but

the order is different for the alkali metal cations and the alkaline earth metal cations

and Al+3 ion.

48



In the case of alkali cations, ∆Estab values increase in the following order: B2 <

B1W1 < W2. However, in the case of alkaline-earth-metal cations and Al+3 ion, the

∆Estab values increase in the order: W2 < B1W1 < B2.

Plots of ∆Estab values versus charge density of different cations for the all dimer

cases are shown in Figures 2.3[a-b].

 

K+ 

Na+ 

Ca+ Mg+2 

Al+3 

(a) Plot of ∆Estab for For MBmWn, m + n=2

complexes.

 

Na+ 

K+ 

(b) For MBmWn m+ n=2, M = Na+ and K+.

Figure 2.3: Plot of ∆Estab for MBmWm, m,n ≥0 and n + m=2, where M +q = Na+,

K+, Mg+2, Ca+2 and Al+3 at the MP2 level of theory and using the 6-31G(d,p) basis

set.

Optimized geometries for the dimers are shown in Figure 2.4[a-c]. Metal-centroid

distance and π–cloud thickness values for M +q—B2 and M +q—B1W 1 complexes are

listed in Table 2.4.

The geometries have been optimized at the MP2 level of theory and using the 6-

31G(d,p) basis set. All geometries in the case of water dimer come out to be minima

with real frequencies. It can be seen that the O atom of the water molecule is located

2.26, 2.64, 1.96, 2.35 and 1.77 Å away from Na+, K+, Mg+2, Ca+2 and Al+3 cations,

respectively. In all case cases except K+, the O–M –O angle is 180o. The H–O—O–H

dihedral angle is 90o to minimize the repulsion between two water molecules.
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Table 2.4: π–cloud thickness a,b for different cations with mixed dimer (B1W1) and

Benzene dimer (B2) at the MP2 level of theory using the 6-31G(d,p) basis set.

M +q r(M +q)a, 69 M +q-Cent

(B2)
a

π–thickness

(B2)
a

M +q-Centa

(B1W 1)
a

π–thickness

(B1W1)
a

Na+ 0.95 2.42 1.47 2.42 1.47

K+ 1.33 2.88 1.55 2.90 1.57

Mg+2 0.65 2.05 1.40 2.01 1.36

Ca+2 0.99 2.52 1.53 2.52 1.53

Al+3 0.53 1.82 1.29 1.69 1.16

a: all values given are in Å. b: π–cloud thickness is calculated using equation (2.2) given

in section 2.3.

Initial geometry given for optimization for benzene dimer was the eclipsed geom-

etry with the cation sandwiched between two benzene moieties. A post-optimization

frequency analysis indicates that some of the structures obtained are first/second order

saddle point with very small and negligible imaginary frequency(ies). Upon optimiza-

tion, the Na+ and Mg+2 ions form stable geometry (minima) with real frequencies.

Geometries of Ca+2 and Al+3 ions with benzene dimer turn out to be a first order

saddle point with one small negligible imaginary frequency (∼10 cm−1). For K+, the

geometry with benzene dimer turns out to be a second-order saddle point with two

small imaginary frequencies (12.23 cm−1 being the largest).

The metal cation-centroid distances in the optimized geometries of benzene dimer

with Na+, K+, Mg+2, Ca+2 and Al+3 ions are 2.42, 2.88, 2.05 2.52 and 1.82 Å, re-

spectively (listed in Table 2.4). It is found that the cation-centroid distance of the

benzene dimer are slightly increased (to the second decimal place), when compared

to the benzene monomer which can be attributed to the steric adjustment of two

benzene molecules around the cation. That is, benzene molecules move slightly apart

to minimize the repulsion. In the optimized geometry, the two benzene molecules are
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(a) M+q—W2 (b) M+q—BW

(c) M+q—B2

Figure 2.4: Optimized geometries for (a) water dimer, (b) benzene-water mixed dimer

and (c) benzene dimer with M+q = Na+, K+, Mg+2, Ca+2 and Al+3 at the MP2 level

of theory and using the 6-31G(d,p) basis set.

eclipsed with respect to each other and the two benzene moieties have equal distance

from the metal centre. In optimized geometries, B—M—B angle is 180o. Values of

the π–cloud thickness in the case of the benzene dimer with Na+, K+, Mg+2, Ca+2

and Al+3 ions are 1.47, 1.55, 1.40, 1.53 and 1.29 Å, respectively. As the metal-centroid

distance is slightly enhanced in the case of benzene dimer, the π-thickness values also

increase.

In MB1W1 complexes, the M—B and M—O bond lengths are nearly the same

as in the case of MB2 and MW2. The B(X)—M—O bond angles vary in the range

170-180o for different cations. Optimized geometries are shown in Figure 2.4b. Op-

timized geometries for the mixed dimer for all the cations are characterized to be
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minima except for K+ for which the optimized geometry is found to be a second-order

saddle point with the highest imaginary frequency being 9.7 cm−1. For Mg+2 and

Al+3 ions, the optimized geometry is linear, but for Na+, K+ and Ca+2 it is slightly

bent (∼170o). The metal-benzene centroid distances in the mixed dimer complex for

Na+, K+, Mg+2, Ca+2 and Al+3 are 2.42, 2.90, 2.01, 2.52 and 1.69 Å, respectively and

the corresponding π–thickness values are 1.47, 1.57, 1.36, 1.53 and 1.16 Å.

Summary : Alkali metal cations bind more strongly to water than benzene,

their order being B2 < B1W1 < W2. The ∆Estab value is larger for alkaline earth

metal cations and Al+3 ion interacting with benzene than water, their order being

W2 < B1W1 < B2. ∆Estab values is the largest for Al+3. The ∆Estab increases with

an increase in the charge density.

2.4.3 Trimers

The stabilization energy values for MBmWn, m,n ≥ 0, m+n=3 are listed in Table 2.5.

The stabilization energy values for Na+, K+ and Ca+2 with the benzene trimer

(B3) are -70.2, -57.5 and -172.5 kcal mol−1, respectively (see Table 2.5). Efforts to op-

timize the geometry for MB3 for M = Mg+2 and Al+3 were not successful. Optimized

geometries in all other cases illustrated in Figure 2.7c. As expected, the stabiliza-

tion energy values for dications are larger than those of monocations. In the case of

benzene trimer, the ∆Estab values for different cations are close to three times the

value for benzene monomer. However, the deviation from additivity (16.6 and 1.9

kcal mol−1 for Na+ and K+, respectively) is larger for the trimer than for the dimer

(2.6 and 1.9 kcal mol−1 for Na+ and K+, respectively) . ∆Estab for Ca+2—B3 deviates

considerably (30.8 kcal mol−1) from the additivity property. Therefore, we can say

that as the number of benzene molecules around the cation is increased, the deviation

from additivity increases.
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Table 2.5: Stabilization energy values (in kcal mol−1) for different cations with water

trimer (W3), benzene trimer (B3) and, mixed trimers (B1W2, B2W1) at the MP2 level

of theory using the 6-31G(d,p) basis set.

M +q CD ∆Estab(B3) ∆E stab(B2W 1)∆E stab(B1W 2) ∆E stab(W 3)

Na+ 4.4 -70.2 -74.6 -76.7 -79.3

K+ 1.6 -57.5 -57.4 -57.8 -59.2

Mg+2 27.8 NA -243.3 -242.1 -229.4

Ca+2 7.8 -172.5 -172.0 -166.3 -159.0

Al+3 72.8 NA -586.9 -565.7 -501.2

In the case of the mixed trimer B2W1, the ∆Estab values for Na+, K+, Mg+2, Ca+2

and Al+3 are found to be -74.6, -57.4, -243.3, -172.0 and -586.9 kcal mol−1, respec-

tively. Clearly, they increase with an increase in the charge density increase. The

∆Estab values for this mixed trimer (B2W1) with different cations are significantly

different from the sum of the individual stabilization energy values for benzene and

water monomers with these cations. Only K+ follows the additivity rule with a small

deviation of 3.9 kcal mol−1. All other cations have a deviation of more than > 10 kcal

mol−1.

The stabilization energy values for B1W2 with Na+, K+, Mg+2, Ca+2 and Al+3are

-76.7, -57.8, -242.1, -166.3 and -565.7 kcal mol−1, respectively and are comparable to

those for B2W1 (see Table 2.5).

For the water trimer, the stabilization energy values with Na+, K+, Mg+2, Ca+2 and

Al+3 are computed to be -79.3, -59.2, -229.4, -159.0 and -501.2 kcal mol−1, respectively.

From the ∆Estab data obtained for the trimers, it can be concluded that the

alkali metal cations (Na+ and K+) bind more strongly to water than to benzene

molecule. The stabilization energy values increase when benzene molecule is replaced

sequentially with water in the cation-benzene trimer complex as can be seen from
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the values listed in Table 2.6. Hydration {[B3] −→ [B2W1]} is favoured by Na+ by

-4.4 kcal mol−1, but it is disfavoured by K+ although by a small value of 0.1 kcal

mol−1. Further replacement of benzene with water{M+[B2W1] −→ M+[B1W2]} is

favoured by -2.1 and -0.4 kcal mol−1 for Na+ and K+, respectively. Further hydration

{ M+[B1W2]−→ M+[W3] } is also favoured by -2.6 and -0.4 kcal mol−1, respectively,

for Na+ and K+.

Table 2.6: Energy values (in kcal mol−1) for conversion from one trimer to another

at the MP2 level of theory using the 6-31G(d,p) basis set.

Cation B3 → B2W1 B2W1 → B1W2 B1W2 → W3

Na+ -4.4 -2.1 -2.6

K+ 0.1 -0.4 -0.4

Mg+2 NA 1.2 12.6

Ca+2 0.5 5.7 7.3

Al+3 NA 21.2 64.5

The trend is reversed for alkaline-earth metal cations. They prefer to bind with

benzene over water. For M+2[W3]−→ M+2[B1W2] conversion, the conversion energy

values are -12.6 and -7.3 kcal mol−1, for Mg+2 and Ca+2, respectively. Further replace-

ment of water by benzene {[B1W2] −→ [B2W1]} is also favoured for Mg+2 and Ca+2

by -1.2 and -5.7 kcal mol−1, respectively. For the process Ca+2[B2W1] −→ Ca+2[B3],

the conversion energy is -0.5 kcal mol−1.

The trication Al+3 follows the trend of alkaline-earth metal cations and favours

binding with benzene over water. The first and second replacement of water by ben-

zene is favoured by -64.5 and -21.2 kcal mol−1, respectively.

Plot for ∆Estab versus cation charge density are shown for trimers interacting with

different cations are shown in Figure 2.5[a-b].

All the trimer geometries around the metal cations have been optimized at the
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K+ Na+ 

Ca+2 
Mg+2 

Al+3 

(a) Plot of ∆Estab for metal cation-trimer com-

plexes.

 

Na+ 

K+ 

(b) ∆Estab for trimer complexes for M = Na+ and

K+ only

Figure 2.5: Plot of ∆Estab for MBmWn, n,m ≥0 and m+n=3, interacting with M +q

= Na+, K+, Mg+2, Ca+2 and Al+3 at the MP2 level of theory and using the 6-31G(d,p)

basis set.

MP2 level of theory with the 6-31G(d,p) basis set. For M +q[B3], the initial geometry

was benzene molecule facing the cation with the centres of three benzenes arranged in

a trigonal planar fashion thus forming a cavity of three benzene rings with the cation

encapsulated in it. A frequency analysis for the optimized geometry shows that all

the optimized benzene trimer geometries with different cations are minima with all

real frequencies. The optimized geometries for the benzene trimer are shown in Figure

2.7c. For M+qB3, all the three benzene rings are equidistant from the central cation.

The cation-centroid distances for M+q[B3] for Na+, K+ and Ca+2 are computed to be

2.66, 2.91 and 2.65 Å, respectively. The angles between the benzene centres measured

from the cation come out to be ∼120o. Nearby H atoms of benzene rings avoid each

other by changing the angles to minimize the repulsion (see Figure 2.7c). The π-

thickness values in case of the benzene trimer with Na+, K+ and Ca+2 are calculated

to be 1.71, 1.58 and 1.66 Å, respectively. It should be noted that the smallest metal

cation-centroid distance has been used to calculate the π–cloud thickness value when

two benzene molecules are located at different distances from the cation.
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(a) Al+3—B2W1 (b) Mg+2—B2W1

(c) M+q—B2W1

Figure 2.6: Optimized geometries of (a) Al+3, (b) Mg+2 and (c) M+q = Na+, K+, and

Ca+2 for B2W1 at the MP2 level of theory and using the 6-31G(d,p) basis set.

In the case of the mixed trimer B2W1, all geometries reported correspond to min-

ima with real frequencies. The metal-centroid distance for B2W1 with Na+, K+, Mg+2,

Ca+2 and Al+3 is computed to be 2.52, 2.91, 2.22, 2.57 and 2.58 Å , respectively. Large

value of the metal-centroid distance for Al+3 is because both the benzenes are tilted

towards the cation on one side and cation is not at right angle to the plane of benzene

rings at their centres (see Figure 2.6a). Distances of different carbon atoms of ben-

zene molecules from Al+3 ion vary in the range from 2.14-3.50 Å. Benzene molecules

are also slightly tilted in the cases of the Mg+2, with the Mg+2—C distance varying

in the range 2.56-2.66 Å (see Figure 2.6b). In all other cases (Na+, K+, Ca+2), the

M+q—C distance remains nearly the same [maximum variation ∼0.04 Å] (see Figure
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2.6c). The π-cloud thickness values for B2W1 with Na+, K+, Mg+2, Ca+2 and Al+3

are calculated to be 1.57, 1.57, 1.57, 1.58 and 2.05 Å , respectively.

(a) M+q—B1W2 (b) M+q—W3

(c) M+q—B3

Figure 2.7: Optimized geometries (a) for MB1W2, (b) MW3 and (c) MB3 with M =

Na+, K+, Mg+2, Ca+2 and Al+3 at the MP2 level of theory and using the 6-31G(d,p)

basis set.

For the mixed dimer MB1W2, all the optimized geometries reported in Figure 2.7a

are found to be as first-order saddle points except the Mg+2 and Al+3. The smallest

imaginary frequency for Na+, K+, and Ca+2 are -4.5, -2.1, and -3.7 cm−1, respectively.

The cation-centroid distance for B1W2 with Na+, K+, Mg+2, Ca+2 and Al+3 is found

to be 2.50, 2.92, 2.09, and 2.55 Å, respectively. The M +q—O distance for both water

molecules are the same and for Na+, K+, Mg+2, Ca+2 and Al+3 ions it is found to
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be 2.28, 2.66, 2.01, 2.37 and 1.79 Å, respectively. The π–cloud thickness values for B

in MB1W2 with M = Na+, K+, Mg+2, Ca+2 and Al+3 is computed to be 1.55, 1.59,

1.44, 1.56 and 1.26 Å , respectively.

Table 2.7: π–cloud thickness a (in Å) for different cations in MB1W2, MB2W1 and

MB3 at the MP2 level of theory using the 6-31G(d,p) basis set.

Property Na+ K+ Mg+2 Ca+2 Al+3

r(M+q) 0.95 1.33 0.65 0.99 0.53

M+q-Centa (B3) 2.54 2.91 NA 2.65 NA

π–thickness (B3) 1.59 1.58 NA 1.66 NA

M+q-Centa (B2W1) 2.54 2.91 2.22 2.57 2.58

π–thickness (B2W1) 1.58 1.58 1.57 1.58 2.05

M+q-Centa (B1W2) 2.50 2.92 2.09 2.55 1.79

π–thickness (B1W2) 1.55 1.59 1.44 1.56 1.26

a: Smaller metal cation-centroid distance is used to calculate the π–thickness whenever two

benzene are located at different distances from the cation.

For MW3, all geometries reported in Figure 2.7b are characterized as minima with

real frequencies. The M +q—O distance for M = Na+, K+, Mg+2, Ca+2 and Al+3 is

found to be 2.29, 2.66, 1.99, 2.37 and 1.81 Å, respectively. The angles between the

water molecules measured from the cation come out to be ∼120o. The H atoms in

water molecule are suitably titled to minimize repulsion.

Plot of ∆Estab against different complexes in Figure 2.8 summarizes all the results

for different cations.

58



 

Figure 2.8: Plot of ∆Estab against BmWn, 0≤ n,m ≤3 for Na+, K+, Mg+2, Ca+2 and

Al+3 ions at the MP2 level of theory and using the 6-31G(d,p) basis set.

2.5 Summary and Conclusion

Ab-initio calculations were carried to study the effect of hydration on cation–π inter-

action between different alkali metal and alkaline earth metal cations and Al+3 and

benzene at the MP2 level of theory using the 6-31G(d,p) basis set. The following

conclusions can be drawn:

(i) The alkali metal cations prefer to bind with a single molecule of water over

benzene, though the energy difference is small. The alkaline-earth metal cations

and Al+3 ion, on the other hand, bind more strongly with the benzene than

water.

(ii) In the case ofMB2, MB1W1, MW2, ∆Estab values follow the trend B2 < B1W1 <

W2 for Na+ and K+, and W2 < B1W1 < B2 for Mg+2, Ca+2 and Al+3 ions.

(iii) In case of the trimer, ∆Estab value follow the trend B3 < B2W1 < B1W2 < W3,

for Na+ and K+, and W3 < B1W2 < B2W1 < B3, for Mg+2, Ca+2 and Al+3 ions.

59



(iv) The stabilization energy values for all systems (monomer, dimer and trimer)

vary in the following order: K+ < Na+ < Ca+2 < Mg+2 < Al+3 which is the

order of charge density.

(v) The π–thickness value for benzene varies in the range ∼1.10-2.05 Å.

(vi) The stabilization energy values for the dimers/trimers are found to be nearly

two/three times that of the monomer case. Deviations from additivity are larger

for cations having higher charge densities and as the number of B/W molecules

increases.
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