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Abstract

Presented here are recently proposed null solutions of source free Maxwell’s Equations wherein field
lines encode all p,q torus knots and links. Some classical properties such as reflection, trajectory of
a charged particle in the field and emf induced in a loop of wire due to the presence of field have

been studied. Attempts towards generalization to non-abelian gauge theories have been made.
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Chapter 1

Introduction

The whole of electrodynamics is governed by Maxwell’s equations, together with Lorentz force law.

Maxwell’s equations:

v.E=2L (1.1a)
€0
V. -B=0 (1.1b)
OB
E=— 1.1
V x 5 (1.1c)
1 OE
Lorentz Force Law:
F=¢g(E+vxB) (1.2a)

A solution is termed null when following conditions are satisfied.

E-E-B.B=0 (1.3a)

E -B=0 (1.3b)

1.1 Bateman’s construction

To construct the knotted solutions, we would first require a formalism called Bateman’s construction[1][2].
Let us define a complex vector field with the real part as electric field and the imaginary part as

magnetic field.

F=E+iB (1.4)



The source-less Maxwell’s equations (suppressing the constants) can be re-written in terms of F as:

V- -F=0 (1.5a)

OF
F = 7— 1.
V x lat (1.5b)

The real part of equation 1.5(a) is same as equation 1.1 (a) and imaginary part gives equation 1.1

0B OE
(b). The right hand side of equation 1.5 (b) simplifies to 5 + ZE Hence the real part of the

equation would give equation 1.1 (c¢) and the imaginary part would result in equation 1.1 (4).

The null condition can be expressed as follows.
F-F=0 (1.6)

The real part of this equation gives equation 1.3 (a) and the imaginary part gives 1.3 (b).

Defining 2 complex scalars o and 8 with the following constraint.
Vax VB =1i(0iaVE — 0:8Va) (1.7)
This is the called the Bateman’s condition. If we define,
F=VaxVg (1.8)

We can show that F defined above satisfies equations 1.5 through 1.6. Hence F defines a null solution
of source-less Maxwell’s equations.

Null Condition:

F . -F=VaxVg - - VaxVpg
=Va x V6 . z(@taVﬂ — 5}BVO¢)
=0

We have used equation 1.7 in the second step.

Divergence Condition:

V-F=V . (VaxVp)
=Vp - (VxVa)—Va - (VxVp)
=0



Curl Condition.

V xF =V x (Va x VA)
=V x i (8,aVB — 8,8V a)
=i (9 (V x VB) + 8, (Va) x VB — 8,3 (V x Va) — 8, (VB) x Va)
=i (9 (Va) x VB + Va x 8, (VB))
= id, (Vo x V)
=i0;F

We have used the following properties of curl and divergence.

V - (AxB)=B - (VxA)-A - (VxB)
VX (fA)=[(VxA)=AX(V])
VxVf=0

Clearly, F defined in equation 1.8 along with the Bateman’s condition, equation 1.7, defines a null
solution to the source free Maxwell’s equations. This approach was developed by Bateman and hence

it is called Bateman’s construction.

Now consider any 2 holomorphic functions f and g of o and 8. It can be shown that f and g
would also satisfy Bateman’s conditions. Therefore, these new complex scalars would also give rise

to a null solution of Maxwell’s equations.

Vf=0.fVa+ 0sfVQ
Oif = OafOrx + 03 f0:

We have similar equations for g. Using these equations we can write.

VfxVg=(0afVa+d3fVB) x (0agVa+ dzgVp)
= (aafaﬁg - aﬁfaag) Va xV§
=1 (00 f0sg — 0 f0uag) (OraV 5 — 0V )

i(0:fVg = 0gV [) =i ((OafOr + 05 fOB) (OagVa + 059V B) — (OagOie + 9590 B) (OafVa + 05 fV )
=i (0af0sg9 — 05 f0ag) (0:aV B — 0,V )



Hence we get the desired result.

VfxVg=1i(0:fVg—0igVf)

The new solution F” is related to the old solution F' by.

F' = (8ocfaﬂg - 6ﬁfaag) F

So every «a and (8 gives a family of solutions. Moreover, all related solutions have same normalized

Poynting vector.

Plane-wave solutions

Consider « =z —t, B =x + iy, f = €' and g = 3. We have,

o = —1
9B =0

Va = (0,0,1)
VB = (1,i,0)

Checking Bateman’s condition.

Va x VB = (—i,1,0)
l(atO{VB - atﬂva) = (_Z7 17 O)

As aand S satisfy Bateman’s conditions, so does f and g. F' defined by f and g becomes,

F = (e’i(zft)’ 'l:ei(Z7t), O)
E = (cos(z — t), —sin(z — t),0)
B =

(sin(z —t),cos(z — t),0)

Clearly, this is a circularly polarized plane wave solution.



1.2 Putting the constants back

Consider the source free Maxwell’s equations. If we make the transformation £’ = E/c and B’ = B

- )

then we can re-write the Maxwell’s equations as follows.

V- -E=0 (1.21a)
V- B =0 (1.21b)
10B’

E=--"1 1.21

VX c Ot (1.21c)
1 0F

B =-— 1.21

VX c Ot (1.21d)

Just as before, defining F' = E' + iB’. Equation 1.5(b) can be expressed as follows.

VxF’—ia—F/—'aF,

Tcoat (et (1.22)

OF
If we have solutions to the equation V. x F = i—, then we can obtain the solutions to equation

ot
1.22 by simply replacing ¢ by ct.

F'(2,y,2,t) = F(z,y, 2,ct)
This would give the following as electric and magnetic field in SI units.

E = ¢ Re[F(z, y, z, ct)] (1.23a)

B = Im[F(x,y, 2, ct)] (1.23b)

The space-time coordinates are dimension-full. Hence there must be an implicit scale factor a
associated with the variables x, y, z and c¢t. That is, z = a’/a where 2’ has dimensions of [L] and a

is some arbitrary length scale.






Chapter 2

Knots

Any closed curve embedded in three dimensional Euclidean space is called a knot. A link of m
components consists of m disjoints knots. The formal definition is given below[3].
Definition 1. A link L of m components is a subset of 52, or of R?, that consists of m disjoint,
piecewise linear, simple closed curves. A link of one component is called a knot.

The simplest example of a knot is a circle.

2.1 Torus knots

Definition 2. A torus is a surface of revolution generated by revolving a circle in three dimensional
space about an axis coplanar to the circle.

Definition 3. A meridian curve is a curve that bounds a disk in the interior of torus but doesn’t
bound a disk on the surface of torus. A longitude curve is a curve that intersect a meridian curve
exactly once.

A torus can also be obtained from a rectangle by first forming a cylinder and then joining the open

ends of the cylinder, so that it closes on itself.[4]

% A A

B

Figure 2.1: A torus. A’ is a meridian curve, 'B’ is a longitude curve.



Definition 4. A (p,q) torus knot is a knot on the surface of torus that goes around p times in

the meridian direction and g times in the longitude direction.

Figure 2.2: A (2,3) torus knot. Also known as Trefoil Knot.

If p and g are co-prime, then we get a knot, else we get a link with m components, with m = ged(p, q).

2.2 Singular Points on a Complex Hyper-surfaces

Topology around a singular point on a complex hyper-surface can be non-trivial. This was studied

in great detail by J. Milnor[5]. Consider the following function of 2 complex variables.

where p and q are positive integers. Defining V' to be the hyper-surface spanned by (z1, z2) such
that f (z1,22) = 0. A singular point of a function is a point where all the directional derivatives are
zero. For the function f, the singular point lies at origin. 2 complex variables span a 4 dimensional
space. The hyper-surface V' is a 2 dimensional surface (as f = 0 gives 2 constraints. One each
for real and imaginary part.) embedded in 4 dimensional space. Consider a point zp on V. On
taking intersection of a sphere centred at zg with V', we get a curve. We would expect this curve to
homeomorphic to circle. But if 2 is a singular point then the curve can have a more complicated

topology. For instance, if we choose the centre to be origin, we would get p,q torus knot as the curve.

V ={(21,22) 2] + 25 = 0} (2.2)

Se = {(z1,2) [|21]> + |22|* = €7} (2.3)

K=VnS. (2.4)
0

To find the loci of K, let us assume 27 = n €%, Then from the condition 2} + 2 = 0 we find

that 2 = —nPe’@P?. This gives, zp = nP/%e(®9+i7/9)  The condition |21]? + |22|> = ¢ becomes



(771’/q)2 +n? = €2. This fixes 7 in terms of epsilon. Hence we get the following.
K = (77 eiqamp/qe(ill@-*-iﬂ/Q)) (2.5)

K is a curve with parameter 6. To visualise this curve, consider the following figure.

Figure 2.3: Visualising K

6 = 0 correspond to the point on the far right of the red circle parallel to the plane of paper. A
non-zero 6 corresponds to a point on the circle obtained by revolving the red circle by an angle of
pf about an axis perpendicular to the plane of green circle and passing through its centre. In the
plane of red circle, the point corresponding to 6 is obtained via a rotation by an angle of ¢gf. As 6
goes from zero to 2w, the path traced by the point crosses every meridian curve and longitude curve

p times and q times respectively and then closes on itself. Hence it is indeed a p,q torus knot.

The curve lies on the 3-sphere S.. To visualise the curve, we can also take the stereographic projec-
tion of S on R3. A stereographic projection of 2-sphere on a plane passing through the centre is
obtained as follows. Choose any point P on the sphere. Consider the line [ joining the north-pole NV
and P. The point of intersection (R) of [ with the plane passing through the centre is the projection

of P. Stereographic projection in higher dimensions is just a trivial extension of this concept.

Figure 2.4: Stereographic Projection: S? — R?

For 3-sphere of unit radius, the form of stereographic projection in terms of complex variables is the



following. Stereographic Projection:

r? — 1+ 2iz
. —— 2.6
1 r2+1 (2.6a)
2(x — iy)
_ 2.
2T e (2.6b)

where x, y, z are the Cartesian coordinates and r is the distance from origin. Using equation 2.5
with € = 1, we can write x, y, z in terms of parameter § and constant 7.

Stereographic Projection of curve K:

1., cos(fq) + 1
_ 2 T_ p/q ((11€05WW9) T ©
= 5sin (6 Qp) N (1 1 cos(09) + 1) (2.7a)
1 T cos(fq) + 1
== I_ p/q (M1COS\WG) T *
Y 5 CO8 (6 Hp) 7 <1 1 cos(0q) + 1> (2.7b)
o ncos(fq) + 1
z = nsin(gh) <1 ——r +1 (2.7¢)

A parameter plot for p = 2 and ¢ = 3 gives the following. This shows that we can obtain a torus

-1
0
1

Figure 2.5: Parametric plot for p = 2 and ¢ = 3 gives a (2,3) torus knot.

knot in three dimensions by taking the intersection of the hyper-surface V' with a 3-sphere centred

at the singular point; origin.

10



Chapter 3

Knotted Solutions

Consider the following definition of Bateman’s variables.[2][6]

r2—t2 4+ 2iz—1
— 3.1
T TR e (3-1a)

ﬁzé&ﬁ?& (3.1b)

Checking if Bateman’s condition, equation 1.7, is satisfied.

4z (it—iz+1)
(—t24+2it+a24+y2+2241)2

Vax Vg = 4y(it—iz+1)
(—t24+2it+a24+y2+2241)2

2i(t2—2t(z+1)—2® —y’+242iz—1)
- (—t2+2it+a2+y2+22+1)2

4z (it—iz+1)
(—t24+2it+a24+y2+2241)2

1(0:aV B — 0 fVa) = (—t2+§zt/-(|-ii;fy+2}|-)z2+1)2

2i(t? —2t(z+i)—2” —y’+2°+2iz—1)
(—t242it+a2+y2+2241)°

As Va x VB = i(0,aVp — dfVa), a and § indeed satisfy Bateman’s condition. Hence they
generate a null solution of source-less Maxwell’s equations. Note that at ¢ = 0, the definition of «
and 3 coincides with the stereographic projection of 3-sphere on R3(equation 2.6). Moreover, we
can check that |a|? +|3|?> = 1. Now choose f(a, 3) = o®, g(a, 3) = BP. As f and g are holomorphic

functions of a and 3, they also generate a solution of Maxwell’s equations.

F = Va? x V3 (3.2)

11



Defining ¢p = Re(a?3?) and g = Im(a?3%). Then it can be shown that Vi¢p.B = 0 and V¢ g .E.
This implies that the electric and magnetic field lines lie on the surfaces described by ¥ g = constant
and ¥p = constant respectively. The surfaces of constant 1 have a knotted structure. ¥ takes
values from —(pPq?/(p + q)*+t9)Y/2 to (pPq?/(p + q)P*9)/2. For the maximum and minimum values,
1p = constant forms a knot of zero thickness. When #p is varied from its maximum/minimum
values to zero, the thickness in increased continually. We get a set of nested torus knots over all
space. At t =0, we get the following structure for surfaces of constant ). The surfaces of constant

¥ also have a similar structure, rotated in space about z-axis by 7/2q.

-5 1} 5

-1

2

—
21019

Figure 3.1: core field lines for p=1, q=1

W/_//—‘

Figure 3.2: core field lines for p=2, q=3

-% . . . . I
-5 0 5

Figure 3.3: ¥p = 0.45 and ¥ = —0.45 for p=1, q=1

12



_s T T T T T T

=5

5

Figure 3.6: ¥p = 0.1 and ¢ = —0.1 for p=2, q=3

13



This knotted structure is preserved in time. As time progresses the surfaces of constant g twists
and turns but retain their basic structure. At all times these surfaces remain homeomorphic to the

surfaces at ¢ = 0. The energy iso-surfaces propagates in the negative z direction.

Figure 3.7: time evolution of surfaces ¢yg = 0.45 and ¥ = —0.45 for p=1, q=1. Time t=-1, t=0
and t=1 respectively

Figure 3.8: time evolution of surface g = 0.1 for p=2, q=3. Time t=-1, t=0 and t=1 respectively

Figure 3.9: time evolution of energy iso-surface for p=1, q=1. Time t=-3, t=0 and t=3 respectively

14



-2 Bl H

S o
/ TP L%, o J
L s o 5 e o s

Figure 3.10: time evolution of energy iso-surface for p=2, q=3. Time t=-3, t=0 and t=3 respectively

Another interesting feature of this solutions is that the energy profile is very dense and falls off

rapidly.

L L L L ‘“
1 2 3 4 5

Figure 3.11: Graph for energy density vs r for p=1, q=1 at time t=0

60

s

L —
1 2 3 4 5 4

Figure 3.12: Graph for energy density vs p for p=2, q=3 at time t=0

15



The Bateman’s construction gives solutions of Maxwell’s equations where constants have been sup-
pressed. To get an idea of energy associated with the solutions we need to put back the constants.
Using the results in section 1.2, we can get the actual field in terms of the solutions constructed by
simply using transformation derived in equation 1.23. This gives the following expression for electric

and magnetic field at ¢ = 0 for hopfion solution, i.e. p=1 and ¢ = 1.

B o 4(—a? +y*+ 2% — d?) 8(az — zy) B 8(xz + ay) (3.3a)
(22 +1y2+22+a2)® (@242 +22+a2)? (@2 +y2+ 22 +a?)’ '
B—d 8(zy + az) 4 (22 —y? + 22 — a? 8(ax — yz) (3.3b)
=a = — = : .
(22 + 12+ 22 +a2)® (a2 +y2 + 22 + a?) (22 + 92 + 22 + a2)’

1 1
The energy density associated with electromagnetic field is 3 <€0E2 + BQ). At t =0, it turns
Ho

out to be,

16a* <a4 + 2a? (23U2 + z2) + 8azxyz + (a:Q + y2)2 + 49222 + 24)

(3.4)

u = G
Ho (a2 + a2 + 92 + 2)

To get an idea of change in energy profile of the electromagnetic field with time we consider the

variation of energy density in a particular direction, with other variables fixed to zero.

16a* (a* + 242 ((ct)? + 222) + (ct)* + 2*)

u(z,0,0,t) = 3 (3.5a)
Lo (a4 + 2a2 ((ct)? 4+ 22) + ((ct)? — x2)2)
4(0,4,0.) = 16a* (a* + 2a°(ct)? + (ct)* + 4(ct)*y* + y43) (3.5b)
po (@ + 202 ((et)? +y%) + ((et)? — *)°)
16a*
u(0,0,2,t) = 3.5¢
( 2 pio (a2 + (ct — 2)?) (a? + (ct + 2)?)° (8.5¢)

\ [\ \
\ . / \
./’ 2 /‘ L N 5 N

10 -5 5 0 10 s 5 0 10 -5 5 [t

Figure 3.13: Dependence of energy density on x for a =1

Jozl \ / \ / \ /
/ 02 \ ';’ \ /’ \3‘33_1 ) /,/ \

10 s 5 010 s 5 010 s 5 [T

Figure 3.14: Dependence of energy density on x for a = 2

16



- ¥
-10 -3 5 10 "-10 -3 5 10 -1 -3 ] 10 °

10 =5 5 10 "o s 5 10 “T10 =5 5 0"

Figure 3.16: Dependence of energy density on z for a = 2
From the graphs it is clear that the energy profile is propagating in -z direction at speed of light. As
time progresses, the energy profile diffuses in x and y direction and appears to move radially out at
speed of light. On increasing the scale a, the energy profile becomes more diffused and peaks at a

lower value. Apart from that, the evolution is very similar to the earlier case.

The total energy associated with the field configuration can be obtained by integrating w over all

space. The total energy turns out to be Energy = 272 /ajug.

Of course we can redefine F' to get a different energy scale. F = V(aa) x V(b8), where a and

b are real constants. The electric and magnetic field gets scaled by ab and energy density by (ab)?.

1
The Poynting vector can be obtained using, S = —E x B.
Ho

S

(3.6)

Ho B

_16a*c 2(ay — x2) 2(ax + yz) 2?2 +y? — 2% —a?
(z2+y2 + 22 +a2)° (22 +y2 + 22 +a2)° (22 +y2 + 22 + a2)°

Comparing with the form of electric field and magnetic field, it is clear that Poynting vector too has
a knotted structure. Now we can compute the total momentum of the system using P = eopo [ Sdr.
The x and y component would give zero when integrating over all space, as both are odd functions
in one or more of variables x, y and z. The z component integrates to —r2ceq/a.

_ 2
P = (o,o, T “0) P (3.7)

a

If we assume that the field structure is a particle, then the rest mass of the particle turns out to

V3n2eg
a

be around . We can also compute the angular momentum associated with the system is.

17



Angular momentum density is given by 1 =€y [ r x Sdr.

= t6ecrat [ ¥ (2% + 22 — a?) + 2axz + y* — (23 + 2 (y? + 22 — a?) — 2ayz) —2a (22 + y?)
= 16cepa : ;
’ (22 +y2 + 22 + a2)° (22 +y2 + 22 + a2)° (22 + 92 + 22 + a2)°
(3.8)

Again, x and y component would give zero upon integration over all space. The z component gives

—12cep.

L= —n%ce 2 (3.9)

18



Chapter 4

Properties

In this chapter we study some of the classical properties of the solution obtained above, especially

for the case p=1and ¢ = 1.

4.1 Reflection

We study the reflection of hopfion from a conducting plane at normal incidence. The electric field
inside a perfect conductor is zero. This results in the following boundary conditions at the surface

of a conductor.

AxE=0 (4.1a)
AxH=K (4.1b)
A.D=o (4.1c)
A.B=0 (4.1d)

Where H = B/ug and D = ¢gE. o and K are induced surface charge density and surface current
density respectively. At the surface of conductor, the tangential component of electric field and
normal component of magnetic field are zero. The normal component of electric field is proportional
to the surface charge density and tangential component of magnetic field is proportional to the
current induced at the surface of conductor. This suggests the following transformations to obtain

the reflected field, for the case when conducting plane is at z = 0.

Er(z,y,2,t) = (—Ey(x,y, —2,t), —Ey(z,y, —2,t), E.(z,y, —2,1)) (4.2a)

BR(!&ZJ, Z>t) = (Bz(l”,y’ _Zat)> By(ma Y, _Z>t)7 —BZ(SU, Y, _Z7t)) (42b)

The transformation suggests that the tangential component of electric field of the reflected wave
switches direction with respect to the incident wave. The normal component of electric field remains

the same. On the other hand, for magnetic fields the tangential component remains the same and
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normal components switches direction. Let us check whether this transformation works for plane
waves. Consider the following figure. The direction of propagation is shown in blue, magnetic field in
orange and electric field in red. The direction can be obtained by imposing orthogonality of electric

field, magnetics field and Poynting vector, £ x B ~ K.

—$-
E

Figure 4.1: Reflection of plane wave

e (Case 1: Normal Incidence.
At the surface of the conductor electric field and magnetic field both have only tangential
components. The electric field of reflected wave switches direction with respect to the inci-
dent wave, while the direction of magnetic field remains the same. This is in accord with

transformation in equation 4.2.

e (Case 2: Oblique Incidence. Electric field lies in the plane of paper.
Magnetic field is tangential and it doesn’t change direction. Electric field has both normal and
tangential components. The tangential component switches direction while normal component

doesn’t.

e Case 3: Oblique Incidence. Magnetic field lies in the plane of paper.
Electric field has only tangential component, which switches direction. The normal component

of magnetic field switches direction while tangential component remain the same.

Linearly polarized plane waves seem to follow the transformation 4.2 when reflected from a conduct-

ing plane at z = 0.

The charge and current induced on the surface of conductor due to the boundary conditions gives
rise to the reflected wave. We show this explicitly for the case of normal incidence. Consider the

following incident wave.

E = Ey cos(wt — kz)& (4.3a)
E

B =" cos(wt — kz)§ (4.3b)
c

The reflecting surface is at z = 0. Using 4.2 we obtain the following form of reflected wave.

E, = —FEjcos(wt + kz)& (4.4a)
B,

E
= 70 cos(wt + kz)§ (4.4b)
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Now we can use the boundary conditions in equation 4.1 to obtain the following form for induced

surface charge and current.

o=0 (4.5a)

Ey
K=2— cos(wt) z 4.5b
2 cos(w) (4:5b)

We can obtain the retarded potential using the following formulae.

V() = / FWIGED] (4.60)

4meq "F—’l‘ |

o Ho 3.7 ( T)
A7t / d’zx = 4.6b
0= [ (146b)
Where, ¢, =t—|F— 7j’|/c is the retarded time. Clearly, the scalar potential will be zero as there is no
induced charge density. To compute the vector potential at (0,0, z) for z < 0, consider the following

figure (fig. 4.2).

z<0 / z>0
rxy)
~(0,0,2) a 7- axis
?\.Z -0

Figure 4.2: Computing retarded potentials

A = ZEOMO//p’dp’de’COS (w (t— |F—T_;|/c>) .

dmepig |7 —r |

Ey [ cos (w (t — (p +22)12/c)) .
70/ p/dp/ ( ( ? s )) T
¢ Jo (P2 +22)Y

Define, u? = p'?2 + 2z2. Then udu = p'dp’. For negative z, the limits of integration changes from

0 — oo to —z — oo. Making the mentioned substitution in the integral results in the following.

A7 1) = @/_Oo wdu S8 Wt —u/fc))

C u
Eq
c

h du cos (w (t —u/c)) &

—z

E
= sin(wt + kz) & + const
w
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Now we can determine the electric field and magnetic field from the scalar and vector potentials

using following formulae.

0A

E=- - — 4.
\AY ot (4.9a)
B=VxA (4.9b)

We get back the reflected wave.
E=—FEy cos(wt+ kz)& (4.10a)
E

B= 70 cos (wt + kz) § (4.10D)

This proves that the transformation 4.2 works very well for plane waves, at least for normal incidence.
Applying the same transformation to the hopfion (p = 1, ¢ = 1) solution, we get the following form

for the electric and magnetic fields at ¢t = 0.

By — 4(2?—y? =22 +1) 8(xy + z) B 8(y — xz) (4.11a)
(2 +y2+22+1)° (22492 +22+1)° (@2 +y2+2241)°
Ep = By —8z 4@y +22-1) 8z +yz) (4.11b)
(@2 +92+ 22417 (@24+12+22+1)° (@2 +y2 +22+1)° '

To check whether the reflected field also have knotted structure, we need to find an analogue of ¥ g

and ¥p introduced in chapter 3.

VwE(x’ y? Z? t) : E(m7 y7 Z7 t) = 0 (4'128‘)

Vip(z,y,2,1) - Blz,y,2,t) =0 (4.12b)
We need to find 9} and ¢, such that,

Vw%(x,y, th) . ER(xvyv Z7t) =0 (413&)

VQ/J%(I,y,Z,t) 'BR(Iayazat) =0 (413b)
Using transformation 4.2, we can re-write equation 4.13(a) as follows.

ver : (7E$(‘T7ya 7Z,t), 7Ey(x7ya *Zat)aEz(‘r,ya *th)) =0

(.Y, 2, t) Mp(x,y, 2,1)
Or y

aq/’%(l';yv Zat)

= 0z

Ex(xaya_zat)_ Ey(l’,y, _th)+ Ez(l‘,% _Z7t) :0

Now if we make the transformation z — —z we get,

_ al/er(.T, Y, —%, t)
oz

31/’%(% Y, —%, t)
y

8¢TE(I7 Y, —z, t)

E:C(mvyvz7t)_ 9z

Ey(xayyzﬂt)_ Ez(xayazvt)zo
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This is same as,
V/(pTE(xa Y, _Zut) -E=0

Comparing with equation 4.12(a) it is clear that Y% (x,y, 2,t) = Ye(x,y, —2z,t). A similar analysis

for equation 4.13(b) can be done to obtain 9%. This time we will have,
Vw% : (Bw($7 Y, —z, t)? By(xa Y, —=z, t)a —BZ(JT, Y, —=%, t)) = 0

After 2 — —z transformation we will get,

awTB(xa Y, —z, t)
oz

awTB (33, Yy, —%z, t)
Ay

31/’% (1‘7 Y,—z, t)

B(E(‘r’ y? Z’ t) az

By(xyyvz7t) Bz<xay7zvt):0

Again we get a similar form.
Ver(x, Y, —%, t) B=0

Comparing with equation 4.12(b) it is clear that ¥(x,y, 2,t) = ¢¥p(x,y, —2,t). Re-writing the

results.

¢TE($7yaZ,t) :#JE(»T,Z/’ *Zat) (414&)

V(2. y,2,t) = Yz, Y, —2,1) (4.14Db)

We plot the surfaces of constant ¢ for p=1and ¢ = 1.

Figure 4.3: ¢Y; = 0.45 and ¢ = —0.45 for p=1and ¢ = 1.

We can see that the reflected fields also have knotted structure.
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Figure 4.4: Evolution of energy iso-surfaces of total electromagnetic field. ¢t = —2, ¢t =0 and ¢ = 2
respectively.

As in the case of plane waves, we can compute the charge and current density induced on the

conducting plane surface. At ¢t = 0 we get the following results.

16
a:—#yg (4.15a)
(2 +y?+1)
162y 8 (=222 +1)
K= T 3T+ (2 5 3)y (4.15b)
(x24+y2+1) (x24+y2+1)
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Figure 4.6: Evolution of surface current density. ¢ = 0 and ¢ = 1 respectively.

The induced charge and current densities must produce the reflected field. We can use equations 4.6
and 4.9 to check whether we get back the reflected wave. But due to the complicated form of surface

charge and current densities, we were unable to compute the integrals.

24



4.2 Particle Trajectory

We plot the trajectory of a particle in presence of knotted electromagnetic field corresponding to

p=1and ¢ = 1. The initial conditions are, x =1,y =1, 2=0, v=0at t =0.

Figure 4.7: Trajectory of a particle in presence of knotted field.

Figure 4.8: Velocity vs time. Red is x component of velocity, green is y and blue is z
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4.3 Emf induced

In this section we study the emf induced in a coil in presence of knotted electromagnetic field. We

choose a square coil placed on the plane x = 0. The vertices are at (0,1,1), (0,1,-1), (0,-1,1) and

(0,-1,-1). The emf induced on a coil is given by,

emf = fE - dl (4.16)

Using Stoke’s theorem we can write,

emf:/VxE~dA:— 9B A (4.17)

—Ii : Iu! : I 1“ * 5 l-l'.Il

=10

Figure 4.9: Induced emf due to the presence of knotted field.
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Chapter 5

Formalism

5.1 Covariant Formalism

In this section we express the Bateman’s construction covariantly[7]. Using index notation we can

re-write equation 1.4 as,
E' +iB" = €9%9;00,,3 (5.1)
If F*¥ is the electromagnetic field tensor, equation 5.1 can be written as,

FY 4+ 2y = €740;00,8

Where E’ is FY and B’ is §€”ijk~ Defining €g;j1 = €51 and VIk = ¢k we get the following as

the covariant form.

P — %EMWBFQB = —e"P79,00,3 (5.2)

The i,j component of the equation 5.2 gives.
Fij — ieijkOFko = —€ijk0(aka(r“)()5 — 80a8kﬁ)
kB, — ic* R, = eijk(ataﬁkﬁ — 00y 3)
Bk — iEk = (8ta8k6 — 8ka8t5)
Ey +iBy, = (0;00k 3 — 00y 3)

Comparing this with equation 5.1, we can see that Bateman’s condition is already encoded in equation
5.2. Hence it contains all the information about equations of motions. We can also right down the

four vector potential in terms of o and (.

P F, 5 = —2eMPTm[d,a0, B
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We can use the identity,

Cuvpron €27 = =2 (872052 — 052072 (5:3)
to get the following results.
F,, = Im[0,00,8 — 0,a0,0] (5.4)
= 8)“'AV — al,A# (5’5)
A, = Im(H,] (5.6)
H, (aaﬂﬁ o) (5.7)

5.2 Map to SU(2) gauge theories

Quaternions

Quaternions are extension of complex numbers. It has 4 basis elements: 1, i, j and k. The product
rules are: i2 = j2 = k? = ijk = —1, ij = k and cyclic terms, ji = —k and cyclic terms. We can find
a representation for the basis using 2 dimensional Pauli matrices: 1 = Isxs, ¢ = —io1, j = —ios and
k = —ios. Defining,

q=—(a+8j)= ! (ao+2a1+(ﬁo+lﬁ1) ) = . — (o +i + jBo + kB1) (5.8)

. . . 1 . , , 1, .
q" = — (o —ioy — jBo — kp1) = — (a0 — iy — j (Bo +1B1)) = — (a* — Bj) (5.9)
m m m
where m = /|a|? + |5]2 = 1. Also, qq* = 1. Defining quaternionic potential as follows.[7]

Q. =ad.q” (5.10)

Q) = q"0ua=0u(aq’) — adua’ = -Q, (5.11)
As, 0,(qq*) = 0. The quaternionic potential can be simplified to following.

Q,.Q,] = (ad.a") (ad.a*) — (a9,9") (aduq*)
= (0u(aq”) — (0,9)9") 99,q" — (0.(aq") — (0,9)q") 99,.q"

We get,

Q.. Q,] = —(9,99.4" — 9,49,9") (5.12)
9,Q, —9,Q, = 9, (a0,q") — 9, (49,q") = (9,90,9" — 0,99,.9") (5.13)

The field strength is given by Q,,, = 9,Q, —0,Q,, + [Q#, Qy] = 0. Hence it is a pure gauge solution.
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5.3 Gauge Transformation

In this section we explore the gauge freedom with respect to Bateman’s variables, o and 3. We

consider infinitesimal gauge transformation of the 4-vector potential.
A, — AL =A, +0,(ch) (5.14)
Where ¢ and 6 are real functions. The general infinitesimal transformation for o and 3 is.

a—ad =a+diaad (5.15a)

B— B =B+ 4ibBo (5.15b)

A factor of 4i has been kept for later convenience. Using equation 5.6 we get.

H,-H;, 1
A, = = = u ((aduB — poya) — c.c.)

SA, — % ((500,8 + a0, (58) — 5800 — B, (5a)) — c.c.)

0,0 + (0,0)8 = i

1

(430080, + a0, (4ibp8) — 4ib00, a0 — SO, (4iaab)) — c.c.)

c0u0 + (0,0)0 = ((acd0,, 5 + 0, (b50) — b0, — 50, (ach)) + c.c.)

Where c.c. denotes complex conjugate. In the last step the sign of complex conjugate term has been
changed as we have taken ¢ outside the bracket. Equating the coefficient of § and 0,6 on both sides

of last equation gives the following result.

c=apf(b—a)+cc. (5.16a)
ouc = (afd,b — afd,a+ abd,f — aad,f + Bb0,a — fad,a) + c.c. (5.16Db)

Taking the derivative of equation 5.13(a) and subtracting with equation 5.13(b) would give the

following consistency condition.
(acdyB — bBO,a) + c.c =0 (5.17)

This is a very restricting condition. For instance if we ignore the complex conjugate term, then the
above condition implies 0,6 = f(&,t)0,a. This implies 0,00, is symmetric. Hence right hand
side of equation 5.2 becomes zero (As we are contracting symmetric tensor with an anti-symmetric
tensor). So, field strength is zero. Alternatively, it would imply Ve is proportional to V3. Hence
their cross product would be zero. This implies that F' in equation 1.8 is zero. Again we get the
same conclusion that the field strength is zero. So, prime-facie it appears that Bateman’s variables
doesn’t exhibit gauge freedom for a general field configuration. But the involvement of complex
conjugate terms demands analysis in greater detail, which we haven’t been able to complete due to

time constraints.

29



30



Bibliography

[1] H. Bateman, Mathematical Analysis of Electrical and Optical Wave-Motion. New York: Dover,
1915.

[2] W. T. M. Irwine, H. Kedia, I. Bialynicki-Birula, and D. Peralta-Salas, “Tying Knots in Light
Fields,” PRL, vol. 111, 2013.

[3] W. B. R. Lickorish, An Introduction to Knot Theory. New York: Springer, 1991.
[4] C. C. Adams, The Knot Book. Hyderabad: Univerities Press (India) Pvt. Ltd., 2012.

[5] J. Milnor, Singular Points on Complex Hypersurfaces. New Jersey: Princeton University Press,

1969.

[6) W. T. M. Irwine and D. Bouwmeester, “Linked and Knotted Beams of Light,” Nature Physics,
vol. 4, pp. 716-720, 2008.

[7] J. Sonnenschein, C. Hoyos, and N. Sircar, “New Knotted Solutions of Maxwell’s Equations,”

ArXiv, vol. 1502.01382v1, 2015.

31





