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Abstract

Light-matter interactions play a central role in realizing practical quantum computers and

long distance quantum communication. Some of the essential tools in realizing quantum

communication are quantum memory (QM) and quantum gates. Photonic quantum

memory is a device capable of storing and retrieving the quantum states of photons

on demand. They are typically realized in atoms or artificial-atoms such as quantum

dots. Most of the present day QM’s are proposed using light-matter interactions and

have been demonstrated on various platforms such as solid-state systems, atom traps and

vapour cells. Quantum gates are the operations performed on quantum systems in order

to implement quantum algorithms.

In the first part of the thesis, we have devised a novel photonic quantum memory using

an intra-atomic frequency comb (I-AFC). The frequency comb is constructed between

two degenerate energy levels of an atom. Since the frequency comb is constructed from

individual atoms, these atoms can be used individually or in ensembles to realize the

quantum memory. The I-AFC based quantum memory is efficient and robust against

environmental fluctuations. Also it provides the possibility for realizing on-chip quantum

memory for photons.

Second part of the thesis deals with atom-photon quantum gates. In this part we study

light-matter interactions in atom-cavity setups to realize certain operations on atom-

photon combined systems. Using these gates, we demonstrate an efficient scheme to

prepare arbitrary atomic states using a chain of single photons interacting sequentially

with the atom. We also use the atom-photon gates to implement the quantum channel

transparency protocol on an atomic system.
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Chapter 1

Introduction

The idea of a classical computer is well known to us. A computer in its rudimentary form

is a device that takes information in terms of classical bits, performs logic gates on the

bits and yields output-bits. Whereas a quantum computer (QC) uses two-level quantum

systems (qubits) for computation. In QC’s the qubits are typically initialized in a desired

state or a superposition state. Then unitary rotations (gate-operations) are applied and

finally the output states are measured. A variety of systems are being explored to realize

a practical quantum computer e.g. superconducting qubits (SQ) [1, 2], trapped ions [3],

Rydberg atoms [4], quantum dots [5, 6] and photonic systems [7, 8].

The physical systems that act as qubits are realized using the various degrees of freedom

of the system, e.g. energy levels of atoms and ions, charge states in quantum dots and

the charge and flux states of SQ. The initialization, gate operations and readout of the

qubits are performed using light-matter interactions. For photonic qubits polarization

can be used for encoding a qubit. Such encoding is ideal for communication, as the

polarization qubits doesn’t have a bath. But the two-qubit gate operations are difficult

with polarization qubits, as photons do not interact easily. For quantum computation

with photons, the qubits are encoded in an infinite-dimensional harmonic oscillator [9],

and the gate operations are performed using beams splitters, phase shifters, homodyne

detectors and number resolving detectors.

A feature essential to QC is the superposition states of a qubit. To have longer

computation times it is crucial to preserve the coherence of the superposition states.

Nevertheless a realistic qubit is under constant interaction with the environment resulting

in the decoherence of the qubit. The decoherence will eventually make the qubit ineffective
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and all computations on the qubit should be completed within the coherence time.

Coherence times depend on type of system and the noise. Till the present day the best

coherence times for trapped ions is ∼ 50 s [3], for for SQ is ∼ 1 ms [1], Rydberg atoms is

∼ 10 µs [4] and for semi-conductor qubits the coherence times range from few nano-seconds

to few hours [6].

Another important metric for a practical QC is the gate-error. Single qubit gates are

typically achieved with very high fidelities and the two-qubit operations have gate fidelities

& 99%. The present day errors for two-qubit gates are at ∼ 0.3% in SQ [1], ∼ 0.1% in

trapped-ions [3], > 1% in Rydberg atoms [4] and ∼ 0.8% in semi-conductor qubits [10].

Although the error for two qubit gate operation is less, it can get accumulated while

performing large number of operations. However, similar to a classical computer these

faulty gates can be used to perform precise operations by using fault-tolerant techniques

The gate-errors are corrected by encoding a single logical qubit into multiple qubits, thus

higher gate errors require more qubits for the encoding of a single logical qubit and the

exact number of qubits depends on the form of the noise. Nevertheless it’s clear that,

to perform useful and reliable computation we require large number of qubits. Rough

estimates show that to built a fault-tolerant quantum computer with 100 qubits requires

a million qubits [11].

Scientists and industries are in constant pursuit to control more qubits. And in the

matter qubits (atoms, trapped ions, quantum dots and SQ), it will be a challenging task

to scale-up the system to a million qubits. In photonic quantum computers, bosonic

modes of photons are used as qubits and can be produced in large numbers. The

drawback of using bosonic modes is that the gate operations are not feasible for practical

computations. Instead, a computation scheme known as measurement based quantum

computation (MBQC) will be suitable to build a QC using photons [12, 13, 14].

So far we have discussed only the computation with qubits. Another equally important

aspect is quantum communication i.e. distribution of quantum states over long distances.

To transmit the quantum states we can map the qubits into a photon and transmit the

photons using optical fibers. To avoid the losses of optical fibers, amplifiers are required at

regular intervals but the no-cloning theorem forbids a quantum amplifier [15]. To overcome

this, entanglement between distant nodes can be used for long distance communication.

A photonic channel can be used to share entanglement between distant nodes but the
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degree of entanglement drops exponentially with the length of the channel and to avoid

noise, exponentially large number of partially entangled states are required to create one

highly entangled state [16]. Due to the exponential scaling, photonic channels are not

viable for entanglement sharing over long distances. An alternative approach to sharing

entanglement is the quantum repeater [15]. In quantum repeaters the distance is split into

shorter links. Each link contains two Quantum Memories (QM), which convert photons

into atomic excitations, and vice versa. The entanglement process starts by absorbing

a photon and creating an atomic excitation at both QM’s. Then the excitations are

converted into photons using light pulses. Finally the photons from the QM’s are mixed

at a beam splitter and the detection of a single photon will herald the entanglement of

two QM’s [15]. Once an entanglement is generated between two links of QM’s it can be

swapped to give an entanglement over a long distance [15]. For example, two pairs of

QM’s (A,B) and (C,D) are spatially separated and entanglement is generated between

A! B and C ! D [17]. Then to swap the entanglement i.e. to entangle A! D,

atomic excitations form the QM B and C are converted into photons and mixed at a beam

splitter, then the detection of a single photon will herald the entanglement of A! D

[17].

From the above discussion it is obvious that quantum memory and the quantum gates are

essential for photonic quantum computation and long distance quantum communication.

In this thesis we study the light-matter interaction to construct efficient and robust

photonic quantum memories and efficient photon-photon and atom-photon gates.

Photonic quantum memory is a device capable of storing and re-emitting the photons on

demand. Atoms or artificial-atoms have been the typical platforms for photonic quantum

memories. All of the present-day QM are proposed using light-mater interactions and

have been demonstrated in solid-sate systems, atom traps and vapour cells [18, 19].

Some of the popular QM’s in atomic ensembles are based on Electromagnetically Induced

Transparency (EIT), Controlled Reversible Inhomogeneous Broadening (CRIB), Gradient

Echo Mechanism (GEM) and the Atomic Frequency Comb (AFC). Till the present day

the highest efficiencies for EIT is 85% [20], for CRIB is 15% [21], for GEM is 85% [22] and

for AFC is 10% [23]. In all of these protocols the longest memory times are ∼ µs.

Atom-photon gates are crucial for computation in cavity-QED setups. The atom-

photon gates are realized by reflecting photons of a strongly coupled atom-cavity setup.
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Further applying the atom-photon gates on two photons, a photon-photon quantum

gate can be implemented. Apart from the gates for computation, studying light-matter

interactions of atom-cavity systems [24, 25] have been instrumental in realizing a wide

range of application ranging from single photon generation, atom-photon gates, generating

entanglement between two nodes, quantum transducers, generating cat-states [26] and

atomic clocks [27].

In this thesis we propose a photonic quantum memory called the Intra-AFC, this

memory scheme is similar to the AFC. AFC typically consists of rare-earth ions doped in

crystals that have optical transition between the ground state |g〉 and the excited state

|e〉. This transition has a narrow homogeneous bandwidth γ and a large inhomogeneous

bandwidth Γin (Γin � γ ). The absorption profile of |e〉-|g〉 transitions is shaped into

series of peaks, with spacing ∆ using the technique of spectral hole-burning [28]. In

spectral hole burning a narrow transmission window is created in a large inhomogeneous

profile, by coherently transferring the atoms into a long-lived auxiliary state. Repeating

this protocol at different frequencies results in an atomic density function with series of

equispaced narrow peaks (teeth), resulting in a comb like structure in frequency modes.

A single photon absorbed in the AFC system is re-emitted after a delay time of 2π/∆. To

store the excitation for a long time the excitation is transferred to a long-lived spin state

by applying a control pulse. This excitation can be retrieved at a later time by applying

another control pulse which transfers the excitation from the spin state to the excited

state from where we can observe a photon echo at time 2π/∆.

To overcome the difficulty of preparation of frequency combs through hole-burning, we

propose an intra-atomic frequency comb (I-AFC) with hyper-fine levels of a single atom.

The I-AFC is realized by splitting the hyper-fine levels with an external magnetic filed.

We constructed an I-AFC in Cs and Rb atoms and showed that it results in an efficient

quantum memory.

One of the limitation of the I-AFC is that the frequency combs obtained in natural

atomic systems are not always uniform. The non-uniformity can be due to unequal

absorption or due to unequal spacing between different hyperfine states. This may

severely affect the storage quality, forcing us to choose the atomic systems which have

almost uniform frequency combs. To study the effects of various environmental factors

on intra-atomic frequency comb (I-AFC) based quantum memory. We introduced random
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fluctuations and non-uniformity in the parameters such as comb spacing and the optical

depth, of the frequency comb.

We found that the fluctuations in different parameters in the I-AFC affect the quality of

the photon storage differently. The non-uniformity in the height of the teeth has negligible

effect on the efficiency. Whereas the fluctuations in the comb spacing has significant

effect. Fortunately, this adverse effect can be mitigated by increasing the finesse of the

frequency comb, which can be done by increasing the external magnetic field. Similarly,

the fidelity between the input and the output states is robust against the fluctuation in the

absorption and the comb spacing. Furthermore, we found that the non-uniform frequency

combs without any fluctuations in the comb parameters can also yield efficient quantum

memory. Since the intra-atomic frequency combs found in natural atomic systems are

often non-uniform, our results suggest that a large class of these systems can be used for

I-AFC based efficient quantum memory.

By realizing frequency combs for right and left circular polarizations , I-AFC can be

used as a quantum memory for the polarization qubit [29]. Since the I-AFC is present in

a single atom it can be used to realize on-chip single photon sources and a single atom

quantum memory with long storage times.

In the second part of the thesis we use atom-cavity setups to realize two-qubit atom-

photon gates and swap operation. The atom cavity setup consists of a Λ-type atom with

|0〉 as the excited states and |±1〉 as the degenerate ground states.

The atom-cavity system is typically driven in two important regimes. The bad cavity

regime (κ� g2/κ� γ) where the decay of the cavity mode (κ) dominates over atom-cavity

coupling (g) and the atom decay rate (γ). Since cavity decay is much larger than coherence,

photon in this regime quickly leaks out of the cavity. Contrary to bad cavity regime is

the strong coupling regime (g � κ, γ) where the coherent emission and absorption of

photon is dominant over decay. Driving the atom-cavity in strong coupling regime results

in a conditional phase shift. This conditional phase along with a Λ-type atom results in

atom-photon gates, Cj=x,y,z = |0〉〈0| ⊗ 1 + |1〉〈1| ⊗ σj .

We use these atom-photon gates to propose an implementation scheme for Quantum

channel transparency (QCT). QCT is a protocol where the action of bath on a system

(S) is suppressed by interacting the system with two ancillary systems (A and B). In



6 Chapter 1. Introduction

QCT the environment effects are formulated in the form of Linblad operators without

assuming a specific noise model, hence it works for any general environment. QCT relies

on performing unitary operations of the form [30]

UABS = |00〉〈00|AB ⊗ 1S + |01〉〈01|AB ⊗ σSz + |10〉〈10|AB ⊗ σSx − i |11〉〈11|AB ⊗ σSy .

VABS =(H ⊗H ⊗ 1) UABS (H ⊗H ⊗ 1) with H =

1 1

1 −1

 (1.1)

where A,B represent the ancilla’s and S the system. H is Hadamard operation on the

ancilla’s A and B

We implement the UABS operation using atom-photon gates, with atom and photons

as the system and the ancilla’s. We first decompose UABS as a product of two controlled

operators

UABS =
(
1B ⊗ CASx

)(
1A ⊗ CBSz

)
, (1.2)

where CASx = |0〉〈0|A⊗1S+|1〉〈1|A⊗σSx and CBSz = |0〉〈0|B⊗1S+|1〉〈1|B⊗σSz are respectively

the control-NOT and control-Phase gates acting on one photon and the atom. Therefore,

the unitary UABS can be implemented by sequentially interacting the two photons with

the atom-cavity system similarly the unitary VABS by performing a Hadamard operation

on the ancillas.

We also use the atom-cavity setup to implement an atomic state preparation protocol

using the technique of coherent feedback control and weak swap gate. Swap operation can

be a useful tool in mapping the state of system A to system B. This can be convenient

when the state preparation is easier for one of the system e.g. it’s easier to prepare the

polarization states of a photon than to prepare superposition of atomic states. Hence with

an efficient swap operation one can map the polarization to the atomic superposition.

In a coherent feedback control formalism, the state of a system is asymptotically pushed

towards a target state |T 〉 by sequentially applying weak measurements on the system [31].

Consider a trace-preserving quantum channel $ described by an n-element set of Kraus

operators Ki. If the Kraus operators satisfy the fix-point condition and complete span
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condition, i.e,

Ki |T 〉 = zi |T 〉 , (1.3)

span{K†i |T 〉}i=0,...,n−1 = Hs, (1.4)

where Hs is Hilbert space of the system. Upon satisfying Eq. (1.3) and Eq. (1.4) for all

i = 0, . . . , n− 1 with zi ∈ C, an arbitrary initial state ρ of the system converges to target

state |T 〉 under repeated application of the channel $, i.e., $n(ρ)→ |T 〉 〈T | as n→∞.

An atom-cavity setup driven in the bad cavity regime was used to realize a weak swap

operation between atom and photon [32]. And the ideal swap operation was possible only

at atom-photon resonance. We showed that the weak swap operation with off-resonant

pulses satisfies the required conditions for the coherent control. Hence sequentially

reflecting photons off the atom-cavity setup converges the weak swap to an ideal swap

operation. Thus mapping the photonic polarization state to atomic state. The precision

of the fidelity can be improved by increasing the number of photons . This protocol can

be demonstrated with existing technologies and can be an efficient and fast technique for

state preparation e.g. reflecting ∼ 10 photons gives fidelities > 99.99 and a single-photon

source producing 109 photons/sec [33], gives protocol times around ∼ 10ns.

The thesis is organised as follows:

Part-I

• Chapter 2: Light-matter interactions

This chapter introduces the basics of light-matter interactions. We derive the

optical Bloch equations of two-level systems and the multi-level systems are

shown as genralizaiton of two-level systems. We also study phenomenons such

as electromagnetically induced transparency (EIT), Autler-Townes effect and

stimulated Raman adiabatic passage (STIRAP).

• Chapter 3: Quantum memories

The optical Bloch equations are used to study the existing quantum memory

protocols e.g. EIT based memories, controlled reversible inhomogeneous broadening

(CRIB) and the atomic frequency comb (AFC).

• Chapter 4: Intra atomic frequency comb (I-AFC)

We propose a frequency comb using the hyper-fine levels of a single atom. We then
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show that this I-AFC works similar to a AFC type quantum memory.

• Chapter 5: Randomness in I-AFC

The role of non-uniformities on I-AFC based memory is studied in the chapter. The

non-uniformities are introduced in absorption and the comb spacing and we show

that even an imperfect I-AFC results in an efficient quantum memory. As examples,

we numerically show the frequency comb in the Cesium (Cs) and Rubidium (Rb)

atoms.

Part-II

• Chapter 6: Atom-cavity interactions

The basics of atom-cavity interactions are introduced in the chapter. We also study

phenomenons such as photon blockade and cavity-STIRAP.

• Chapter 7: Atom-photon gates

The gate operations between atoms and photons are studied. We then use these

atom-photon gates to generate Cat-states, swap operation between atom and a

photon and non-destructive GHZ state analyser.

• Chapter 8: Applications of atom-photon gates

Atom-photon gates are used to propose an implementation scheme for the quantum

channel transparency (QCT). We also propose a state preparation scheme using swap

operation and coherent feedback control.

• Chapter 9: Conclusion

In this chapter we summarize the results of the thesis.
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Chapter 2

Light-matter interactions

Quantum optics in its broad sense is the study of light-matter interactions. The matter

can be any quantum mechanical system with discrete energy levels e.g. atoms, quantum

dots and superconducting qubits.

A general light-matter interaction can be visualized as follows: when light interacts

with atoms it causes transitions which in turn results in an atomic dipole moment (i.e.

atomic polarization). This change in dipole moment gives raise to source terms in maxwell

equations and thus can affect the propagation of light in the medium. Quantum memories

and slow light are few examples where propagation and atomic polarization are mutually

affected.

The complete dynamics of atom-light interactions are given by the atomic polarization

and light propagation. The dynamics of light propagation can be ignored when we are

interested only in absorption or transmission spectrum of the atom, typical examples

are STIRAP (stimulated Raman adiabatic passage), EIT (electromagnetically induced

transparency), CPT (coherent population trapping), optical Free Induction Decay (FID)

[34] and superradiance [35].

To understand the physics of atom-light interactions. We start with a simple and basic

interaction in quantum optics, a two-level system interacting with the electric field. Then

the three and multi-level systems interacting with light can be seen as extension of these

techniques.
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∆

Ω, ω

γ

|e〉

|g〉

Figure 2.1: Two-level atom with transition frequency ωeg, interacting with a light of
frequency ω and detuning ∆ from the atomic transition. γ is the spontaneous decay

rate from |e〉 to |g〉

2.1 Two-level atom interacting with light

The Hamiltonian for a two-level atom with excited (|e〉) and ground (|g〉) states separated

by frequency of (ωeg = ωe − ωg) can be written as H0 = ~ωeg |e〉〈e|. The interaction of a

dipole with the electric field is given as Hint = −d ·E, where d = er is the dipole moment

operator of the atom and E is the classical electric field. For simplicity we consider an

electric pulse with narrow spectral width propagating in z direction and polarized along x̂

E(t) = E(t) cos(kz − ωt+ φ)x̂ 

1

2

(
E(t)e−i(kz−ω0t)e−iφ + c.c

)
x̂, (2.1)

where k = 2π/λ and ω0 is the mean frequency of the light. The φ is phase at t = z = 0. The

amplitude E(t) gives the shape of the pulse in time and for a typical quasi monochromatic

pulse this is centred around ω0 with a narrow spread. The Hamiltonian in the basis

{|e〉 , |g〉} is given as [36]

H = ~ωeg |e〉〈e| − E(t)[dege
−iω0teiφ |e〉〈g|+ dgee

iω0te−iφ |g〉〈e|+ h.c]. (2.2)

where deg = 〈e|x̂|g〉 is the dipole matrix element. The terms eikz are dropped under the

called dipole approximation. In a typical system dipole approximation (kz ≡ 2πz/λ� 1)

is well justified, as the interacting fields are in the visible region (λ = 10−7m) and

z ∼ 10−10m is the typical size of an atom.

The Hamiltonian Eq. (2.2) in the interaction picture is given as

HI ≡ e
iH0t
~ He−

iH0t
~ ≡ −

[
Ωeit∆ |e〉〈g| eiφ + Ωei(ωeg+ω0)t |e〉〈g| e−iφ + h.c.

]
, (2.3)



2.1. Two-level atom interacting with light 11

where ∆ = ωeg − ω0 is the detuning and Ω =
deg · E

~
is the Rabi frequency. Typically we

work with optical transitions and ∆ � ωeg, ω0. The dynamics of the system evolve with

a time scale of Ω−1. Since ω0 +ωeg � Ω the fast rotating terms exp[±i(ω0 + ωeg)t] in the

Eq. (2.3) will be averaged out and are dropped under the rotating wave approximation

(RWA). Then the Hamiltonian reads

HI = −
[
Ωei∆teiφ |e〉〈g|+ h.c.

]
, (2.4)

and with another transformation of the form e−i∆t|e〉〈e|(~∆ |e〉〈e|+HI)e
i∆t|e〉〈e| gives

H = ~∆ |e〉〈e| − ~
2

Ω(|e〉〈g| eiφ + |g〉〈e| e−iφ), (2.5)

where we assume the Rabi frequency (Ω) to be real. The two-level Hamiltonian with φ = 0

can be written as

H =

 ∆ −Ω/2

−Ω/2 0

. (2.6)

The eigenvalues and vectors are obtained to be

E± =
∆

2
± Ω

2

√(
∆

Ω

)2

+ 1, |±〉 =
1√

|2E±|2 + |Ω|2
(2E± |e〉+ Ω |g〉). (2.7)

Thus when the interaction strength is very high Ω � ∆ we get E± = ±Ω

2
with

|±〉 = |e〉 ± |g〉 as the corresponding eigenvectors. This shifting of two-level system under

strong field interaction is called Autler-Townes effect. This effect can be observed by

probing the system with another weak light. Also the eigenstates |±〉 are called dressed

states and the states |e〉 and |g〉 are called bare states.

To obtain the evolution of the two-level system, we start with |ψ〉 of the form

|ψ(t)〉 = cg(t) |g〉 + ce(t) |e〉 . The Schrödinger equation i~∂|ψ〉∂t = H |ψ〉 with Eq. (2.5)

gives

ċg =
i

2
Ω(t)e−iφce,

ċe = −i∆ce +
i

2
Ω(t)eiφcg,

(2.8)
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The general solution of Eq. (2.8) is not possible but when Ω(t) is time independent the

solution for Eq. (2.8) reads

cg(t) =
1

2Ω′
e−

1
2
i(∆+Ω′)te−iφ

[
βΩ(eiΩ

′t − 1) + αeiφ
{

(Ω′ −∆) + eiΩ
′t(Ω′ + ∆)

}]
,

ce(t) =
1

2Ω′
e−

1
2
i(∆+Ω′)t

[
αΩeiφ(eiΩ

′t − 1) + β
{

(Ω′ + ∆) + eiΩ
′t(Ω′ −∆)

}]
,

(2.9)

with Ω′ =
√

Ω2 + ∆2.

Also with the resonance condition, i.e ∆ = 0 the Eq. (2.8) can be analytically solved.

Making the transformation ∂τ = Ω(t)∂t→ τ =
∫ t

0 Ω(t′)∂t′ gives

∂2

∂τ2
cg + (1/4)cg = 0 (2.10)

where τ is called the area of the pulse. Also note that this simplification is not

possible with off-resonance or decay terms. The Eq. (2.10) with in the initial condition

|ψ(0)〉 = α |g〉+ β |e〉 gives

cg(τ) = α cos
(τ

2

)
+ ie−iφβ sin

(τ
2

)
,

ce(τ) = ieiφα sin
(τ

2

)
+ β cos

(τ
2

)
,

(2.11)

2.1.1 π-pulses and superposition states

In light-matter interactions e.g. in quantum memory protocols, an excitation has to

be transferred to a stable state with long lifetimes. This transfer is typically achieved

using a π-pulse. Also while performing quantum computation it is important to prepare

superposition state of the atom and perform a general unitary rotations on the atom both

these operations can be performed by varying the area of the pulse.

Starting the atom in the ground state (β = 0, α = 1) or the excited state (β = 1, α = 0)

gives the general state as

|ψ〉(α=1) = cos
τ

2
|g〉+ ieiφ sin

τ

2
|e〉 , (2.12)

|ψ〉(β=1) = ie−iφ sin
τ

2
|g〉+ cos

τ

2
|e〉 , (2.13)

when τ ≡
∫ t

0 Ω(t′)∂t′ = π, the state transfers from |g〉 
 |e〉 and the pulses with area of
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τ = π are called π-pulses. Also by varying the area of pulse (τ) and the phase of electric

field (φ) in Eq. (2.13) a general superposition state of the atom can be obtained, starting

with the ground state.

2.2 Two-level atom interacting with a thermal bath

In the above sections we considered an ideal system and avoided interactions with

environment. Dissipation and decoherence results when a system is interacting with

environment. The general Hamiltonian of a system interacting with bath is written as

H = HS +HB +Hint, (2.14)

where HS and HB are the system and the bath Hamiltonian and Hint is the system and

bath interaction. The total evolution of system and bath (environment) in the interaction

picture is given by

∂

∂t
ρ(t) = −i [HI , ρ]→ ρ(t) = ρ(0)− i

∫ t

0
[HI , ρ(s)] ds, (2.15)

where ρ(t) is the density matrix of system and bath, ρ(0) is the initial state. The system

dynamics are obtained by tracing over the bath, denoted as trB . On substituting the

integral form of Eq. (2.15) back in the differential form gives

∂

∂t
ρS = trB[HI , ρs(0)⊗ ρB(0)]−

∫ t

0
trB[HI , [HI , ρ(s)]] ds (2.16)

since we are interested in the thermal bath, the expectation values of all bath operators

vanish i.e. 〈OB〉 = 0 and the first term is set to zero. We invoke Born approximation

by assuming the interaction is very weak and assume that the state of bath remains

unchanged. Further we assume ρ(t) shows deviations of order HI from an uncorrelated

state [37]

ρ(t) ≈ ρS(t)⊗ ρB +O(HI), (2.17)
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On substituting Eq. (2.17) in Eq. (2.16) and retaining upto second order in H yields

∂

∂t
ρS = trB[HI , ρs(0)⊗ ρB(0)]−

∫ t

0
trB[HI , [HI , ρS(s)⊗ ρB]] ds, (2.18)

and we can notice that ρS(t) depends on the past time 0→ t. Since a bath decays quickly

compared to the system, the dependency on the past times is quickly lost and we replace

ρS(s)→ ρS(t) to give the Redfield equation

∂

∂t
ρS = −

∫ t

0
trB[HI , [HI(s), ρS(t)⊗ ρB]] ds. (2.19)

On replacing s = t− s′ gives

∂

∂t
ρS = −

∫ t

0
trB
[
HI ,

[
HI(t− s′), ρS(t)⊗ ρB

]]
ds′. (2.20)

and since a system evolves with time scales that are much larger than the bath time scales.

We extend the upper limit to infinity under the Markov approximation

∂

∂t
ρS = −

∫ ∞
0

trB[HI , [HI(t− s), ρS(t)⊗ ρB]] ds, (2.21)

Eq. (2.21) is general and valid for any system and bath.

On solving Eq. (2.21) for a two-level system interacting (dipole interaction) with thermal

bath at temperature T gives (detailed derivation can be found in [38]) the master equation

as

d

dt
ρ(t) = γ(N + 1)

[
σ−ρ(t)σ+ −

1

2
σ+σ−ρ(t)− 1

2
ρ(t)σ+σ−

]
+γN

[
σ+ρ(t)σ− −

1

2
σ−σ+ρ(t)− 1

2
ρ(t)σ−σ+

]
,

(2.22)

where σ+ = |e〉〈g|, σ− = |g〉〈e| and the decay rate γ =
ω3
eg|deg|2

3πε0~c3
1. N =[

exp

{
~ωeg
KBT

}
− 1

]−1

the average thermal photon number, where KB is the Boltzmann

constant. Since we typically deal with atomic transitions in the optical transitions or

systems at low temperatures the condition ~ωeg � KBT gives N → 0. Then the decay is

1The decay rates are written in SI units
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simply governed by

d

dt
ρ(t) = γ

[
σ−ρ(t)σ+ −

1

2
σ+σ−ρ(t)− 1

2
ρ(t)σ+σ−

]
. (2.23)

For example the decay of a two-level system on using Eq. (2.23) reads

d

dt
〈e|ρ|e〉 ≡ d

dt
ρee = −γρee, (2.24a)

d

dt
〈e|ρ|g〉 ≡ d

dt
ρeg = −γ

2
ρeg. (2.24b)

Note that the coherence (ρeg) decays with half the rate of population (ρee) and often these

decays are added phenomenologically. The the off-diagonal elements of a density matrix

can be related to the physical quantity, atomic polarization. Atomic polarization is written

as the expectation value of dipole operator

〈P〉 = Tr(ρd̂), (2.25)

where d̂ is the dipole operator and for a two-level atom in the interaction picture gives

Tr(ρd̂) = Tr
[
ρ
(
dege

iH0t/~ |e〉〈g| e−iH0t/~ + h.c
)]
,

= Tr
[
ρ
(
deg |e〉〈g| eiωt + h.c

)]
,

= ρgedege
iωt + c.c,

(2.26)

where H0 = ~ω |e〉〈e| and dee = dgg = 0. On comparing Eq. (2.26) with wave equation of

the form

P = 1/2
(
P(z, t)e−iωt + c.c

)
, (2.27)

gives P(z, t) = 2d∗egρeg.

2.3 Paraxial wave equation in a medium

In the above sections we have discussed two-level atom interacting with constant external

electric fields. To study the light propagation through an ensemble of atoms we start by
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writing Maxwell equations with source terms

∇ · (ε0E + P) = 0, ∇×E = −∂B
∂t
,

∇ ·B = 0, ∇×B = µ0
∂

∂t
(ε0E + P),

(2.28)

where P is the atomic polarization. On rearranging Eqs. (2.28) gives [39]

∇2E− 1

c2

∂2E

∂t2
= µ0

∂2P

∂t2
. (2.29)

We are interested in optical pulses with narrow spectral widths, hence we assume solutions

of the form

E(r, t) = Re
[
E(r, t)ei(k.r±ω0t)

]
ê,

P(r, t) = Re
[
P(r, t)ei(k.r±ω0t)

]
ê,

(2.30)

where k.r + ω0t denotes the forward and the k.r − ω0t backward moving waves. ω0 is

mean oscillating frequency and E(r, t) gives the shape of the envelope. Since we only

study isotopic and homogenous mediums, the atomic polarization is assumed to be in the

same direction as the electric field and the polarization index (ê) is dropped in further

calculations.

On substituting the forward mode solutions Eq. (2.30) in the wave equation gives

∇2E + 2i k ·∇E + 2i
ω0

c2

∂E
∂t
− 1

c2

∂2E
∂t2

= −2iµ0ω0
∂P
∂t

+ µ0
∂2P
∂t2
− ω2

0µ0P. (2.31)

Now we assume the amplitudes to vary slowly in space and time, i.e.

∣∣∇2E
∣∣� |k ·∇E| ∣∣∣∣∂2E

∂t2

∣∣∣∣� ∣∣∣∣ω0
∂E
∂t

∣∣∣∣� ∣∣ω2
0E
∣∣. (2.32)

The condition
∣∣∇2E

∣∣ � |k ·∇E| can be justified by assuming waves which point in a

specific direction with negligible spread in the transverse plane. The other condition is

well interpreted in the frequency domain. In the frequency domain it gives |ω − ω0| � ω0,

i.e. the spectral width is much less than the central frequency. Hence the time condition

is well justified for a narrow band optical pulse.
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On dropping the higher order terms in Eq. (2.31) and the approximations in Eq. (2.32)

yields

2i k.∇E + 2i
ω

c2

∂E
∂t

= −ω2µ0P, (2.33)

and for one dimension it’s simplified as

(
∂

∂z
+

1

c

∂

∂t

)
E(z, t) = i

k

2ε0
P(z, t). (2.34)

Note that in Eq. (2.30) we considered only the forward mode (k.r− ωt) waves. A similar

analysis in the backward mode (k.r + ωt) gives

(
∂

∂z
− 1

c

∂

∂t

)
E(z, t) = i

k

2ε0
P(z, t). (2.35)

In a linear isotropic medium one can assume P = ε0χE with χ being the electric

susceptibility. Also the atomic polarization in terms of density matrix is given by the

Eq. (2.27), P = 2Nd∗egρeg. Then the susceptibility is written as

χ =
N|deg|2
~Ωε0

ρeg, (2.36)

where Ω =
deg.E

2~
is the Rabi frequency. It is clear from the Eq. (2.34-2.36) that dynamics

of the system and field are coupled. The susceptibility consists of Rabi frequency and the

density matrix elements and in the following chapters this relation is exploited in realizing

quantum memories.

The light propagation is given by the Eq. (2.34) and Eq. (2.35). The dynamics of ρeg

can be obtained by solving

d

dt
ρ = −i~[H, ρ] +D(ρ), (2.37)

with D(ρ) being the dissipator (2.23). Eq’s. (2.34)-(2.37) are known as the Maxwell-Bloch

equations and most light-matter interaction protocol consists in modelling the Hamiltonian

and solving these coupled equations.
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2.4 Three-level atom interacting with light

In two-level atoms the light matter interaction results in Rabi oscillations between the

ground and the excited states. Adding a third level to the two-level atom gives raise to

the interference of probability amplitudes. This interference along with rabi oscillations

leads to quantum phenomenon such as EIT, CPT and STIRAP. These phenomena are

further extended to realize atom-photon gates and quantum memories protocols.

The procedure for three-level systems is similar to two-level systems. In the following

we show the details for a three-level system with lambda configuration. A ‘Λ’ system

Fig. (2.2) consists of an excited and a ground state typically in the optical range and a

spin state with long coherence time. The |e〉 ↔ |g〉 transition interacts with a weak probe

pulse (Ω1) and the |e〉 ↔ |s〉 with a strong control field (Ω2). The transition |g〉 ↔ |s〉 is

assumed to be dipole forbidden. The off-resonance between atom and light is denoted by

the detunings ∆1,2.

We usually deal with hyperfine transitions of an atom which are denoted by F and

mF . Upon interacting with the light the mF values of an atom changes, resulting in

the change of angular momentum. And only those interactions that conserve the total

angular momentum are retained in the Hamiltonian. For example let’s assign mF = 0 (1)

for the states |g〉 (|e〉). Since the transition |g〉 → |e〉 results in increasing the angular

momentum, by the conservation of total angular momentum only a light carrying 1~ of

angular momentum (left circularly polarized) can interact with this transition. Similarly

|g〉 ← |e〉 will only emit light with 1~ unit of angular momentum. Interestingly choosing the

right and left circular polarization as the basis vectors makes the dipole matrix elements

〈ψ1|d|ψ2〉 real [40].

Ω1(t), ω
1

Ω
2 (t), ω

2

γ
2γ1

|e〉

|s〉

|g〉

∆2
∆1

Figure 2.2: Three-level Λ system interacting with weak probe light of frequency ω1

and a strong control field of frequency ω2.
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The Rabi frequencies (Ω) and detunings (∆) are defined as

Ω1 =
deg · E1(z, t)

2~
, ∆1 = ωeg − ω1,

Ω2 =
des · E2(z, t)

2~
, ∆2 = ωes − ω2,

(2.38)

and following the same prescription as in Sec. (2.1). The Hamiltonian in the rotating wave

approximation is written as

H = ~ωeg |e〉〈e|+ ~ωsg |s〉〈s| − ~
(
Ω1 e

−iω1t |e〉〈g|+ Ω2 e
−iω2t |e〉〈s|+ h.c

)
. (2.39)

Note that the cross terms Ω1 |e〉〈s| and Ω2 |e〉〈g| are dropped, as the transitions |e〉-|s〉 and

|e〉-|g〉 are assumed to satisfy opposite selection rules i.e. des · E1(z, t) = deg · E2(z, t) = 0.

Defining H0 = ~ω1 |e〉〈e|+~(ω1−ω2) |s〉〈s| the Hamiltonian in the interaction picture reads

H = ~∆1σee + ~(∆1 −∆2)σss − ~[Ω1(t)σeg + Ω2(t)σes + h.c], (2.40)

where σij = |i〉〈j|. This Hamiltonian describes the dipole interaction of a three-level atom

with light. In the following sections we use this to study the quantum phenomenon called

EIT and a protocol named STIRAP.

2.4.1 Stimulated Raman adiabatic passage

The Stimulated Raman adiabatic passage (STIRAP) is a technique to coherently control

the state of a two-level atom using an excited state. The Hamiltonian for Λ-system can

be simplified under the two-photon resonance condition (∆1 = ∆2) to give

H = ~


0 0 −Ω∗1(t)

0 0 −Ω∗2(t)

−Ω1(t) −Ω2(t) ∆

, (2.41)

The eigenvalues are given as

ω0 = 0, ω± =
1

2

[
∆±

√
∆2 + 4

(
|Ω2|2 + |Ω1|2

)]
, (2.42)
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and the corresponding eigenvectors are

|D〉 = cos θ(t) |g〉 − sin θ(t) |s〉 , (2.43a)

|+〉 = sin θ(t) sinφ |g〉+ cos θ(t) sinφ |s〉+ cosφ |e〉 , (2.43b)

|−〉 = sin θ(t) cosφ |g〉+ cos θ(t) cosφ |s〉 − sinφ |e〉 , (2.43c)

here tan θ(t) =
Ω1

Ω2
and tanφ =

√∣∣∣∣ω−ω+

∣∣∣∣ . The state |D〉 is the called dark state and is

immune to spontaneous decay as there is no contribution from the excited state. Thus by

adiabatically changing the dark state any superposition state between |g〉 and |s〉 can be

achieved. The adiabaticity condition is obtained as (see Sec. A.1)[41]

∣∣∣ 〈±|Ḣ|D〉∣∣∣� Ω
∣∣ω± − ω0

∣∣, ⇒
∣∣∣∣∣Ω1Ω̇2 − Ω2Ω̇1

Ω2

∣∣∣∣∣� ∣∣ω±∣∣, (2.44)

where Ω =
√

Ω2
1 + Ω2

2.

STIRAP and Eq. (2.13) are prominently used to perform unitary rotations on a qubit

with high fidelities. The pulse envelopes can be of any shape as long as ∂Ω(1,2)

/
∂t

are slow enough to satisfy the Eq. (2.44). Typical STIRAP lasts for ∼ 1 µs and high

fidelities can only be obtained for long pulse durations. To improve time durations without

compromising fidelities, a shortcut to STIRAP known as stimulated Raman shortcut-to-

adiabatic passage (STIRSAP) are proposed [42, 43]. In STIRSAP the time required is

reduced to 10 ns as compared to ∼ 1 µs.

2.4.2 Adiabatic elimination of a three-level atom

Adiabatic elimination is similar to STIRAP, where a dipole forbidden transition |g〉 ↔ |s〉
can be accessed via a third common level. Since |g〉 and |s〉 are stable states such a qubit

will be coherent and immune to spontaneous emission. The general state for a three-level

system is written as

|ψ〉 = cg(t) |g〉+ cs(t) |s〉+ ce(t) |e〉 , (2.45)
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The Schrödinger equation with the Eq. (2.41) gives

i ċe = ∆ce − (Ω1cg + Ω2cs), i ċg = Ω∗1ce, i ċs = Ω∗2ce. (2.46)

If the detuning is greater than Rabi frequencies and decay rates (∆ � Ω1,2) then it

is reasonable to assume that excitation’s are very less and we set ċe = 0. Then ce is

eliminated to obtain

i ċg = −1/∆(|Ω1|2cg + Ω∗1Ω2cs), i ċs = −1/∆(Ω1Ω∗2cg + |Ω2|2cs). (2.47)

On comparing these equations with two-level atom equations (2.8), gives an equivalent

two-dimensional Hamiltonian of the form

Hae = − ~
∆

 |Ω1|2 Ω∗1 Ω2

Ω1 Ω∗2 |Ω2|2

. (2.48)

The eigenvalues and vectors are given as

ED = 0, |D〉 = cos θ |g〉 − sin θ |s〉 , (2.49a)

EB = −|Ω1|2 + |Ω2|2
∆

, |B〉 = sin θ |g〉+ cos θ |s〉 , (2.49b)

with tan θ =
Ω1

Ω2
. |D〉 and |B〉 are called dark and bright states2.

Thus when the detuning is large adiabatic elimination results in an effective two-level

system even when the transition is dipole forbidden. Although it seems that a decay

free qubit can be created with adiabatic elimination, losses are always present due to the

imperfect adiabaticity.

2.4.3 Electromagnetically induced transparency (EIT)

In the above sections we only studied the Hamiltonian of a three-level system. Here we

will solve density matrix evolution of three-level system under a strong control pulse and

a weak probe light. The spontaneous emission in a Λ-system is included similar to that of

2The transitions under two-photon resonance are called Raman-transitions and with large detunings
they are known as off-resonant Raman transitions.
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a two-level system. The dissipator for the two transitions is given by Eq. (2.23)

dρ

dt
= γ1

[
σ̂ggρee(t)−

1

2
σ̂eeρ(t)− 1

2
ρ(t)σ̂ee

]
+ γ2

[
σ̂ssρee(t)−

1

2
σ̂eeρ(t)− 1

2
ρ(t)σ̂ee

]
(2.50)

where γ1 =
ω3
eg |deg |2

3πε0~c3
and γ2 = ω3

es|des|2
3πε0~c3

. The complete density matrix equations for the

Λ-type atom with the Hamiltonian Eq. (2.40) and Eq. (2.50) reads [36]

ρ̇ee = −(γ1 + γ2)ρee + iΩ1ρge − iΩ∗1ρeg + iΩ2ρse − iΩ∗2ρes,

ρ̇ss = γ2ρee + iΩ∗2ρes − iΩ2ρse,

ρ̇gs = i(∆2 −∆1)ρgs + iΩ∗1ρes − iΩ2ρge,

ρ̇se = −
[

1

2
(γ1 + γ2)− i∆2

]
ρse − iΩ∗1ρsg − iΩ∗2(ρss − ρee),

ρ̇ge = −
[

1

2
(γ1 + γ2)− i∆1

]
ρge − iΩ∗2ρgs − iΩ∗1(1− 2ρee − ρss),

(2.51)

where ρgg is eliminated using the trace condition. Now the weak probe (Ω1 � Ω2) light

allows us to perform two approximations (i) We retain density matrix terms only to the

first order in Ω1. (ii) ρgg ≈ 1, i.e. due to low intensity of the probe, atoms are assumed

to be in the ground state. With these two approximations and a resonant control field

(∆2 = 0), Eqs. (2.51) are written as

ρ̇gs = −i∆1ρgs − iΩ2ρge, (2.52a)

ρ̇ge = −(γ1 − i∆1)ρge − iΩ∗2ρgs − iΩ∗1, (2.52b)

where γ12 = (γ1 +γ2)/2. The steady state solution of ρeg, obtained by setting ρ̇ = 0 yields

the expression for susceptibility

χ ≡ N|deg|
2

ε0~
ρeg =

N|deg|2
ε0~

i

(γ1 + i∆1)− i |Ω2|2
∆1

, (2.53)

the imaginary part of χ gives the absorption of the medium and the refractive index given

by the slope of the real part of χ. From Fig. 2.3 we can see a dip in the absorption

around resonance. This reduction in the absorption of the probe light due to a strong

control pulse is know as electromagnetically induced transparency (EIT) [44]. Complete

transparency occurs at zero detuning and the width of transparency window increases with

increase in the control pulse strength. In Fig. 2.3 we can notice two regimes weak limit
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Figure 2.3: (a) Imaginary and (b) real parts of χ in the units
N|deg|2
ε0~γ1 for different

control field strengths (Ω2/γ1)

(Ω2 ≈ γ) and the strong limit (Ω2 � γ). In the weak limit, the transparency is due to

quantum interference of amplitudes. The transition amplitudes between |g〉-|e〉 and |e〉-|s〉
destructively interfere to make the atom transparent around the resonance of the probe

pulse. The strong limit can be understood using the Autler–Townes effect, see Sec. 2.1.

Due to the strong control pulse, the bare atomic states |e〉 and |s〉 are dressed in to |+〉
and |−〉 with an energy separation of 2Ω2

3 and the probe pulse scans these transitions to

give two separated peaks.

Remarks: Notice that EIT is a steady state phenomenon and distinct from saturation

effects, where atoms are pumped to other levels to see dips in absorption profile. In EIT,

even with most atoms being in ground state (ρgg ≈ 1) we observe a dip in the absorption

at resonance. CPT (Coherent population trapping) is another interesting steady state

phenomenon closely related to EIT [45, 46].

2.5 Heisenberg-Langevin approach

Here we discuss the operator formalism to study the light-matter interactions. This

formalism is particularly convenient, when the probe light is quantized or when the atoms

are trapped inside optical cavities.

3Occasionally Ω is defined as d · E/~ giving width of Ω
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Consider a system interacting with bath. The total Hamiltonian of system and bath

can be written as

H = Hsys +HB +HI (2.54a)

HB = ~
∫ ∞
−∞

dω ωb†(ω)b(ω), (2.54b)

HI = i~
∫ ∞
−∞

dωK(ω)[b†(ω)â− b(ω)â†], (2.54c)

where b̂(ω) and â denotes the annihilation operator for the bath and the system. Hsys

and HB are free Hamiltonians of the system and the bath. HI denotes the interaction

Hamiltonian between the system and the bath. Here K(ω) is the interaction strength

between the system and the bath. By using these Hamiltonians in Eq. (2.54), we can

write the time evolution for the field operators b(ω) as

ḃ(ω) = −iωb(ω) +K(ω)â, (2.55)

which yields

b(ω) = e−iω(t−t0)b0(ω) +K(ω)

∫ t

t0

e−iω(t−t′)â(t′)dt′. (2.56)

Here b0 is the field mode at time t = t0 and can be considered as the input field mode. The

decay rate (κ) is related to the two-point correlation as κ =
〈
b̂†(t)b̂(0)

〉
= K2(ω) [38]. We

also assume that state of bath is stationary, i.e. [ρB, HB] = 0, this makes the decay rates

K(ω) constant [38]. Hence we set K(ω) =
√
κ, this approximation in Langevin theory is

know as the first Markov approximation [47]. Now we can define the total input mode

bin(t) which is the total electromagnetic field interacting with the system.

bin(t) =

∫
dωe−iω(t−t0)b0(ω). (2.57)

similarly one can define an output electric field mode by considering the time reversal in

the dynamical equations. The evolution of a general system operator σ̂ is written as

˙̂σ = − i

~
[σ̂, H] +

∫
dω κ

(
b†(ω)[â, σ̂]− b(ω)[â†, σ̂]

)
, (2.58)
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and on using Eq. (2.56) and Eq. (2.57) in the Eq. (2.58) gives the evolution of a system

operator as [47]

d

dt
σ̂ = −i/~ [σ̂,H]−

[
σ̂, â†

](κ
2
â+
√
κb̂in

)
+
(κ

2
â† +

√
κb̂†in

)[
σ̂, â
]
, (2.59)

where κ is decay rate. A similar equation is derived with output modes

d

dt
σ̂ = −i/~ [σ̂,H]−

[
σ̂, â†

](
−κ

2
â+
√
κb̂out

)
+
(
−κ

2
â† +

√
κb̂†out

)[
σ̂, â
]
, (2.60)

with σ̂ = â in Eqs. (2.59) and (2.60) gives the relation between the input and output

modes

b̂out − b̂in =
√
κâ. (2.61)

For a two-level atom interacting with bath, we replace â→ σ̂ge in Eq. (2.59) and denote

the bath operator b̂in by f . The Langevin equations for a two-level atom are written as

d

dt
σ̂ = −i/~ [σ̂, H]− [σ̂, σeg]

(γ
2
σge +

√
γf̂
)

+
(γ

2
σeg +

√
γf̂ †
)

[σ̂, σge], (2.62)

where γ is the decay rate. The equations of motion are written as

d

dt
σ̂eg = i∆σ̂eg + iΩ(σ̂ee − σ̂gg)−

γ

2
σ̂eg︸ ︷︷ ︸

D(σ̂eg)

+F̂eg, (2.63a)

d

dt
σ̂ee = iΩ(σ̂eg − σ̂ge)− γσ̂ee︸ ︷︷ ︸

D(σ̂ee)

+F̂ee. (2.63b)

where F̂ab is the bath operator corresponding to σ̂ab. D(σ) is the called the deterministic

part of σ̂ containing all terms besides the noise (F̂ ). From Eq. (2.62) we can notice that a

decay is always accompanied by a corresponding bath. Also similar to the density matrix

formalism the coherence decays at half the rate of population, see Eq. (2.23).

The two-time correlations between two bath operators can be obtained by using

generalized Einstein relation [48, 49].

〈
F̂1(t)F̂2(t′)

〉
= δ(t− t′) 〈D(σ̂1σ̂2)−D(σ̂1)σ̂2 − σ̂1D(σ̂2)〉 , (2.64)
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where D(σ̂n) and F̂n are the deterministic and the noise part of σ̂n. E.g. the low intensity

approximation σ̂gg = 1 gives

〈
F̂ge(t)F̂

†
ge(t
′)
〉

= δ(t− t′) 〈D(σ̂gg)−D(σ̂ge)σ̂eg − σ̂geD(σ̂eg)〉 ,

= δ(t− t′)γ.
(2.65)

N three-level atoms

Now we write the Langevin equations for N three-level atoms with Λ-configuration. The

Λ system is same as in Fig. (2.2) and consists of an excited (|e〉), ground (|g〉) and a

spin state (|s〉). The |e〉 ↔ |g〉 transition interacts with a weak probe pulse (Ω1) and the

|e〉 ↔ |s〉 with a strong control field (Ω2). The Hamiltonian for the Λ-system is written as

sum of free and interaction parts H = H0 + V

H0 =

∫
~ωâ†(ω)â(ω) dω + ~ωeg

N∑
j=1

σjee + ~ωsg
N∑
j=1

σjss, (2.66a)

V = −g~
N∑
j=1

σjegE(z) + H.c.− ~
N∑
j=1

Ω(zj , t)e
−iω2 (t−zj/c) σjes + h.c, (2.66b)

where g = deg
√
ω1/2~ε0V 4 is the coupling constant. E(z) is the quantized input pulse.

Ω(z, t) is the strong classical control pulse and the summation is over all atoms.

On using Eqs. (2.62)-(2.65) the Langevin equations for the Λ-system are written as

(derivation in appendix, Sec. A.3)

(
∂

∂t
+ c

∂

∂z

)
Ẽ = i g̃∗P, (2.67a)

∂

∂t
P = −(γge + i∆)P + i g̃Ẽ + iΩS, (2.67b)

∂

∂t
S = −i∆S + iΩ∗P, (2.67c)

where
√
Nσ̃ge = P ,

√
Nσ̃gs = S and g̃ =

√
Ng. ∆ = ωeg − ω1 is the detuning with the

input pulse. The above equations can be further simplified by setting ∂
∂tP = 0 under the

adiabatic approximation (appendix Sec. A.4). The Eq. (2.67) describe the dynamics of

an ensemble of three-level atoms interacting with light. These equations are the starting

point of all quantum memory protocols and in the next chapter we solve them under

4Here we use g and Ω instead of Ω1 and Ω2 to be consistent with the literature.
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various physical conditions.



28

Chapter 3

Quantum Memories

In this chapter we discuss different protocols of photonic quantum memories. Photonic

quantum memory is a device capable of storing and re-emitting the photons on demand.

Here an input pulse (E) interacts with an ensemble of atoms. Then the absorption and

emission of the input pulse are controlled using a control pulse (Ω). In the following we

discuss three different memory schemes:

• Quantum memory with EIT.

• Controlled reversible inhomogeneous broadening (CRIB).

• Atomic frequency combs (AFC).

A typical quantum memory uses either one of these techniques or slight variations of them.

In all of the above protocols an ensemble of atoms with |g〉, |e〉 and |s〉 in Λ-configuration

is used, see Fig. 2.2. The mean frequency of input pulse (ω1) is tuned to the |e〉-|g〉
transition. The |e〉-|s〉 is tuned to the mean frequency of a control pulse. Once the

input pulse is converted into an atomic excitation. A control pulse is used to transfer the

excitation to the long lived spin state (|s〉). After the storage time a second control-pulse

is used to retrieve the input. The storage time will be limited by the life time of the

spin state. Since most quantum memories use a Λ-type atom we rewrite the Langevin

equations in the interaction picture Eq. (2.67)

(
∂

∂t
+ c

∂

∂z

)
E = ig∗P, (3.1a)

∂

∂t
P = −(γge + i∆)P + igE + iΩS, (3.1b)
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∂

∂t
S = −i∆S + iΩ∗P, (3.1c)

where g = deg
√
Nω1/2~ε0 with N begin atomic number density. ∆ = ωeg − ω1 is the

detuning with the input pulse.
√
Nσge = P ,

√
Nσgs = S.

The operators P and S (with σgg ≈ 1) satisfy relations similar to electric field Eq. (A.28)

[
P (t, z), P †(t, z′)

]
=
[
S(t, z), S†(t, z′)

]
=

N

η(z)
δ(z − z′). (3.2)

Thus quantum memory protocols can be understood as mapping of the electric field modes

to atomic modes. An electric field excitation is transferred to P -modes through absorption.

Then for longer storage times, the excitation is mapped from P -mode to S-modes using

a control pulse. Then a second control pulse maps back the excitation from the S-mode

to P -mode. Finally the P -mode decays, leaving the excitation back in the electric field

mode.

3.1 Quantum memory with EIT

In EIT Sec. 2.4.3, The |e〉-|g〉 transition of a Λ system is made transparent around the

resonance frequency (ωeg), by driving the |e〉-|s〉 transition with a strong control pulse.

The width of the EIT-dip near the resonance is obtained by Taylor expansion of the

susceptibility Eq. (2.53)

χ =
N|deg|2

ε0~|Ω|2
[
−∆ + i∆2 γge

|Ω|2
+O(∆3)

]
, (3.3)

where ∆ = ωeg − ω1 is the detuning between atom and the input pulse. Then the

transmittance is written as [50]

T = exp{−kLIm(χ)} ≈ exp
{
−∆2/ω̄2

tr

}
, (3.4)

where k = ω1/c and L is the length of the medium. The width of the dip is defined as

ω̄tr =

√
2ε0~|Ω|4

kLN|deg|2γge
=

√
|Ω|4c
g2Lγge

=
|Ω|2√
Oγge

, (3.5)
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here O =
g2L

cγge
is called the optical depth.

In EIT the region with the low absorption also corresponds to high refractive index

(derivative of the Re χ). Thus when an input pulse width (1/τp) is smaller than the

transmittance width. The pulse velocity is reduced with negligible absorption [51, 52, 53].

Also an atomic system can be transferred from a ground state to a long lived spin states,

by adiabatically following the dark-state, see Sec. 2.4.1. Then by integrating EIT and

adiabatic transfer of population, one can freeze the light pulse in an ensemble of atoms.

The stopped light can be remitted by adiabatically moving from the spin state to the

ground state, hence EIT can be used as a viable quantum memory.

Consider N number of Λ-atoms interacting with a resonant (∆ = 0) input pulse. The

dynamical equations for the field and the atomic polarization reads Eq. (3.1)

(
∂

∂t
+ c

∂

∂z

)
E =

g

Ω∗
∂

∂t
S, (3.6a)

∂

∂t
P = −γgeP + igE + iΩS, (3.6b)

where P = −i/Ω ∂
∂tS is used. Then Eq. (3.6b) gives

S = − g̃E
Ω
− i

Ω

(
∂

∂t
+ γge

)(
− i

Ω∗
∂

∂t
S

)
,

= − i

Ω

[
∂

∂t

(
−i/Ω∗

∂

∂t
S

)
+ γge(−i/Ω∗

∂

∂t
S)− igE

]
.

(3.7)

Assuming that Ω(t, z) changes slowly [54, 53] derivatives of S are dropped to give

(
∂

∂t
+ c

∂

∂z

)
E =

g2

Ω∗
∂

∂t

E(z, t)

Ω
. (3.8)

If the control pulse is time independent Ω(t, z) = Ω(z) then the transformation t′ → t−z/vg
gives

E(z, t) = E
(

0, t−
∫ z

0

dz′

vg(z′)

)
, (3.9)

with the group velocity

vg =
c

1 + g2/|Ω|2
(3.10)
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Then the delay (τd) can be defined as

τd = (1/c− 1/vg)L = O γ

|Ω|2
, (3.11)

and along with the condition 1/τp < ω̄tr gives

τd/τp <
√
O, (3.12)

hence high optical depths are required to see any noticeable storage times. Requiring

optical depths is a major draw back for EIT protocols. This reduction in velocity was

observed in the Rubidium vapour cells . The velocity of a light pulse was reduced to 8m/s

with a delay of 13 ms [55].

Until now we discussed only the velocity reduction by considering driving pulses of the

form Ω(z). In the following we include the time dependency in Ω. Then by adiabatically

controlling the Ω(t), we show that a light pulse can be completely stopped and re-

accelerated.

Defining new operators of the form [50]

Ψ = cos θ E(z, t)− sin θS(z, t), (3.13a)

Φ = sin θ E(z, t) + cos θS(z, t), (3.13b)

where the mixing angle is defined as

tan2 θ(t) =
g2

|Ω(t)|2
. (3.14)

Similar to S and P , Ψ and Φ also satisfy bosonic relations

[
Ψ(z, t),Ψ†(z′, t)

]
=
[
Φ(z, t),Φ†(z′, t)

]
= Lδ(z − z′), (3.15)

with L being the length of the medium. Moreover the dark states can be created from

vacuum state by

|nk〉 =
1√
n!

(Ψ†k)
n |0〉 , (3.16)
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similarly Φ gives the bright states. Since a combination of field and spin gives Ψ

(Φ) generates dark (bright) states, these quasi-particles are called dark (bright)-state

polaritons. Now we rewrite the dynamical equations Eq. (3.6) in terms of polaritons

to give

(
∂

∂t
+ c

∂

∂z

)
(cos θΨ + sin θΦ) = tan θ

[
− sin θΨ̇ + cos θΦ̇− θ̇(cos θΨ + sin θΦ)

]
, (3.17)

on separating Ψ and Φ gives

(
∂

∂t
+ c cos2 θ

∂

∂z

)
Ψ = −θ̇Φ− sin θ cos θ c

∂Φ

∂z
. (3.18)

Similarly writing Eq. (3.7) in the polariton basis gives

Φ =
sin θ

g2

(
∂

∂t
+ γ

)(
tan θ

∂

∂t

)
[sin θΨ− cos θΦ], (3.19)

Normalizing time with t′ = t/τp and retaining to lowest order in (gτp)
−1 results in Φ ≈ 0.

Then Eq. (3.18) on applying the transformations

dτ = cos2 θ(t) dt, z′ → z − cτ (3.20)

gives

Ψ(z, t) = Ψ

(
z − c

∫ t

0
cos2 θ(t′) dt′

)
. (3.21)

On comparing the above with Ψ(z − vt), it’s clear that polariton is not effected by

propagation.

In the strong field regime (Ω� g̃ → θ ≈ 0) the polariton becomes completely photonic,

i.e. Ψ = E , with propagation velocity of c. In the weak field regime (g̃ � Ω → θ ≈ π/2)

the field-modes are completely mapped to spin-modes (Ψ = S) with zero propagation

velocity. Thus by adiabatically rotating the mixing angle, the the electric field is stored

and retrieved in a controlled fashion. Here the adiabaticity condition translates to

γge
Ω2τp

� 1⇒ 1/τp � ω̄tr (3.22)
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Hence the only condition required for storage and retrieval of light is that EIT-window

contains all the input light frequencies.

Experiments The Λ-type levels required for EIT are usually obtained in the hyperfine

structure (D-transitions) of the Caesium (Cs) and Rubidium (Rb) atoms, with the

transition energies in the infrared range [56, 57, 58, 56, 59]. EIT type memories are

demonstrated in systems such as warm atomic vapours cold atoms and Bose-Einstein

condensates (BEC) [60, 61, 62] .

In warm atomic vapours, atomic gas cells are maintained at temperatures 300−350K and

storage times upto micro seconds are achieved using Cs [56] and Rb atoms [57, 58, 56, 59].

The measured efficiencies for atomic vapours are in the range 10% − 15%. In cold atom

ensembles, few atoms (∼ 106) are trapped using a magneto-optical trap (MOT) and

similar to atomic vapour cells the storage times ∼ 1µs are demonstrated using Rb atoms

[63, 64, 65, 66, 67, 20]. An efficiency of ∼ 85% is achieved using MOT traps [20]. In BEC,

atoms are cooled down to low temperatures and storages times around few milli-seconds

has been achieved using Rb atoms [60, 61] and Na atoms [62]. The measured efficiency

for the BEC are in the range ∼ 50%. EIT-memory at temperature 4K and storage times

∼ 1 min is demonstrated in rare earth-ion-doped crystal (REIC) [68].

3.2 Controlled reversible inhomogeneous broadening

The basic principle behind the CRIB based quantum memory is as follows: a light pulse is

first absorbed in an ensemble of atoms. Once the light is absorbed, the excited atoms start

to develop a time-dependent phase due to the free evolution. These accumulated phases

are eliminated by inverting the detuning between the light and the atomic transition,

resulting in the coherent emission of the light pulse [69]. Hence, one can store light in a

controlled way in the atomic ensemble. For example, consider an ensemble of atoms with

N number of Λ-type atoms, a single photon interacting with the |e〉-|g〉 transition can be

completely absorbed if it’s broadening is larger than the width of input pulse. The state

after the absorption is written as

|ψ〉 =
N∑
j=1

cj |{ej}〉 (3.23)
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where |{ej}〉 = |g1, g2, ...ej ..gn〉 with j being atom number. Since the medium is

inhomogeneous broadened the mean frequency (ωeg) of the atom shifts and we denote

this shift by δj . For time scales much less than the inhomogeneous broadening, the state

|ψ〉 evolves due to the free Hamiltonian and the states is given as

|ψ〉 =
N∑
j=1

e−i(ωeg+δ+j )τ |{ej}〉 (3.24)

At time t = τ , a π-pulse (2.1.1) is applied between the transition |e〉-|s〉 and the state is

written as [70]

|ψ〉 =

N∑
j=1

cje
−i(ωeg+δ+j )τ |{sj}〉 , (3.25)

where |{sj}〉 = |g1, g2, ...sj ..gn〉. After the storage time Ts another π-pulse is applied to

give

|ψ〉 = e−iωeg(t+τ)
N∑
j=1

cje
−iδ+j τe−iδ

−
j te−iω

j
sgTs |{ej}〉 , (3.26)

where δ−j denotes shifts after the second π-pulse. Then ωjsg term can be drooped assuming

a small in-homogeneous broadening for the transition |e〉-|s〉. If δ+ = −δ− then at time τ

after the second pulse, phases due to inhomogeneous broadening cancel to give the initial

state. Hence due to this rephasing, a photon emission is expected leaving the atom in

the initial state. The condition δ+ = −δ− is achieved using variety of techniques e.g., in

atomic gases this amounts to sending the π-pulses in opposite directions [71], in solid state

systems δ’s are reversed by switching the polarity of the electrodes [72] and in Gradient

echo memories (GEM) schemes δ’s are reversed by switching the sign of the electric field

gradient from positive to negative [73, 22].

In the following we give details for CRIB. We begin by splitting the atomic polarization

(σge) into forward and backward mode

σge(z, t) = σf (z, t)eiωz/c + σb(z, t)e
−iωz/c, (3.27)
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where the forward and backward mode differ by a position dependent phase e(−2iωz/c).

Then the equations for the forward mode are given by Eq. (3.1)

∂

∂t
σf (z, t) = −i∆σf + idegEf (z, t), (3.28a)(

∂

∂t
+ c

∂

∂z

)
Ef (z, t) = iβ

∫ ∞
−∞

G(∆)σf (z, t) d∆, (3.28b)

where β = g2N/deg and G(∆) is normalized spectral distribution for the inhomogeneous

broadening. The backward mode equations are similarly given as:

∂

∂t
σb(z, t) = −i∆σb + idegEb(z, t), (3.28c)(

∂

∂t
− c ∂

∂z

)
Eb(z, t) = iβ

∫ ∞
−∞

G(∆)σb(z, t) d∆. (3.28d)

where for convenience we assume that a initial ∆0 is broadened by ∆′ to give ∆ = ∆0 +∆′,

hence we write G(∆) = G(∆0).G(∆′) [74].

The essence of CRIB lies in the inherent symmetry of the dynamical equations

Eq. (3.28a-3.28d) the transformation ∆ → −∆ in the backward mode is equivalent to

the transformation t → −t and Ef (z, t) → −Ef (z,−t) in the forward mode. Hence if we

can reverse the detuning and apply the position dependent phase factor, backward mode

can evolve like a time reversal copy of forward mode.

For convenience we split the time scale from −∞ to 0 for absorption and 0 to ∞ for

emission. We further split the emission into backward mode and forward mode. At t = 0

we assume the light is absorbed and the non-absorbed part of light has left the medium.

Then we apply control pulses to shift the excitation from excited state to the spin state

and vice versa. After the application of control pulses and phase shifts, the remission is

studied in the time 0→∞ .

3.2.1 Absorption in CRIB

Assuming that absorption happens in forward mode the equations are modified as

(
∂

∂t
+ c

∂

∂z

)
Einf (z, t) = iβ

∫ ∞
−∞

σf (z, t) G(∆0)G′(∆′) d∆0d∆′, (3.29a)

∂

∂t
σf (z, t) = −i(∆0 + ∆′)σf + idegEf (z, t), (3.29b)
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where G(∆0) and G′(∆′) are the initial and broadened distributions. On solving

Eq. (3.29b) with initial condition σf (z,−∞,∆0,∆
′) = 0 gives

σf (z, t) = ideg

∫ t

−∞
e−i(∆

′+∆0)(t−s)Ef (z, s) ds, (3.30)

since absorption happens in negative times. Fourier transform for input can be defined as

Ef (z, ω) =

∫ 0

−∞
eiωtEf (z, t) dt, (3.31)

applying Fourier transform on Eq. (3.29a) and Eq. (3.30) gives ( Appendix Sec. B)

[
∂

∂z
− iω

c
+ κH(ω)

]
Ef (z, ω) = 0, (3.32)

with

H(ω) ≡
∫ ∞

0
dx eiωx

∫ ∞
−∞

G(∆0)G′(∆′)e−i(∆
′+∆0)x d∆0d∆′, κ ≡ |g|

2N

c
, (3.33a)

Then the solution of absorption is written as (3.32)

Ef (z, ω) = Ef (0, ω) eiωz/c e−κH(ω)z. (3.34)

3.2.2 Backward mode in CRIB

At t = 0 we assume that absorption is completed . The phase shift exp(−2iω0z/c) is

applied. The detuning is reversed, i.e. ∆0 + ∆′ → ∆0 −∆′ to couple to backward mode.

Then the equations for the backward mode are obtained to be

(
∂

∂t
− c ∂

∂z

)
Einb (z, t) = iβ

∫ ∞
−∞

σb(z, t) G(∆0)G′(∆′) d∆0d∆′, (3.35a)

∂

∂t
σb(z, t) = −i(∆0 −∆′)σb + idegEb(z, t), (3.35b)

The initial condition for backward mode is taken to be endpoint of the absorption

σb(z, 0) = σf (z, 0) = ideg

∫ 0

−∞
ei(∆

′+∆0)sEf (z, s) ds = idEf (z,∆′ + ∆0). (3.36)
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On solving Eq. (3.35b) with the above initial condition gives

σb(z, t) = σ(z, 0,∆0,∆
′)ei(∆0−∆′)t + id

∫ t

−∞
e−i(∆

′−∆0)(t−s)Eb(z, s) ds. (3.37)

Then the solution, assuming a narrow atomic distribution G(∆0) = δ(∆0) is obtained as,

derivation in Sec. B

Eb(0, t) = − γ

2π

(
1− e−αL

) ∫ γ/2

−γ/2
Ef (0,−ω)(1/γ)eiωt dω, (3.38)

where α = κ2π/γ. To ensure the complete absorption input pulse width (ω̄in) has to be

smaller than broadening width (γ). Then the integral in Eq. (3.38) can be treated as

Fourier transform and the final output is given as

Eb(0, t) = −
(
1− e−αL

)
Ef (0,−t). (3.39)

Defining efficiency of the form

η ≡
∫ ∣∣Eout(t)

∣∣2 dt∫
|Ein(t)|2 dt

. (3.40)

gives

ηb = (1− e−αL)2. (3.41)

3.2.3 Forward mode in CRIB

At t = 0 the absorption is completed and all the unabsorbed light has left the medium.

Then if we reverse the detunings, but without applying the phase shift exp(−2iω0z/c), the

light will continue to propagate in the forward direction. On using the same arguments

as in absorption and back scattering gives (Appendix Sec. B)

Ef (L, ω) = −κLEf (0,−ω)G′(−ω)× sin(ωL/c)

ωL/c
× exp

(
−αL

2

)
, (3.42)

and assuming that input pulse width (ω̄in) is smaller than c/L the output in the forward

mode is given as

Ef (L, t) = −αLe−αL/2Ef (0,−t), (3.43)
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where αL is the optical depth and in both cases the input pulse emits the medium without

any distortions and the efficiency is given as

ηf = (αL)2e−αL. (3.44)

In Fig. 3.1 we plot the forward and the backward efficiencies, Eqs. (3.44) and (3.41).

we can notice that the forward mode efficiency peaks at 54% and the back ward mode

scattering results in 100% efficiency.

0 2 4 6 8 10
0

0.2

0.4

0.6

0.8

1

αL

η

Forward
Backward

Figure 3.1: Efficiencies for the forward and backward scattering. The efficiency in
the backward mode goes to 100% unlike in the forward which peaks at 54%, at αL = 2

Experiments CRIB-Memories are typically realized in REIC e.g. doping Eu3+ ions

in Y2SiO5 gives a Λ-type atom with transition frequencies in the optical range (579.87nm)

[72]. This system has been used to demonstrate the CRIB quantum memory at low

temperatures (4k). CRIB at telecommunication wavelengths is realized at 2.6K [75]. CRIB

has been experimentally demonstrated with with 15% efficiency by doping Pr3+ ions in

Y2SiO5 [21]. Another protocol known as gradient echo mechanism GEM is theoretically

equivalent to CRIB and an efficiency of ∼ 87% is demonstrated using Rb atoms [22].

3.3 Atomic frequency combs

Quantum memory using Atomic Frequency Combs (AFC) [76] is very similar to CRIB.

In CRIB the re-phasing of the phases is achieved by reversing the detunings, whereas in
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AFC the re-phasing is achieved using a frequency comb. The AFCs are typically consist of

rare-earth ions doped in crystals that have optical transition between the ground state |g〉
and the excited state |e〉 [76, 28]. This transition has a narrow homogeneous bandwidth

γ and a large inhomogeneous bandwidth Γ (Γ � γ). The transition |g〉-|e〉 is spectrally

shaped such that the atomic density function consists of a series of equispaced narrow

peaks (teeth), with spacing ∆, resulting in a comb like structure in frequency modes,

Fig. 3.2.

n(δ) =
∆√

2πγΓ
e
−
δ2

2Γ2
∞∑

n=−∞
e
−

(δ − n∆)2

2γ2
, (3.45a)

and in time domain
∫∞
−∞ η(δ)e−iδt dδ yields

n(t) =
2π

∆

∞∑
n=−∞

e
−
(
t−n

2π

∆

)2 Γ2

2 e
−
(
n

2π

∆

)2γ2

2 , (3.45b)

where δ = ωL − ωA is the detuning, Γ is comb width. ∆ and γ are the peak separation

and peak width. Assuming that a incoming photon with a width much wider than peak

separation but narrower than comb width, i.e. Γ � γp � ∆ is interacting with |e〉 − |g〉
transition. Formally the state of the AFC, after absorbing a single photon, can be written

as

|Ψ〉AFC =
M∑
j=1

cjeiδjt |{ej}〉∏
k 6=j
|{gk}〉

. (3.46)

Here |{gj}〉 ≡
∣∣g1g2 ...gNj〉j and |{ej}〉 ≡

∑
n αn

∣∣g1 ...e2 ...gNj〉j represents the ground and

collective single-excitation state of all the atoms with detuning δj , respectively, and the

cj ’s represent the absorption coefficient of each tooth in the comb. The coefficients αn

characterize the absorption by individual atoms. The photon emission probability P (t)

from this setup is proportional to

P (t) ∝ |〈G|S− |Ψ〉AFC|2, (3.47)

where S− =
∑

j |{gj}〉 〈{ej}| is the step down operator and |G〉 =
∏
k |{gk}〉 is the collective

ground state of the ensemble. Here the sum is over all the teeth. If the comb has narrow
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peaks (∆ � γ) then δj can be approximated with j∆ and the probability of emission is

given as

P (t) ∝

∣∣∣∣∣∣
M∑
j=1

cje
ij∆t

∣∣∣∣∣∣
2

, (3.48)

hence the probability re-phases with a time period of 2π/∆1 to give coherent photon-echo

Fig. 3.2. This echo was demonstrated in REIC by doping Nd3+ into Y V O4 crystal and

the comb is prepared through frequency-selective optical pumping [77]. After the optical

pumping the transition |e〉-|g〉 is shaped into a comb structure with ∆ = 4MHz. Then this

AFC is interacted with weak pulses to observe the echo at 250ns [77].

Time
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Figure 3.2: Electric field output from an AFC. Here the first peak at time t = 0
shows the probability (intensity) of the unabsorbed light. We observe photon-echo at
time interval of 2π/∆. In the inset, we show the spectrum of the AFC. The teeth in
the AFC have width γ and are separated by ∆. Here, Γ = N∆ is the width of the
comb for N number of teeth, δ is the detuning, and τ is the temporal width of input

laser pulse.

In the following, we present a complete description of AFC and show the photon echoes

occur at 2π/∆. Since the only difference between the CRIB and the AFC is the spectral

function, i.e., G(∆) for CRIB and n(δ) for AFC the equations remain same. The equation

for the forward and backward modes in AFC reads

∂

∂t
σf (z, t) = −iδσf + idegEf (z, t), (3.49a)(

∂

∂t
+ c

∂

∂z

)
Ef (z, t) = iβ

∫ ∞
−∞

n(δ)σf (z, t) dδ (3.49b)

1To see compare P (t) with Fourier series formulae.
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where n(δ) is normalized spectral distribution. The backward mode equations are similarly

given as:

∂

∂t
σb(z, t) = −iδσb + idegEb(z, t) (3.49c)(

∂

∂t
− c ∂

∂z

)
Eb(z, t) = iβ

∫ ∞
−∞

n(δ)σb(z, t) dδ (3.49d)

3.3.1 Absorption in AFC

Absorption is described by forward mode equations. Solving Eq. (3.49a) with the initial

condition σf (z,−∞) = 0, gives

σf (z, t, δ) = idege
−iδt

∫ t

−∞
eiδt

′
E
f
(z, t′) dt′, (3.50)

and substituting in Eq. (3.49b), gives

(
∂

∂t
+ c

∂

∂z

)
Ef (z, t) = −degβ

∫ ∞
∞

n(δ)e−iδt dδ
∫ t

∞
eiδt

′
Ef (z, t′) dt′,

= −degβ
∫ t

∞
n(t− t′)Ef (z, t′) dt′.

(3.51)

Since absorption is of time scales τp (width of input pulse) for τp � 2π/∆ only the central

tooth of Eq. (3.45b) contributes and hence can be approximated as

n(t− t′) = e−(t−t′)2Γ2/2, (3.52)

further τpΓ� 1, thus n(t− t′) acts like a Dirac delta. Then Eq. (3.51) is given as

(
∂

∂t
+ c

∂

∂z

)
Ef (z, t) = −degβ

2
Ef (z, t), (3.53)

with the transformation t′ = t− z/c it transforms to

∂

∂z
Ef (z, t′) = − α̃

2
Ef (z, t′), (3.54)

if τp � L/c then t′ can be replaced with t and the solution is given as

Ef (z, t) = Ef (0, t)e−α̃z/2. (3.55)
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3.3.2 Backward mode in AFC

After absorption the excitation is shifted to a long lived spin state by applying a π-pulse

and a second π-pulse will bring the excitation back to the excited state. The atomic

polarization after absorption, i.e. at t = 0 is given by

σf (z, 0, δ) = σb(z, 0, δ) = ideg

∫ 0

−∞
eiδt

′
Ef (z, t′) dt′. (3.56)

Solving the Eq. 3.49c with 3.56 gives

σ
b
(z, t, δ) = idege

−iδt
(∫ 0

−∞
eiδt

′
E
f
(z, t′) dt′ +

∫ t

0
eiδt

′
E
b
(z, t′) dt′

)
, (3.57)

substituting this in Eq. 3.49d gives

(
∂

∂t
− c ∂

∂z

)
Eb(z, t) = −β

(∫ 0

−∞
n(t− t′)E

f
(z, t′) dt′ +

∫ t

0
n(t− t′)E

b
(z, t′) dt′

)
, (3.58)

using the same arguments as in absorption it can be simplified as

∂

∂z
Eb(z, t) = α̃

∫ 0

−∞
n(t− t′)E

f
(z, t′) dt′ + α̃

∫ t

0
n(t− t′)E

b
(z, t′) dt′, (3.59)

and further using n(t− t′) = δ(t− t′) gives

∂

∂z
Eb(z, t)−

α̃

2
E
b
(z, t) = α̃Ef

(
z, t− 2π

∆

)
e
−
(

2π

∆

)2γ2

2 . (3.60)

Since we are interested in first-echo the summation over peaks is dropped and solving for

Eb(z, t) gives

Eb(z, t) = α̃e
−
(

2π

∆

)2γ2

2 e

α̃z

2

∫ z

L
e
−
α̃z′

2 Ef

(
z′, t− n2π

∆

)
dz′,

= α̃e
−
(

2π

∆

)2γ2

2 Ef

(
0, t− 2π

∆

)
e

α̃z

2

∫ z

L
e−α̃,z

′
dz′.

(3.61)

The output in the backward mode given as

Eb(0, t) = α̃e
−
(

2π

∆

)2γ2

2 Ef

(
0, t− 2π

∆

)∫ 0

L
e−α̃z

′
dz′, (3.62)
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and the efficiency of first echo is defined as the ratio of the total amount of light coming

out in the first echo (at time t = 2π/∆) and the total input intensity, i.e.,

ηb =

∫ 3π/∆
π/∆ |Eb(0, t)|2 dt∫
|Ef (0, t)|2 dt

= e
−
(

2πγ

∆

)2

(1− e−α̃L)2 (3.63)

which shows that efficiency is controlled by both finesse (∆/γ) and the absorption (α̃).

The dependence over the absorption can be avoided by placing the AFC in a cavity making

the efficiency limited only by the finesse [28].

3.3.3 Forward mode in AFC

In the forward mode the Eq. (3.59) changes to

∂

∂z
Ef (z, t) = −α̃

∫ 0

−∞
η(t− t′)Ef (z, t′) dt′ − α̃

∫ t

0
η(t− t′)Ef (z, t′) dt′, (3.64)

using same arguments in backward-mode and solving for Ef (z, t) gives

Ef (z, t) = −α̃e
−
(

2π

∆

)2γ2

2 Ef

(
0, t− 2π

∆

)
e
−
α̃z

2

∫ z

0
dz′, (3.65)

The output in the forward-mode is given as

Ef (L, t) = −e
−
(

2π

∆

)2γ2

2 Ef

(
0, t− 2π

∆

)
α̃L e

−
α̃L

2 , (3.66)

and the efficiency of first-echo, is written as

ηf = e
−
(

2πγ

∆

)2

(α̃L)2e−α̃L. (3.67)

It is clear from the output equations that time for first-echo depends only on the teeth

separation of AFC and in the limit ∆ � γ AFC approaches to CRIB memories also the

excitation at t < 2π/∆ can be transferred to a long lived spin-state for better storage

times.

AFC are very robust in multi-mode storing, i.e. storing series of temporally separate
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pulses. The shortest duration of each pulse is limited by τp ∼ 1/(N∆) and total duration

of input pulse is limited by 2π/∆, hence the total number of stored modes is limited only

by the number of tooth (N). Thus by adding more peaks on can in principle store any

number of multi-modes.

Experiments Similar to CRIB, AFC-memories are tradtitonally performed in REIC at

low temperatures (< 5)K. AFC in hot atomic vapours is proposed in [78].

In [28] Pr3+ ions are doped in Y2SiO5 crystal and the |e〉-|g〉 transitions is reshaped

into a AFC with comb spacing 250 KHz, thus giving an echo time of 4 µs. The echo time

is increased to 20 µs by applying the control pulses and shifting the excitation to a spin

state. The total efficiency of the protocol is measured to be ∼ 3%. In a similar experiment

[23] an AFC with comb spacing 660 KHz is obtained, giving an echo time of 1.5 µs and

an efficiency of ∼ 10%.
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Chapter 4

Intra-atomic frequency comb

(I-AFC)

In the previous chapter we discussed how quantum memories allows for controlled and

reversible transfer of the quantum information between the photonic and the matter

systems. In all these quantum memories the incoming photon interacts with a carefully

designed spectrum of the atomic ensemble. By controlling the shape and the characteristics

of the spectrum one can store and retrieve photons from the ensemble.

Implementing AFC in an ensemble (in the usual way) relies on the frequencies of different

atoms being stable relative to each other. This can be achieved in solids to some reasonable

approximation at sufficiently low temperature. Here we study a frequency comb (FC)

constructed by putting together multiple transitions between ground and excited state

Fig. 4.1. The multiple transitions are obtained by splitting the hyper fine structure of an

atom using an external magnetic field.

ωL

∆

δ

Figure 4.1: Multiple ground and excited states of an atom with different allowed
transitions. The mean transition frequency is ωL. The spacing between different
transitions is ∆ however this need not be same. Therefore, the spectrum forms a

non-uniform AFC.
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Since each atom consists the FC we call it intra-atomic frequency comb (I-AFC) [79].

The spacing between the different transition frequencies is controlled by applying external

magnetic field.

In order to show that the I-AFC can be used for photonic quantum memories, we study

the interaction of light with an AFC and show that photon-echo occurs from an ensemble

of such atoms. The typical echo times in AFC are ∼ 1 ns and are controlled by the spacing

of the comb ∆ . To achieve long storage time one can transfer the excitation from the

excited states to spin states by applying π pulses.

The I-AFC exists in every atom hence it can be used alone or in ensemble to realize

efficient quantum memories. Since the FC is constructed from different transitions of

individual atoms. An Important advantage of the proposed scheme is that the spacing

between different teeth (∆) of the FC is controlled by the external magnetic field.

Therefore, the spacing of the comb can be controlled by varying the magnetic field which

can influence the efficiency and the photon-echo time of the quantum memory.

In the following section we start by realizing I-AFC in an atom. Then we discuss the

light of interaction with the I-AFC.

4.1 Transitions and amplitudes in Zeeman effect

The Hamiltonian of the atom in the presence of an external magnetic field can be written

as

H = H0 +Hhfs +HB (4.1)

where H0 gives the fine structure (FS) of the atom and adding the interaction of nuclear

spin with electron spin lifts the degeneracy in the FS to result in hyper fine structure

(HFS). Adding HB further splits the HFS into Zeeman levels. When strength of the

magnetic field is adjusted this splitting can result in transitions with spacing much greater

than the width of transitions. Since we are interested in the splitting of fine structure, the

following notation is introduced

H ′ = Hhfs +HB (4.2)
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where H ′ can be seen as correction to H0 . The hyperfine correction due to nuclear spin

interaction is given as [40]

Hhfs = A(I · J) =
A

2
(F 2 − I2 − J2), (4.3)

where A is the hyperfine structure constant. The interaction due to magnetic field is

written as

HB = −(µ̂J + µ̂I) ·B = (gJµBJz − gIµN Iz)B, (4.4)

where µB and µN are the Bohr and nuclear magneton. The Lande g-factor (gJ ) is given

by

gJ = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1)
. (4.5)

whereas gI differs form atom to atom, for example gI = 0.7369 from Cesium and

gI = 0.54108 for Rubidum atom [40].

To calculate the perturbed states and energies we solve

H ′ |ξn〉 = En |ξn〉 , (4.6)

then the transition dipole strength is given as 〈ξm|d|ξn〉. In the next chapter we solve

Eq. (4.6) for Cesium and Rubidium atoms to construct I-AFC.

4.2 I-AFC interacting with light: a toy model

We start with a toy model with a single ground state and N number of degenerate excited

states (Fig. 4.2b). The excited states are chosen such that the transitions are possible

only between the ground state and the excited states and the transitions are forbidden

among excited states. The mean transition frequency is ωL, and the spacing between

different transitions is considered to be ∆; hence, the transition spectrum for this atom

will resemble an AFC. The question is whether a photon-echo can be observed in this

ensemble in order to be eligible for quantum memory.
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Figure 4.2: (a) Electric field output from an AFC. Here the first peak at time t = 0
shows the probability (intensity) of the unabsorbed light. Numerical calculations show
a photon-echo at time interval of 2π/∆. In the inset, we show the spectrum of the
AFC. The teeth in the AFC have width γ and are separated by ∆. Here, Γ = N∆
is the width of the comb for N number of teeth, δ is the detuning, and τ is the
temporal width of input laser pulse. (b) An atom with a single ground state and
multiple degenerate excited states. The degeneracy between the excited states is lifted
by applying external magnetic field. ωL is the mean transition frequency between the
ground and the excited states and ∆� ωL is the spacing between different transitions.
Each of the transition has a natural line-width γ. Hence, the transition spectrum of
this atom forms an AFC. (c) Here we consider multiple ground and excited states
with different allowed transitions. The mean transition frequency is ωL; however, the
spacing between different transitions need not be same. Therefore, the spectrum forms

a non-uniform AFC.

The Hamiltonian for this atom in the presence of electromagnetic field reads

Hs =
N∑
n=1

~ωn0 |n〉〈n| −
E(z, t) d

2

N∑
n=1

(|n〉〈0| eiωLt + h.c) (4.7)

and in the interaction picture the operator is transformed as eiH0t (Hs −H0) e−iH0t and

with H0 = ~ωL |n〉〈n| Eq. (4.7) gives

H =

N∑
n=1

~δn |n〉〈n| −
E(z, t) d

2

N∑
n=1

(|n〉〈0|+ |0〉〈n|) (4.8)
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where δn is the detuning between the mean frequency ωL of light and the frequency of the

n-th excited state

If the state of the atom at time t is given as the superposition of all the states, i.e.,

|ψ(t)〉 =
∑N

n=0 cn(t) |n〉, then the dynamical equation in terms of the coefficients cn(t)

reads

ċn =
id

2~
E(z, t)c0 − iδncn, ċ0 =

id

2~
E(z, t)

N∑
n=1

cn(t). (4.9)

The interaction between the photon and the atom is weak. Hence, the probability of

finding the atom in the ground state is almost unity, i.e, |c0|2 ' 1. Therefore,

cn(t) =
id

2~
e−iδnt

∫ t

−∞
eiδnt

′E(z, t′) dt′. (4.10)

For a Gaussian input, i.e., electric field of the form E(z, t) = E0 exp
(
−t2/2τ2

)
with the

temporal width τ � t Eq. (4.10) yields

cn(t) =
iΩ

2

√
π

ω̄
exp
[
−(δnτ)2/2− iδnt

]
,

where Ω =
dE0

~
.

Since we have assumed equispaced excited states we can write δn = δ0 + n∆ for some

constant δ0. The photon emission probability P (t) (for forward propagation) for this

atomic system can be redefined as

P (t) = | 〈0| s− |ψ(t)〉 |2 =

∣∣∣∣∣ iΩ2
√
π

ω̄

N∑
n=1

e−int∆
∣∣∣∣∣
2

, (4.11)

where s− =
∑

n |0〉 〈n| and the sum is over all the states in the excited level. Here we

have assumed that ω̄ = τ−1 � ∆ which implies that exp
[
−(n∆)2/2ω̄2

]
→ 1. Clearly,

Eq. (4.11) results in a photon-echo at t = 2π/∆ when the probability of the photon

emission is maximum , see Fig. 4.2.
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4.3 I-AFC

In the above toy model we qualitatively showed that an I-AFC will re-phase with a time

period of 2π/∆, nonetheless the wave propagation through I-AFC is avoided for simplicity.

To understand the dynamics in realistic settings, we consider a multi level atom with n

excited states |en〉 and m ground states |gm〉. Then the free hamiltonian is written as

Hf =

Ne∑
n=1

~ωen |en〉〈en|+
Ng∑
m=1

~ωgm |gm〉〈gm| (4.12)

and the dipole interaction is given as

Hint =

Ne∑
n=1

−E(z, t)

2

(∑
n,m

dnm |en〉〈gm| e−iωLt +H.C

)
(4.13)

where dnm is the transition dipole moment between |en〉 and |gm〉. Here we are assuming

that the transition among the ground states and among the excited states is forbidden.

Therefore, dnn′ = dmm′ = 0. The Hamiltonian in the interaction picture can be calculated

with H0 =
∑Ne

n=1 ~ωL |en〉〈en| gives

HI =

Ne∑
n=1

~(ωen − ωL) |en〉〈en|+
Ng∑
n=1

~ωgn |gn〉〈gn| −
E(z, t)

2

(∑
n,m

dnm |en〉〈gm|+H.C

)
,

(4.14)

we assume that the number of atoms in the ensemble is much larger than the average

number of photons in the light pulse, therefore, the population is assumed to be in the

ground state, i.e.,
∑

m ρmm ' 1 and ρnn ' ρnn′ ' ρmm′ ' 0 but ρnm 6= 0. This yields the

dynamical equation for the coherence [79]

∂ρnm(z, t)

∂t
+
(

iδnm +
γ

2

)
ρnm(z, t) =

idnm
2~

ρmm E(z, t). (4.15)

where δnm = [(ωe
n
−ωg

m
)−ωL] is the detuning between the transition |en〉 ↔ |gm〉 and the

mean frequency of the laser light and γ is spontaneous decay rate of the transition. Using

the definition for the atomic polarization Eq. (2.27).

P(z, t) = 2N
∑
n,m

d∗nmρnm, (4.16)
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and taking Fourier transform of Eq. (4.15) we can arrive at the equations

ρ̃nm(z, ω) =
idnm ρmm

2~
Ẽ(z, ω)

i(δnm + ω) + γ/2
, (4.17)

P(z, ω) = 2N
∑
n,m

i |dnm|2ρmm
2~

Ẽ(z, ω)

γ/2 + i(δnm + ω)
, (4.18)

and propagation equation for Ẽ(z, ω)

(
∂

∂z
+

iω

c

)
Ẽ(z, ω) =

iωL
2ε0c
P(z, ω). (4.19)

From here it is straight forward to solve for Ẽ(z, ω) which reads

Ẽ(z, ω) = Ẽ(0, ω)e−Dz (4.20)

where D is defined as

D =
NωL
2~εc

∑
n

|dn|2
γ/2 + i(δn + ω)

+
iω

c
, (4.21)

here the absorption coefficient of a transition is defined as Cn = |dn|2NωL
2~εc . Clearly the first

term in D is a comb where the Lorentzian distributions in ω are placed at δn. The second

term results in a position dependent phase where ω/c = k. Inverse Fourier transform of

Ẽ(z, ω) gives the output in the time domain. For example in Fig. 4.3 we solve Eq. (4.20)

with an ideal comb spacing of ∆ = 300 MHz and we can see that the echo-time is 2π/∆.

Since in a ideal comb the echo is obtained at 2π/∆ we characterize the quality of the

quantum memory by efficiency η and fidelity F

η =

∫ 3π/∆
π/∆ |E(L, t)|2 dt∫
|E(0, t)|2 dt

, F =

∣∣∣∫ 3π/∆
π/∆ E∗(0, t− 2π/∆) E(L, t) dt

∣∣∣2∫
|E(0, t− 2π/∆)|2 dt

∫ 3π/∆
π/∆ |E(L, t)|2 dt

. (4.22)

Theoretically, similar to AFC the maximum efficiency that can be achieved with an

I-AFC between |e〉-|g〉 is < 54% [76]. To store the excitation for a long time the excitation

we construct another frequency comb between the transition |e〉-|s〉. Then the excitation is

transferred to a long-lived spin state (|s〉) by applying a π pulse, before the first echo. This

excitation can be retrieved at a later time by applying another π-pulse which transfers the
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Figure 4.3: Photon echo with the parameters ∆ = 200 MHz, γ = 5 MHz and gz = 50
MHz.

excitation from the spin state to the excited state from where we can observe a photon

echo at time 2π/∆ [28]. In this scenario the efficiency of the photon echo of I-AFC can

approach ∼ 100% [76, 79].
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Chapter 5

Randomness in I-AFC

One of the limitation of the I-AFC is that the frequency combs obtained in natural atomic

systems are not always uniform. The non-uniformity can be due to unequal absorption or

due to unequal spacing between different hyperfine states. This may severely affect the

storage quality i.e., the quality of the quantum memory, forcing us to choose the atomic

systems which have almost uniform frequency combs. Further, the temperature of the

atomic ensemble and the local fluctuations in the electric and magnetic fields can cause

fluctuations in various parameters of the frequency comb. For example, the stray electric

field can shift the frequency comb. Therefore, random fluctuations in the electric field can

give rise to broadening of the transition lines. Similarly, fluctuating magnetic field can

affect the spacing between different transitions.

Here we study the effect of various environmental factors on I-AFC based quantum

memory. The effect of the environment is incorporated as random fluctuations and non-

uniformity in the parameters such as comb spacing and the optical depth, of the frequency

comb. Since, fluctuating environment affects the absorption, the line width, and the mean

frequency of the transition, we study the effect of fluctuation in these quantities without

considering any specific model for the environment. The effect of random fluctuations

in the absorption and the comb spacing is incorporated by introducing randomness in

the said parameters stochastically and then the macroscopic polarization is obtained by

averaging over the fluctuations.

In the following sections we show the effect of temperature on I-AFC. We further

study the effect of non-uniformity and local fluctuations on the efficiency of I-AFC based

quantum memory. As an example, we also consider the I-AFC in the Cesium (Cs) and
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Rubidium (Rb) atoms.

5.1 Doppler broadening

An atom moving with velocity v experiences a change of frequency of the incoming light

from ωL to ωL+k·v, where k is the wave vector of the incoming light such that |k| = ωL/c.

This will modify the detuning of a given transition from δ to δ+k ·v. In the I-AFC system,

this frequency shift results in the following expression for the atomic polarization Eq. (4.18)

[79]:

P(z, ω,v) = 2N
∑
n

i |dn|2
2~

Ẽ(z, ω)

γ/2 + i(δn + k · v + ω)
. (5.1)

The velocity of an atom in thermal equilibrium at temperature T is governed by the

Maxwell-Boltzmann distribution p(v) ≡ pv ∝ exp
(
−mv2/2kBT

)
. Thus, the effects of

temperature can be incorporated in the atomic polarization by averaging the polarization

over the velocity distribution pv [35]. Here m is the mass of the atom and kB is the

Boltzmann constant. Since, only the velocity component along the direction of propagation

of light contributes to the Doppler shift, we consider the velocity only along the z-axis,

i.e., v = vẑ. The average macroscopic polarization is given as

P(z, ω) =

∫
P(z, ω, v) pv dv, . (5.2)

In order to solve for the atomic polarization analytically, we replace the Gaussian

probability distribution with a corresponding Lorentzian of the form Lv =
a

π(a2 + v2)

where the width a ∝
√

2kBT

m
[80]. On replacing pv → Lv Eq. (5.2) gives

P(z, ω, T ) = Ẽ(z, ω)
∑
n

N
~

i |dn|2
γ/2 + ka+ i(δn + ω)

, (5.3)

which shows that the natural broadening is increased due to the thermal velocity

distribution. Then the output electric field at temperature T is written as

Ẽ(z, ω) = Ẽ(0, ω)e−Dz (5.4)
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where

D =
∑
n

iγαn
γ/2 + ka+ i(δn + ω)

, αn =
Nρnn|dn|2ωL

2~εcγ
. (5.5)

where αnL gives optical depth of nth transition.
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Figure 5.1: (a) Here we show the photon-echo from an I-AFC ensemble at
temperature T = 10K. The echo occurs at 3ns after the absorption. (b) Due to
the Doppler broadening the efficiency of the quantum storage decrease as we increase
the temperature. Here we show the relation between the efficiency of the storage
for the forwards and backward modes and the Finesse of the I-AFC as a function of

temperature.

In Fig. (5.1a) we plot the photon-echo at temperature T = 10K and in Fig. 5.1b

we present the efficiencies of the forward and backward propagation as a function of

temperature. Fig. 5.1b shows that the I-AFC based quantum memory can be useful for

temperatures as high as 10K. We can also see increase in efficiency with finesse (F), here

we define F = ∆/(γ+ 2ka) where the comb spacing (∆) is obtained by inverting the echo

time.

Since in a ideal comb the echo is obtained at 2π/∆ we characterize the quality of the

quantum memory by efficiency η and fidelity F

η =

∫ 3π/∆
π/∆ |E(L, t)|2 dt∫
|E(0, t)|2 dt

, F =

∣∣∣∫ 3π/∆
π/∆ E∗(0, t− 2π/∆) E(L, t) dt

∣∣∣2∫
|E(0, t− 2π/∆)|2 dt

∫ 3π/∆
π/∆ |E(L, t)|2 dt

. (5.6)

A general fluctuation in I-AFC can be broadly classified into :

• Random and non-uniform comb spacing: In random comb spacing we shift
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the mean frequency of the I-AFC by the random number ζ with probability

P (ζ) ∝ exp
[
−ζ2/(2σ2

ζ )
]
. In non-uniform comb spacing, the individual peaks of

I-AFC are shifted randomly but there is no fluctuations in the mean frequencies.

• Random and non-uniform optical depth: In random optical depths we shift

the amplitudes of the peaks by the random number ζ with probability P (ζ) ∝
exp
[
−ζ2/(2σ2

ζ )
]
. In non-uniform optical depths, the individual peaks heights are

shifted randomly.

The random effects are incorporated in the macroscopic polarization by averaging over

the fluctuating polarization with a random parameter ζ which occurs with probability

distribution P (ζ). The formal expression for the average polarization reads

P(ω) = Ẽ(ω)

∫
D(ω, ζ) P (ζ) dζ. (5.7)

For the purpose of calculations, we consider an I-AFC with a total of seven teeth at

temperature T = 10 K and light pulse with Gaussian spectrum of the following form:

Ẽ(0, ω) = exp

[
− ω2

2(2∆)2

]
, (5.8)

where ∆ is the average comb spacing. The total spectral width of the photon is chosen in

such a way that it covers all the seven peaks of the frequency comb.

5.2 Random comb spacing

Although, the spacing between different hyperfine energy levels is predominately

determined by the applied external magnetic field, the spin-orbit coupling and interactions

with the nuclear spins can result in non-uniform spacing between these energy levels. This

non-uniformity can make a frequency comb unusable for purpose of quantum memory.

Furthermore, when we dope these atoms in some dielectrics, or due to stray electric and

magnetic fields, there can be fluctuations in the mean frequencies of different transitions.

In this section, we address the effect of these adversaries on the efficiency of the I-AFC

based quantum memory.
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Figure 5.2: Here we have plotted the efficiencies as a function of the fluctuation
strength a of the comb spacing and for various values of the finesse F = ∆/(γ + 2ΓT ).
We have chosen the optical depth αL = 30, tooth width γ = 5MHz and the calculations
are done at temperature T = 10K. From here we can see that although the efficiency
is decreasing as we increase the randomness, the efficiencies are significant even at

fluctuations of the order of Doppler broadening ΓT .

We start with fluctuations in the comb spacing, which is introduced by shifting the

comb spacing by a random number ζ with probability P (ζ) ∝ exp
[
−ζ2/(2σ2

ζ )
]
. Here we

have assumed the probability distribution to be Gaussian with width σζ . In this scenario,

the propagator D reads

D(ω, ζ) =

3∑
n=−3

γαn
γ/2 + ΓT + i(n∆ + ζ + ω)

+
iω

c
. (5.9)

Following the approach given in Eq. (5.7) the averaged propagator is written as

D(ω) =
3∑

n=−3

γαn
γ/2 + ΓT + a+ i(n∆ + ω)

+
iω

c
, (5.10)

where 2a ∝ σζ is the FWHM of the probability distribution. Eq. (5.10) shows that a

general randomness in the comb spacing increases the broadening similar to the Doppler

broadening.

In Fig. 5.2 we plot the forward efficiencies as a function of width a for different

values of finesse F . Here ΓT (∼ 5 × 107) � γ (∼ 5 × 106) thus making the Doppler

broadening dominant over natural broadening and we take the randomness a as a

multiple of the Doppler width ΓT . We observe that the efficiency drops with increasing
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randomness. However, increasing the finesse results in higher efficiency; hence, the effect

of the fluctuating comb spacing can be mitigated by applying stronger magnetic field.

Interestingly, the effect of random fluctuations on the Fidelity between the input and

output states is negligible. This is because the random fluctuations in the comb spacing

effectively increases the tooth width which does not affect the phases in the outcome

electric field.

5.3 Non-uniform comb spacing

Here, we consider the case when the frequency comb is not uniform but there is no

fluctuations in the mean frequencies. For such systems the propagator D can be written

as

D =
3∑

n=−3

γαn
γ/2 + ΓT + i(δn + ω)

+
iω

c
. (5.11)

For simplicity, we can assume the frequency δn of each of the tooth as a deviation from a

average position, i.e., δn = n∆ + ζn, where ζn is fixed and sampled randomly from the set

[−aΓT , aΓT ]. We use the standard deviation in the mean frequency of each of the tooth

of the frequency comb as the measure for the non-uniformity in the frequency comb. The

standard deviation can be calculated using the following expression

σ2
∆ =

1

N − 1

3∑
n=−3

(ζ2
n − 〈ζ〉2), (5.12)

where N is the number of teeth.

In Figs. 5.3a and 5.3b we plot the numerically optimized efficiencies as a function of

standard deviation in comb spacing for different finesse. Since multiple non-uniform combs

can have the same value of the standard deviation σ∆, we can have a band of efficiencies

for the same σ∆. We see that this band broadens with the standard deviation σ∆ which

itself is a function of a. An interesting finding of this plot is that occasionally large σ∆

can result in higher efficiencies than the perfectly uniform combs. In other words, the

uniform combs are not optimum for efficient quantum memory. Although there is no

obvious explanation for this increase in the efficiency, we noticed that for some of these
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Figure 5.3: In a and b we plot the efficiency for non-uniform comb with no fluctuations
in the tooth-spacing. Here the non-uniformity is quantified by the standard deviation
σ∆ of mean frequency of each of the tooth in the frequency comb. We have set
F = 3, αL = 18 for Fig. a and F = 6, αL = 30 for Fig. b, and the dashed line represents
efficiency for the uniform comb. In c and d we plot the corresponding fidelities for the

figures a and b.

cases the average finesse is also larger than the ideal comb. Larger finesses is known to

improved efficiency. For example, if we choose fluctuations from the set [0, aΓT ] for the

teeth that are on the right side of the center of the frequency comb and from the set

[−aΓT , 0] for the teeth on the left of the center such that the comb is symmetric about

the center, we always observe an improved efficiency. In Figs. 5.3c and 5.3d we plot the

fidelity as a function of σ∆. Unlike the efficiency, the variation in the fidelity is not too

severe.

5.4 Random and non-uniform optical depths

The optical depth of various teeth in I-AFC in natural atoms is non-uniform in general.

The non-equal transition probability between different atomic states is one of the

biggest contributor to such non-uniformity. This can be further exaggerated by random

environmental effects. In this section we study the effect of non-uniform optical depth and
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fluctuation therein of different teeth of the I-AFC on the efficiency of the quantum memory.

Similar to Sec. 5.2, we incorporate the fluctuating optical depth in I-AFC dynamics by

adding randomness in the propagator D as follows

D =
∑
n

(γαn + ζn)

γ/2 + ΓT + i(n∆ + ω)
+

iω

c
, (5.13)

where ζn determine the fluctuations in the optical depth and it occurs with probability

P (ζ) ∝ exp
[
−ζ2/2σ2

ζ

]
. The average propagator can be calculated by taking average of

Eq. (5.13) with the probability function P (ζ). Since the probability is an even function

of ζ, from Eq. (5.7) we can see that the randomness has no effect on the optical depths.

This shows that the fluctuating optical depths do not affect the efficiency of the quantum

memory.
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Figure 5.4: In (F = 3, αL = 18) and b (F = 6, αL = 30) we plot efficiency
and standard deviation of optical depths over 100 trails where dashed line represents

efficiency with zero randomness. In c and d we plot the corresponding fidelities.

However, the non-uniform optical depth without fluctuations can result in the lower

quality of the memory. In this case, the propagator for such systems is defined by Eq. (5.13)

but there is no probability distribution over ζ. But ζn is sampled from the set [−a, a].

The non-uniformity of the comb is quantified by the standard deviation which is defined

as σ2
α = 1/(N − 1)

∑3
n=−3(ζ2

n − 〈ζ〉2) for N number of teeth.
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In Fig. 5.4 we plot the efficiency and the fidelity as a function of standard deviation in

optical depth for different finesse. The calculations are done at temperature T = 10K.

The results for non-uniform optical depth are qualitatively similar to the one we got for

non-uniform comb spacing. In this case also we see the non-uniform comb occasionally

yield more efficient quantum memory as oppose to uniform comb. This might be because

of the occasional average increase in the absorption strength of the frequency comb.

This shows that the fluctuations in different parameters in the I-AFC affect the quality

of the photon storage differently. The fluctuations in the absorption in different teeth of the

comb, i.e., non-uniformity in the height of the teeth has negligible effect on the efficiency.

Whereas the fluctuations in the comb spacing has significant effect. Fortunately, this

adverse effect can be mitigated by increasing the finesse of the frequency comb, which

can be done by increasing the external magnetic field. Similarly, the fidelity between the

input and the output states is robust against the fluctuation in the absorption and the

comb spacing. Furthermore, we showed that the non-uniform frequency combs without

any fluctuations in the comb parameters can also yield efficient quantum memory. Since

the intra-atomic frequency combs found in natural atomic systems are often non-uniform,

our results suggest that a large class of these systems can be used for I-AFC based efficient

quantum memory.

5.5 Cesium and Rubidium

Table 5.1: Transition energies and amplitudes in Cs atom

Transitions Detuning Amplitude

in MHz δn (|dn|2) in (eao)
2

1467.76 -1105.29 0.0119
1871.67 -701.379 0.021
2237.08 -335.975 0.0283
2573.05 0 0.0346
2885.59 312.539 0.04
3178.89 605.845 0.0447
3320.06 747.013 0.0135

(a)

Transitions Detuning Amplitude

in MHz δn (|dn|2) in (eao)
2

7242.76 -931.6 0.0164
7427.04 -747.317 0.0319
7815.46 -358.897 0.0245
8174.36 0 0.0183
8509.73 335.368 0.0129
8825.77 651.409 0.0081
9125.56 951.205 0.0039

(b)

Table 5.2: I-AFC in Cesium atom. (a) Transition frequencies and amplitudes for the
selection rule ∆MF = −1. (b) Transition frequencies and amplitudes for the selection

rule ∆MF = 1.
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Table 5.3: Transition energies and amplitudes in Rb atom

Transitions Detuning Amplitude

in MHz δn (|dn|2) in (eao)
2

865.724 -990.228 0.292681
1160.27 -695.684 0.284192
1486.25 -369.705 0.275183
1855.95 0. 0.265686
2225.03 369.075 0.0975561
2292.66 436.708 0.256044
2852.87 996.919 0.248483

(a)

Transitions Detuning Amplitude

in MHz δn (|dn|2) in (eao)
2

-2359.16 -996.92 0.248479
-1798.95 -436.708 0.256039
-1362.24 0 0.265682
-992.536 369.705 0.27518
-666.557 695.683 0.28419

(b)

Table 5.4: I-AFC in Rubidium. (a) Transition frequencies and amplitudes for the
selection rule ∆MF = −1. (b) Transition frequencies and amplitudes for the selection

rule ∆MF = 1.
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Figure 5.5: Non-Uniform AFC and the photon-echo in Cs atom at magnetic field
B = 0.1T. (a), (b): Numerically calculated absorption and optical-depths for various
transitions for ∆m = +1 and ∆m = −1. Here the x-axis is the detuning with respect
to the incoming light and y-axis is the value of the absorption for various transitions.
The solid circles represent the optical depth corresponding to each transition, length
of the vapour cloud cell L = 5cm (c), (d): The photon echo observed in Cs atoms for

∆m = ±1 transitions.
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Figure 5.6: Non-Uniform AFC and the photon-echo in Rb atom at magnetic field
B = 0.15T. (a), (b): Numerically calculated absorption and optical-depths for various
transitions for ∆m = +1 and ∆m = −1. (c), (d): The photon echo observed in Cs

atoms for ∆m = ±1 transitions.

Now we discuss a physical example of I-AFC in Cs and Rb atoms. We show that,

despite the non-uniformity and fluctuations in the frequency combs, both Cs and Rb

atomic ensembles can provide a robust and efficient I-AFC We construct an I-AFC in Cs

and Rb atoms and show that they results in echoes similar to an ideal I-AFC. We start

by picking an optical transition in the atom, then we apply magnetic field interaction to

split the degeneracy in hyper-fine levels. Magnetic fields strengths of B ∼ 0.1T in Cs and

Rb atoms give I-AFC with comb spacing ∆ = 300MHz and ∆ = 400MHz. Hence the echo

times (2π/∆) for Cs and Rb are expected to be ∼ 3ns and ∼ 2.5ns.

To obtain the energy corrections and the transition amplitudes we solve the eigenvalue

equation Eq. (4.6) (see appendix). On solving the equation for Cs gives the Table. 5.2 and

for Rb gives the Table. 5.4. We arrange the transitions based on their selection rules i.e.

∆MF = ±1.
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On comparing the Eq. (4.18) with the atomic polarization (P = ε0χE) gives the

susceptibility χ as

χ =
∑
n

Nρnn|dn|2
~ε0

1

γ/2 + i(δn + ω)
, αn =

N|dn|2ωLL
~ε0cγ

. (5.14)

here αn is the optical depth of a transition. The working temperatures for I-AFC are

∼ 10K hence KBT
2~ ∼ 1THZ. The energy gap among the ground state levels, with 0.1T

of external magnetic field is ∼ 1GHZ. Since the thermal energy is much higher than the

ground state energies, all the ground states will be equally populated i.e. ρnn ≈ 1/Ng with

Ng being number of levels. We also redefine N → N/Ng.

The absorption of the I-AFC is given by Img(χe). On using the transitions and

amplitudes from the Tables. 5.2 and 5.4 gives the absorption profiles of Cs and Rb, see

Figs. 5.5 and 5.6. The dynamics of electric field is governed by the Eq. (4.20) with D
containing the comb structure. We numerically solve Eq. (4.20) with the detunings and

amplitudes from the Cs and Rb tables. We also set N = 1018m−3 and γ = 5 MHz [81].

From Figs. 5.5 and 5.6 and we can notice that an echo is obtained at 2π/∆ for 3 ns and

2.5 ns. Optimized efficiencies upto 50% are obtained in Cs and Rb by varying the width

of the input pulse. Its interesting to notice that the Cs and Rb I-AFC’s though being

non-uniform in strength and spacing produces an echo similar to ideal case with equal

detunings. Unlike in AFC the I-AFC doesn’t require combs with large number of peaks,

for example even 5-peaks can result in efficient echoes.

5.5.1 Randomness in Cesium atom I-AFC

In real system such as Cesium (Cs) and Rubidium (Rb) atoms, the comb spacing

(controlled by external magnetic field) and the absorption coefficient of each of the tooth

can be non-uniform. Furthermore, local fluctuations in the electric or magnetic fields can

give rise to fluctuations in the teeth spacing and variation in the height of each teeth of

the frequency comb. These factors can result in non-optimum quality of the quantum

memory. Here we consider randomness in the comb spacing and optical depths of the

I-AFC in Cesium, since I-AFC in Rb is similar to Cs we except the same results in Rb

atom also.

At temperature 10K and magnetic field B = 0.1 T the maximum efficiency we can
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Figure 5.7: The non-uniformities in comb spacing and optical depths are quantified
by the standard deviations σ∆ and σd. The dashed line represents efficiency for the
uniform comb. In Fig. (a) and (b) and we plot efficiency of Cesium atom I-AFC at
magnetic field strength B = 0.1T . In (c) and (d) we polt the corresponding fidelities.

achieve in this system is ηf ≈ 7.8%. In Figs. 5.7a and 5.7c we plot the optimized efficiency

and the fidelity in Cs I-AFC as a function of σ∆ upon introducing the fluctuations in the

comb. We have set F = 3 and αL = 18 and observe that with the increase in the

randomness the band for the fidelity as well as efficiency broadens and in some cases the

efficiency can reach upto 8.5%. In Figs. 5.7b and 5.7d we plot the efficiency and fidelity

in Cesium atom as a function of σα. Here we have chosen (F = 3, αL = 18), temperature

to be 10K, and external magnetic field 0.1T. As expected, the efficiency and the fidelity

in Cs atoms are robust against a large fluctuation in α.
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Part-II

Atom-cavity systems
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Chapter 6

An introduction to atom-cavity

interactions

In the previous chapters we focused on light-matter interactions with light being a classical

wave and system being a ensemble of atoms. The atomic system is assumed to be isotropic

and linear and the quantization of the light played no significant role in the dynamics.

Here we study light matter interactions where the matter is reduced to an individual atom

and the light is quantized.

Since the interaction with single atom and a photon is weak, atoms are trapped inside

high finesse cavities to improve the interaction strengths. The inclusion of cavity typically

results in stronger interactions and atomic emission directed in to the cavity mode.

Increase in the interaction strength is obvious as the photon now can bounce multiple

times before leaking out of the cavity. The single direction of emission is due to the

change in the density of bath modes and by adjusting the cavity parameters, an atom can

be made to emit predominately into the cavity mode, with negligible emission into other

directions.

In the following discussion we will start with a two-level atom interacting with a cavity

mode and then we study input output relation which in principle gives dynamics of any

general atom cavity system. Then we obtain steady state solutions for atom cavity system

which will be important to realize atom-photon gates. We then study the ladder structure

of atom-cavity which helps in intuitive understanding of photon blockade and single photon

generation. Then single photon generation using cavity-STIRAP is briefly discussed.
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6.1 Two level atom interacting with cavity

The simplest atom-cavity setup consists of a two-level system interacting with a cavity.

Although cavities have been realized in variety of systems, for simplicity we consider a

Fabry-perot cavity with one partially transmitting mirror and the other with full reflection,

Fig. 8.2. The Hamiltonian for the atom-cavity system is written as [82]

H = Hatom +Hcavity +Hinteraction

= ~ω0σ̂ee + ~ωcâ†â− ~g(âσeg + â†σge),
(6.1)

where ω0 and ωc are the frequencies of the atom and the cavity. â is the annihilation

operator of cavity and σ̂ge is step down operator of the atom. The coupling constant is

g = deg
√

ωc
2~ε0V with V being the mode volume and deg dipole matrix element. Hamiltonian

of the form Eq. (6.1) has been realized in superconducting qubits, NV-centers, quantum

dots, atomic systems, ion-traps and optomechanical systems [83]. The cavities also evolved

from the conventional Fabry-perot to optical nano fibres and photonic crystal wave guides

[84].

In Chapter. 2 we discussed the operator approach to include decay of the system.

Although we discussed interaction of the system with one degree of freedom (bath), it

is straight forward to generalize for multiple baths e.g. the evolution equation for a two

level system interacting with a leaky cavity and the thermal bath is written as Eq. (2.62)

∂

∂t
Â = −i

[
Â,H

]
−
[
Â, â†

](κ
2
â+
√
κâin

)
−
(κ

2
â† +

√
κâ†in

)[
Â, â

]
−
[
Â, σ+

](γ
2
σ− +

√
γf̂
)

+
(γ

2
σ+ +

√
γf̂ †
)[
Â, σ−

]
,

(6.2)

here Â is any general system operator. κ and γ are the decay rates of the cavity and the

atom. âin,out represents the input and output operators Eq. (2.61) . Note that in the atomic

decay we drop the noise f̂ as we typically deal with optical frequencies (~ω0 � KBT ) all

the thermal excitations are neglected, see Eq. (A.34) and the discussion following it.

Then on using the Hamiltonian Eq. (6.1) in Eq. (6.2) results in the dynamical equations

as

∂â

∂t
= −

[
i(ωc − ωp) +

κ

2

]
â+ igσge −

√
κâin, (6.3a)
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∂σ̂ge
∂t

= −
[
i(ω0 − ωp) +

γ

2

]
σ̂ge + igâ(σ̂gg − σ̂ee), (6.3b)

∂σ̂gg
∂t

= γσ̂gg + ig
[
−âσ̂eg + â†σ̂ge

]
, (6.3c)

where ωp is mean frequency of the input light. Also note that substituting gâ → Ω in

Eqs. (6.3b) and (6.3c) will give Langevin equations (2.63) for two-level atom interacting

with a classical light.

The complete dynamics of an atom-cavity system are given by Eq. (6.3) and Eq. (6.2).

Nevertheless, a general analytical solution is difficult hence we confine ourselves to a narrow

band input fields. Then the steady state solutions are sufficient to describe the dynamics

[85, 86]. The steady state solution are obtained by setting ∂
∂t σ̂ge = ∂

∂t â = 0 and since

we typically use weak coherent pulses (〈â†inâin〉 ∼ 1) hence we assume that atom stays in

ground state and approximate σ̂gg − σ̂ee ' 1 [87]. Then Eqs. (6.3) yields the reflection

coefficient r which is given by

r =
âout

âin
=

[i(ωc − ωp)− κ/2][i(ω0 − ωp) + γ/2] + g2

[i(ωc − ωp) + κ/2][i(ω0 − ωp) + γ/2] + g2
, (6.4)

and under the resonant condition ωc = ωp = ω0 Eq. (6.4) simplifies to

r =
−κγ/4 + g2

κγ/4 + g2
. (6.5)

When the atom is not interacting with the cavity g = 0,hence r = −1 and in the strong

limit g2 � κγ gives r = 1. Thus atom-cavity setup acts as non linear mirror where

the phase of the light is controlled by the interaction strength. This will be exploited in

Chapter. 7 to realize atom-photon gates using atom-cavity setups.

6.2 Ladder structure of the atom-cavity system

Energy spectrum of atom-cavity system can be a useful tool in modelling and obtaining

a qualitative picture of the atom-cavity systems. Particularly this can be useful when the

decay of the atom-cavity setup is very less, i.e. g � (κ, γ) and it doesn’t involve solving

Langevin equations for complete dynamics. To study the energy levels of atom-cavity
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setup we start by writing the Hamiltonian Eq. (6.1) in the interaction picture

HI = eiH0t(H −H0)e−iH0t = ~∆ |e〉〈e| − ~g(âσeg + â†σge), (6.6)

where H0 = ωc(|e〉〈e| + â†â) and ∆ = ω0 − ωc is the atom-cavity detuning. Writing

the Hamiltonian Eq. (6.6) in the excitation preserving basis {|e, n− 1〉 , |g, n〉} gives the

eigenvalues as

HI =

 ∆ g
√
n

g
√
n 0

⇒ |±〉 =
1√

|E±/∆|2 + 1

E±/∆
1

, E± =
1

2

(
∆±

√
∆2 + 4g2n

)
.

(6.7)

Note that the HI is block diagonal in the basis {|e, n− 1〉 , |g, n〉}. The nth splitting on

resonance is given as 2g
√
n. From Fig. 6.1 we can see that ladder structure is anharmonic,

i.e. the the energy gap between |+, n〉 and |−, n〉 is non linear and increases with n. Also

note that semi-classical light-matter interaction would have given a linear splitting of 2g

. Thus atom cavity setup renders a non-linear system where the fock-number gives the

anharmonic splitting . When an external light interacts with this system it is shown to

have applications ranging from single photon generators, single atom quantum memories ,

quantum gates, Non demolition bell state measurements [83] and generation of cat-states

[26].

|e, n− 1〉 |g, n〉

|g, 0〉

|+, n〉

|−, n〉
nωc

√
n 2g

Figure 6.1: Non-linear splitting of a two level system interacting with cavity mode.
The atom frequency is assumed to be on resonance with the cavity i.e. ω0 = ωc.
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|e, 0〉 |g, 1〉

|e, 1〉 |g, 2〉

|g, 0〉

|+, 1〉

|−, 1〉

|+, 2〉

|−, 2〉

ωc

ωc

2g

2
√
2g

ωL

ωL

Figure 6.2: Ladder for the photon blockade. ωc is cavity frequency, ωL is the frequency
of light and g is the coupling strength.

6.3 Photon blockade

A natural consequence of anharmonic splitting is the effect of photon blockade [88, 89].

This can be understood by simply drawing the ladder structure for the atom-cavity system

see Fig. 6.2. An input light with the frequency ωL = ωc − g will be resonant with |−, 1〉
and drives the transition

|g, 0〉 ωL=ωc−g⇐====⇒ |−, 1〉 (6.8)

and the next nearest transitions are |+, 1〉 and |−, 2〉 with energies ωc + g and 2ωc −
√

2g.

Since we have assumed resonance between input light and |g, 0〉-|−, 1〉 the input light can

have frequencies of the form ωL = n(ωc − g) with n being a positive integer. Then the

detunings for the levels |+, 1〉 and |−, 2〉 are given as 2g and (2 −
√

2)g. Thus when g

is very high, the presence of a photon in the cavity mode will suppress the second and

higher excitations, this is known as photon blockade. Note we have avoided the decay of

the atom-cavity setup and the ladder structure is valid in the regime g � κ, γ.

Photon blockade can also be used to generate single photons. Assuming a perfect

blockade the relevant states are written as

|−, 1〉 =
1√
2

(|g, 1〉 − |e, 0〉) and |g, 0〉 , (6.9)
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and the excitation and decay of the atom-cavity setup resulting in the single photon

generation can be written as

|g, 0〉 ωL⇐⇒ 1√
2

(|g, 1〉 − |e, 0〉) |g, 1〉 κ−→ |g, 0〉 (6.10)

here κ is the decay rate of the cavity. Note that the blockade picture is valid only when

atom-cavity interaction is the strongest and the interaction with the input light is weak.

Single photon blockade was verified by trapping a single Caesium and Rubidium atoms

in the regime g � (κ, γ) [88, 89]. In a typical blockade experiment a weak coherent pulse

resonant with |−, 1〉 is incident upon the cavity. Then the light leaking from the cavity is

detected and the coincidence counts are recorded to see the presence of higher excitations.

6.3.1 n-photon blockade

The n-photon blockade in principle can be generated by driving the transition

|g, 0〉 ωc−g/
√
n⇐====⇒ |−, n〉 . (6.11)

This has been experimentally demonstrated upto n = 2 [89]. A single atom can only

absorb energy in the units of ωL. Hence the nth excitation can be achieved using light of

frequency nωL = nωc −
√
ng, but using this frequency can also make the excitation form

the n − 1 manifold significant. Moreover to increase the population in the n-th manifold

stronger driving fields are required but using driving strengths ∼ (g, κ) can destroy the

ladder structure. Thus making it challenging to achieve an ideal n-photon blockade.

6.4 Cavity-STIRAP

Here we discuss STIRAP in cavity systems Fig. 6.3, we have a Λ-type atom with ground

(|g〉), excited (|e〉) and spin (|s〉) states. The (|e〉 − |g〉) is driven by the cavity mode and

the transition (|e〉 − |s〉) is driven by a classical light . The advantage of cavity-STIRAP1

is that it can be implemented in a single atom and hence can be used to generate single

photons deterministically. The Hamiltonian for a Λ-system interacting with cavity and

1This is also known as virtual-STIRAP
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|e〉

|g〉

Ω
(t

)

|s〉

g

Figure 6.3: Three-level atom interacting with the cavity mode and a classical pulse.
The transition |e〉-|g〉 is driven by the classical pulse Ω and the |e〉-|s〉 is driven by the

cavity mode with strength g.

classical pulse is written as

H = ωcâ
†â+ ωeg |e〉〈e|+ ωsg |s〉〈s|+ g(âσeg + â†σge) + Ω(σese

−iωLt + σsee
iωLt) (6.12)

where g and Ω represent the cavity and classical interaction strength and with H0 =

ωcâ
†â + ωc |e〉〈e| + (ωc − ωL) |s〉〈s| the Hamiltonian in the interaction picture is obtained

by eiH0tHe−iH0t, reads

H = ∆c |e〉〈e|+ (∆c −∆L) |s〉〈s|+ g(âσeg + â†σge) + Ω(σes + σse) (6.13)

where ∆c = ωeg − ωc and ∆L = ωes − ωL. Writing the Hamiltonian in the excitation

conserving basis |g, n+ 1〉 , |s, n〉 , |e, n〉 along with the condition ∆c = ∆L gives

H = ~


0 0

√
n+ 1g

0 0 Ω
√
n+ 1g Ω ∆

 (6.14)

The eigenvalues are given as

ω0 = 0, ω± =
1

2

[
∆±

√
∆2 + 4

(
|Ω|2 + g2(n+ 1)

)]
, (6.15)

and the corresponding eigenvectors are

|D〉 = cos θ(t) |g, n+ 1〉 − sin θ(t) |s, n〉 , (6.16a)

|+〉 = sin θ(t) sinφ |g, n+ 1〉+ cos θ(t) sinφ |s, n〉+ cosφ |e, n〉 , (6.16b)

|−〉 = sin θ(t) cosφ |g, n+ 1〉+ cos θ(t) cosφ |s, n〉 − sinφ |e, n〉 , (6.16c)
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here tan θ(t) =
g
√
n+ 1

Ω
and tanφ =

√∣∣∣∣ω−ω+

∣∣∣∣. With no photons in the cavity n = 0, the

dark state is written as

|D〉 = cos θ(t) |g, 1〉 − sin θ(t) |s, 0〉 , (6.17)

thus by adiabatically following the dark state a single photon can be deterministically

generated [90, 91] i.e.

|s, 0〉 STIRAP−−−−−−→ |g, 1〉 κ−→ |g, 0〉 , (6.18)

where κ the decay rate of the cavity. Here θ(t) is controlled by varying the pulse envelopes,

the pulses can be of any shape as long as they satisfy adiabaticity condition, see Sec. 2.4.1.

Apart from single photon generation, a general unitary rotation can be performed on the

atomic states |g〉 and |s〉 by adjusting the θ(t). Also STIRAP is used for a variety of

applications, e.g., generation of many-particle entangled states, two qubit atom-gates and

adiabatic implementation of Grover’s quantum search algorithm [92].
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Chapter 7

Atom-photon gates and its

applications.

In the previous chapter we have seen how the general dynamics of atom-cavity are obtained.

In this chapter, we show the realization of two qubit atom-photon gates in atom-cavity

systems. A typical atom-cavity system is driven in two important regimes [93, 82, 94]. The

bad cavity regime (κ� g2/κ� γ) where the decay of the cavity mode (κ) is predominant

than atom-cavity coupling (g) and atomic decay rate (γ). Since cavity decay is much larger

than coherent coupling, photon in this regime quickly leaks out of the cavity. Contrary to

bad cavity regime is the strong coupling regime (g � κ, γ) where the coherent emission and

absorption of photon is dominant than the decay i.e. the cavity-atom system undergoes

coherent Rabi oscillations before the photon leaks out [95].

When a weak input pulse with a narrow frequency range interacts with atom-cavity

system. The system is expected to saturate quickly and attain the steady state[85, 86].

We rewrite the steady state solution Eq. (6.5) :

âout

âin
= r =

−κγ/4 + g2

κγ/4 + g2
. (7.1)

If the atom-cavity system is decoupled, then g = 0 which gives r = −1 i.e. the photon

enters and leaves the cavity with a phase difference of π. If the atom-cavity is strongly

coupled i.e. g � γ, κ yields r = 1 thus the photon enters and leaves the cavity without any

phase. r = 1 can also be achieved by g � √γκ even in the bad-cavity regime i.e. κ� g, γ

which is typically explored in rare earth ions to perform non-demolition measurements

[86], photon-atom gates [96] and to create entanglement in Nitrogen-vacancy centres [85].
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In this chapter, we discuss the controlled atom-photon gates and their applications in

creating cat-states and analysing GHZ-sates. We also study the swap operation between

atom-photon using atom-cavity setup.

7.1 Controlled operations between atom and photon.

Input

Output

|0〉

|1〉

∆
m

=
−1

|−1〉

∆
m

=
+

1

Figure 7.1: Three level system interacting with cavity mode of right polarization.

A general quantum operation on two qubits can be performed by local unitary operations

on the qubits and a controlled operation of the form

Cx,y,z =

I 0

0 σx,y,z

, (7.2)

The local unitary operations on atoms can be implemented using STIRAP techniques,

Sec. 6.4. However, the controlled operation between atom and photons is not that trivial.

To implement two-qubit controlled gates between atom and photons. We consider a three

level Λ-system with two ground states (|−1〉 |1〉) and an excited state (|0〉) Fig. 7.1. The

two ground states are chosen to satisfy opposite selection rules i.e.

|−1〉 → |0〉 ⇒ ∆m = +1, (7.3)

|1〉 → |0〉 ⇒ ∆m = −1, (7.4)

and the transitions ∆m = ±1 interact with light carrying ±1~ unit of angular momentum

and for the rest of thesis we denote left (right) circular polarization with +1(−1)~ unit of

angular momentum.

We also assume the cavity mode to be right circularly polarized, see Fig. 7.1. Since the

cavity is right circular polarized, the transition |−1〉 − |0〉 (∆m = 1) is always decoupled
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i.e. g = 0 in Eq. (7.1) and hence irrespective of photon polarization it will reflect with a

π-phase. Also the transition |1〉 − |0〉 (∆m = −1) will not interact with the left circular

polarization due to selection rule mismatch. The transformation after reflection is given

as

|R〉 |−1〉 → − |R〉 |−1〉 , |L〉 |−1〉 → − |L〉 |−1〉 , |L〉 |1〉 → − |L〉 |1〉 , (7.5)

but the transition |1〉 − |0〉 will interact with |R〉 to give

|R〉 |1〉 → |R〉 |1〉 , (7.6)

thus the transformation in the basis {|L − 1〉 , |L 1〉 , |R − 1〉 , |R 1〉} can be written as

Cz =


1 0

0
0 1

0
1 0

0 −1

, (7.7)

The Cx gate can be realized by performing Hadamard operation on the atomic system.

An efficient unitary on atomic states can be achieved by the optimized-STIRAP techniques

where the excited state |0〉 is adiabatically eliminated [97, 98] and has been experimentally

verified with a time scale of ∼ 1ms [99]. Consider a unitary acting on |±1〉 states of the

atom

UA(θ) =
1√
2

 1 eiθ

−e−iθ 1

 ⇒
|θ〉a ≡

1√
2

(|−1〉+ eiθ |1〉),∣∣θ̄〉
a
≡ 1√

2
(−e−iθ |−1〉+ |1〉),

(7.8)

and reflecting the photon off the cavity results in

|L〉 |θ〉a → −|L〉 |θ〉a ,

|L〉
∣∣θ̄〉

a
→ −|L〉

∣∣θ̄〉
a
,

|R〉 |θ〉a → eiθ |R〉
∣∣θ̄〉

a
,

|R〉
∣∣θ̄〉

a
→ e−iθ |L〉 |θ〉a ,

C = −


1 0

0
0 1

0
0 −e−iθ

−eiθ 0

 (7.9)

where θ = π gives Cx operation and θ = −π/2 gives Cy operation. Hence a general

two-qubit operation can be performed by simply reflecting photons off the cavity and
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implementing the STIRAP protocol on the atom. In the following sections we use the

controlled operations in atom-cavity setups to generate optical cat-states and implement

a GHZ-state analyser.

7.2 Creating Cat-states

An interesting application of atom-photon gates is the generation of optical cat-states.

Here we assume that the cavity can sustain only right circular polarization. The coherent

and cat-states are defined as:

|α〉 = e−
|α|2
2

∑ αn√
n!
|n〉 , (7.10)

|cat±〉 = N±(|α〉 ± |−α〉). (7.11)

where N± = [2(1 ± e−2|α|2)]−1/2 is the normalization constant. On using Eq. (7.5) the

transformation on coherent state is written as

|1〉 |αR〉 → |1〉
(
e−
|α|2
2

∑ αn√
n!
|nR〉

)
→ |1〉 |αR〉 ,

|−1〉 |αR〉 → |−1〉
(
e−
|α|2
2

∑ αn(−1)n√
n!

|nR〉
)
→ |−1〉 |−αR〉 ,

(7.12)

Starting the atom in the superposition state 1√
2
(|1〉+ |−1〉) and reflecting a coherent state

|αR〉 off the cavity results in

1√
2

(|1〉+ |−1〉)⊗ |αR〉 reflection−−−−−→
off cavity

1√
2

(|1〉 |αR〉+ |−1〉 |−αR〉), (7.13)

then a Hadamard operation

H =
1√
2

1 1

1 −1

, (7.14)

on the atom gives

1√
2

(|1〉 |α〉+ |−1〉 |−α〉)→ 1√
2

[|1〉 (|α〉+ |−α〉) + |−1〉 (|α〉 − |−α〉)], (7.15)
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and finally a measurement on the atom will project the photons to one off the cat states.

This technique was demonstrated by trapping a single rubidium atom in a cavity. Although

this process is deterministic and efficient, coherent pulses with α = 1.4 are used and further

increase in the strength reduced the fidelity of cat-states [26].

7.3 Swap operation between atom and photon

The swap is a unitary operation that maps the state of system A to system B. This can

be a useful tool when the state preparation is easier in one of the system e.g. it’s easier to

prepare the polarization states than to prepare superposition of atomic states. Hence with

an efficient swap operation one can map the polarization to the atomic superposition.

The swap can be realized by combining controlled operation and local unitary operations

but this will result in a swap operation with low gate fidelity. Here we study atom-cavity

system where the swap operation is realized between the atomic state and the incoming

photon. We use the similar setup as in Fig. 7.1 but the cavity mode is set to interact with

both the transitions and we work in the bad-cavity regime κ � g2/κ � γ. Γ = g2/κ, is

the decay in to the cavity mode and since it’s higher than the spontaneous decay of the

atom, we can approximate the Hamiltonian for Fig. 7.1 to [32, 100, 101]

H = (ω0 − ωc) |0〉〈0|+
∑

p={R,L}

∫
ωâ†

p
(ω)âp(ω) + i

√
Γ[âp(ω)σ†p − â†p(ω)σp] dω. (7.16)

Here all frequencies are scaled relative to cavity frequency, i.e. ω → ω−ωc. âR,L represent

the cavity operators for right and left circular polarizations and σL = |−1〉〈0|, σR = |1〉〈0|
represent the atomic operators. Then the Hamiltonian in the interaction picture is written

as

HI =
∑

p={R,L}
i
√

Γ

∫
[âp(ω)σ†pe

−i(ω−δ)t − â†
p
(ω)σpe

i(ω−δ)t] dω, (7.17)

where δ = ω0 − ωc is the atom cavity detuning and we assume that cavity and atom

are in resonance and set δ = 0. To realize the swap operation, we solve the evolution of

the basis states {|R, 1〉 , |L,−1〉 , |R,−1〉 , |L, 1〉} with the Hamiltonian in Eq. (7.17). The

evolution of the states |R,−1〉 , |L, 1〉 is trivial as they the light will not interact due to the

mismatch in selection rules, see Eq. (7.3). The evolution for the states |R, 1〉 and |L,−1〉
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is identical, due to the symmetry in the Hamiltonian. To obtain the evolution of the state

|R, 1〉 (|L,−1〉) we consider a state of the form [100, 101]

|Ψ(t)〉 =

∫
fR(ω, t)â†

R
dω |0〉 |1〉+

∫
fL(ω, t)â†

L
dω |0〉 |−1〉+ f0(t) |0〉 |0〉 . (7.18)

After modelling the Hamiltonian, ideally we should proceed with Langevin equations for

the dynamics but we can afford to drop the decay mechanisms assuming that the system

is saturated quickly [102]. Then the system dynamics are given by

i
∂

∂t
|Ψ〉 = HI |Ψ〉 , (7.19)

where we set ~ = 1 On solving the Eq. (7.19) with the initial state

|Ψ(−∞)〉 ≡ |R, 1〉 =

∫
finp(ω,−∞) â†

R
dω |0〉 |1〉 , (7.20)

yields the steady state solution as (see Appendix D)

|Ψ(∞)〉 =
−i∆

Γ− i∆

∫
finp(ω,−∞)â†

R
dω |0〉 |1〉+ (7.21)

−Γ

Γ− i∆

∫
finp(ω,−∞)â†

L
dω |0〉 |−1〉

=
−i∆

Γ− i∆
|R〉 |1〉+

−Γ

Γ− i∆
|L〉 |−1〉 , (7.22)

here finp(ω,−∞) is the pulse shape of the photon before entering the cavity. Hence the

complete transformation in the basis {|R− 1〉 , |R1〉 , |L− 1〉 , |L1〉} is written as [32]

S =


1 0 0 0

0 a b 0

0 b a 0

0 0 0 1

,
a ≡ −i

(Γ/∆)− i
,

b ≡ −1

1− i(∆/Γ)
,

(7.23)

here Γ = g2/κ and ∆ = ω0 − ωp, is the detuning between atom and the photon. The

weak swap operation Eq. (7.23) will approximate to an strong swap operation followed by

σz ⊗ σz, only under resonance i.e. ∆ = 0. Also the following useful relations for a and b
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are trivial to verify

a− b = 1, |a|2 + |b|2 = 1, ab∗ + a∗b = 0. (7.24)

7.4 Non-destructive GHZ state analyser

An atom-photon gate can also be utilized to perform a photon-photon gate [103]. In

particular by realizing a Cx operation on two photons we show one can also perform

a deterministic and non-destructive measurement on N -photons GHZ states. The most

general N -photon GHZ basis {|ψ〉p1,p2,··· ,pN } is written as [104]

|ψ〉p1,··· ,pN =
1√
2

(
|p1, p2, · · · , pN 〉 ± |p̄1, p̄2, · · · , p̄N 〉

)
, (7.25)

= CN,N−1CN−1,N−2 · · ·C2,1H |p1, p2, · · · , pN 〉 , (7.26)

where |pm〉 ∈ {|R〉 , |L〉},
∣∣R̄〉 = |L〉 and

∣∣L̄〉 = |R〉. The operator H is the Hadamard

operator and Ci,j is the Cx operation between i-th and j-th system. Note that the two-

photon Bell states are the special examples of GHZ states when N = 2.

The Cx operation between photons can be realized with atom-photon gates and local

unitary rotations on photons and atoms Fig. 7.2

|+〉 −σz R −σz R† σz

p1

p2 H H

=

I

σx

Figure 7.2: Cx operation on two photons: The atom is prepared in an initial state
|+〉. Then the first photon |p1〉 (control) is reflected of the cavity. Then a rotation
is performed on the the atom. Next on the second photon |p2〉 (target) we apply
Hadamard operations before and after the reflection from the cavity. Then a second
rotation to is applied on the atom. Then the first photons is reflected to complete the

Cx operation.

Thus using Cx operation on two photon in a N-photon GHZ state we can convert it

into a product of single photon state and (N-1)-photon GHZ state. Repeating this step

N−1 times followed by a Hadamard operation on the last photon we can convert the GHZ
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state |ψ〉p to |p〉 in Eq. (7.26). The set of orthogonal states {|p〉} can be analysed non-

destructively by interacting them with an atom-cavity setup [105, 106], Hence, we achieve

a non-destructive N-photon GHZ state analyser for delayed photons. Since the process is

unitary one can convert product states to GHZ states by reversing the unitary operations.

Next we propose an experimental method to realize N-photon GHZ state analyser.

Implementations:

p3 . . . pn

p2

p2

p2p1

pn . . . p1 EOS

circulator

HWP
classical pulse

Figure 7.3: Atom-cavity setup for the non demolition measurement. HWP stands for
half wave plate and in the dashed box is setup for the odd photons.

The experimental protocol is summarized as follows:

• Initially the atom is prepared in the state |+〉. The state preparation and readout

have been performed with high fidelity (99%) [105, 106].

• The first photon |p2〉 (control) is reflected of the cavity through a circulator [107]

and stored in a delay loop controlled by an electro optical switch (EOS) [108, 109].

• The classical pulses are used to perform the first Hadamard operation on the atom.

• The second photon |p1〉 (target) is reflected by the cavity with and a half wave plate

(HWP) is placed for the Hadamard operation.

• The second set of classical pulses are sent for the Hadamard operation on the atom.

• The second photon is released from the loop and reflected of the cavity to complete

the CNOT operation and the atom is left in the state |+〉.

The Cx gate between the atom and the photon requires atomic systems with the selection

rules ∆m = ±1 and cavities with right and left circular polarization’s. The selections rules
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can be realized in the hyper-fine levels. For this purpose we can choose Cs or 87Rb atoms.

In order to make two (or more) photons interact sequentially with an atom, we use a dual

cavity configuration where an atom is placed between two optical cavities as in Fig. 7.3.

In our proposal, the atom-cavity system is catalytic in nature in the sense that the atom-

cavity setup only assists in realizing Cx operation between the two photons, leaving the

atomic state unaffected. Therefore, the same atom-cavity setup can be used repeatedly

to realize multiple Cx operations between different photons. Hence only one atom-cavity

setup is required to transform the GHZ state |ψp〉 to the product state |p〉. Since the whole

process is unitary, performing the operation in reverse will result in the transformation

|p〉 → |ψp〉.
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Chapter 8

Coherent feedback control and

QCT

In this chapter, we study the technique of coherent feedback control to improve the

fidelity of swap gate, thus making it a useful tool for preparation of atomic states with

high fidelities. We also propose an implementation of the protocol Quantum channel

transparency (QCT) using two-qubit atom-photon gates.

A practical quantum computer requires preparation, manipulation, and readout of

qubits [110]. Some of the promising platforms for quantum computing include trapped

ions [3], atom-cavity systems [24, 25], semiconductor qubits [5, 6] and superconducting

qubits [1, 2]. Although a practical and scalable quantum computer requires all the three

steps implemented with high fidelity [111], here we focus only on the state preparation

in atom-cavity setups. A typical preparation scheme starts by initializing the qubit in a

known state [112] and then unitary rotations are applied on the qubit to the desired state.

In all the aforementioned platforms the unitary rotations are typically achieved by

applying electromagnetic pulses. For high fidelities this demands prior knowledge of the

initial state of the system and precise adjustments of frequency, amplitude and phase of the

light. This has been experimentally demonstrated in trapped ions[113, 114], atom-cavity

setups [115, 116, 117] and superconducting qubits [118].

Another protocol known as STIRAP is used for the state preparation in three level

systems (Fig. 8.2) [92]. After the initialization of a qubit in a known state (typically in

one of the ground state). The excited state is adiabatically avoided to realize the desired

rotation on the qubit. This also requires carefully designed pulses and due to adiabaticity,
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high fidelities can only be obtained for long pulse durations. To improve time durations

without compromising fidelities, a shortcut to STIRAP known as stimulated Raman

shortcut-to-adiabatic passage (STIRSAP) are proposed [42, 43]. Similar to the above

techniques these have been implemented in superconducting qubits [119, 120], atomic

systems [121] , NV-centers in diamond [122, 123] and ion traps [124]

The swap operation between ancilla and system is another way to initialize a system

in a particular state. Once the ancilla is prepared in the desired state, swap can be used

to map the ancilla state to the system. The swap is independent of the initial states of

the ancilla or the system, hence it doesn’t require the initialization of the system in a

known state. The swap operation has been demonstrated in atom-cavity setups but only

with low fidelities [125] and also requires resonant pulses. In atom-cavity setups the swap

operation is realized by the protocol known as single-photon Raman interaction (SPRINT)

[126, 125]. In SPRINT a three system is trapped in a cavity. Then weak coherent pulses

(with average photons < 1) are reflected off the atom-cavity setup to realize the swap

operation. The fidelity for swap operation in SPRINT is measured to be 0.73 [125].

In this work we propose a protocol where the system is coherently controlled with

controller single photons to convert a weak swap in to a perfect swap operation. Here the

photons are sequentially reflected off an atom-cavity system to realize the swap operation

between the photon and the atom. The fidelity of the atomic state can be improved to

any desired precision by increasing the number of controller photons. Unlike the existing

protocols this technique doesn’t require resonant pulses or shaping of the pulse and can

be performed without the knowledge of the initial state of the atom.

8.1 Coherent feedback control

In a coherent feedback control formalism, the state of a system is asymptotically pushed

towards a target state |T 〉 ∈ Hs by sequentially applying weak measurements on the

system [31]. Consider a trace-preserving quantum channel $ described by an n-element

set of Kraus operators Ki. If the Kraus operators satisfy the fix-point condition and

complete span condition, i.e,

Ki |T 〉 = zi |T 〉 , (8.1)
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span{K†i |T 〉}i=0,...,n−1 = Hs, (8.2)

for all i = 0, . . . , n−1 with zi ∈ C, then an arbitrary initial state ρ of the system converges

to target state |T 〉 under repeated application of the channel $, i.e., $n(ρ) → |T 〉 〈T | as

n→∞.

An arbitrary quantum channel $ can be implemented by a unitary operator U which

couples the system to a suitable ancilla system (quantum controller) in initial state |0〉,
such that the resultant action on the system is given by the Kraus operators {Ki} upon

a projective measurement on the controller in orthonormal basis {|i〉}. Therefore, the

coherent feedback control can also be thought of as a sequence of n number of quantum

controllers interacting with the system using the same unitary operator U between the

system and the individual controllers.

For example, consider a control channel, with the controller state |x〉 = 1/
√

2(|0〉+ |1〉)
and unitary interaction of the form [31]

U = exp

[
− iλ

2
(σy ⊗ σy + σz ⊗ σz)

]
, (8.3)

where λ = R. Then the Kraus operators {Ki = 〈i|U |x〉c}i satisfy the conditions (8.1) and

(8.2) with |x〉 as the target state. The target state is achieved irrespective of the initial

state of the system and when λ = π/2, the target state is reached in a single iteration.

Another protocol for coherent feedback control is using the weak swap gate [31]

U = exp[−iλS], (8.4)

where λ = R and S = 1/2(I +
∑

j∈{x,y,z} σj ⊗ σj) is the swap operation. Here the Kraus

operators {Ki = 〈i|U |T 〉}i satisfy the conditions (8.1) and (8.2), with |T 〉 begin the state

of the ancilla. Hence repeated application of the weak swap will converge the system state

to the target state |T 〉.

8.2 Coherent control with atom-cavity setup

Here we implement the coherent feedback control using a atom-cavity setup. The coherent

channel, with unitary operation as in Eq. (8.3) can be written as
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Ω

C EOM QM

p

Figure 8.1: Coherent control with atom-cavity setup. The atom consists the
same structure in Fig. 7.1. The photon (p) is initialised in the target state |T 〉 =
1/
√

2(|L〉+ |R〉). The photon interaction with the atom-cavity setup results in Cz
operation and the Cy is realized by implementing a local unitary on the atom . After
this the photon is stored in a quantum memory until the local unitary operations Ua,p
are performed. Then the photon is re-emitted by the quantum memory to perform
the second Cy operation. The circulator (C) is used to orient the photon with the
cavity axis. Electro-optical-modulator (EOM) is used to perform unitary operations
on photons. The classical pulses (Ω) are used in the STIRAP protocols, to perform

unitary rotations on the atom.

U = exp

[
− iλ

2
(σy ⊗ σy + σz ⊗ σz)

]
,

U = Cy(Up ⊗ Ua)Cy,
(8.5)

where Cy is the controlled operation and the local unitary operations on polarization and

atom reads

Up =
1√
2

cos(λ/2) − sin(λ/2)

sin(λ/2) cos(λ/2)

, Ua =

e−iλ/2 0

0 eiλ/2

. (8.6)

The coherent control channel can be implemented by using the setup in Fig. 8.1 [127].

In Fig. (8.1) we show an implementation scheme for the Eq. (8.5). A three-level (Λ-

system) atom is trapped in a cavity and the photon is prepared in the target state

|T 〉 = 1/
√

2(|L〉+ |R〉). The photon p enters the cavity axis with the help of a circulator

(C). Since a photon interaction with the atom-cavity results in the Cz operation. The

required Cy operation is achieved using STIRAP technique, which involves applying

classical pulses (Ω) on the atom, in addition to the Cz operation. Once the Cy operation

is completed.

The unitary operations Up and Ua are applied on the photon and the atom respectively.

Electro-optical-modulator (EOM) is used for the unitary operation on the photon and

STIRAP protocol is used for the unitary operation on the atom. Since STIRAP lasts for
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few micro seconds a quantum memory (QM)can be used to store the photon. After the

unitary operation Ua on the atom. The photon is retrieved form the memory to repeat

the second Cy operation. Thus two photon reflections from an atom-cavity setup, three

unitary rotations on the atom and a unitary operation on the photon are needed to realize

the coherent feedback control (8.5).

Experimental realizations for the controlled operations are shown by trapping atoms in

Fabry-Perot [127] and photonic crystal cavities [128]. These atom-cavity systems typically

interact with a weak coherent pulses (|α|2 ∼ 0.1) to realize the Cz operation. The

efficiency of a controlled atom-photon gate is obtained to be ηz ∼ 0.8 [127]. Assuming unit

efficiency for local unitary operations, the maximum efficiency of the coherent channel can

be estimated as η2
z . The coherent control is strongest when λ = π/2, i.e. the target state is

reached in a single iteration. In the weaker limit λ 6= π/2, the channel converges to λ = π/2

by successive iterations with ancilla. Thus for n-iterations the maximum efficiency drops

to η2n
z . Also a single iteration requires the STIRAP protocol to be performed thrice,

further a single STIRAP involves applying multiple classical pulses. Thus making this

protocol, resource intensive and inefficient for the atomic state preparation. To improve

the efficiency and reduce the complexities of STIRAP, in the following section we study

the swap operation in atom-cavity setups.

8.3 State preparation with off-resonant pulses

Coherent feedback control (Sec. 8.1) results in a target state upon successive controllers

interactions. In Sec. 7.3 we showed that a swap operation can be realized between

polarization and atomic states. With an ideal swap operation only at exact resonance.

Here we show that swap operation along with the coherent control becomes an effective

tool for the atomic state preparation. This protocol works with off-resonant pulses and

does not depend on the initial state of the atom. The precision can be improved by

increasing the number of controller photons.

Since the atom-cavity system with ∆ = 0 results in swap operation followed by σz ⊗ σz
Eq. (7.23), the initial state of the photon and atom is written as

|χ〉 = σz |T 〉p ⊗ |φ〉a , (8.7)
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where |T 〉p = αp |R〉 − βp |L〉 with |αp|2 + |βp|2 = 1, is the ideal target state of the photon

and |φ〉a is an unknown state of the atom. On resonance the swap operation Eq. (7.23)

gives

S∆=0 |χ〉 = σz |φ〉p ⊗ |T 〉a , (8.8)

on using Eq. (8.7) the Kraus operators for the Eq. (7.23) are obtained to be

K1 =

 α 0

bβ aα

, K2 =

aβ bα

0 β

. (8.9)

On using Eq. (7.24) it’s easy to verify that the target state |T 〉 satisfies the conditions

Eq. (8.1) and Eq. (8.2). Thus irrespective of initial state of the atom, the target state is

reached upon sequential interaction with photons.

Since the strength of Kraus operators depends on the initial state of controller photons,

to quantify the protocol we initialize the atom in farthest state (zero fidelity) i.e. in the

orthogonal state |T⊥〉. Then the total initial state reads

|χ〉 = σz |T 〉p ⊗ |T⊥〉a , (8.10)

and the state of atom after n-interactions is obtained by ρn = $n(|χ〉〈χ|). The fidelity is

defined with the ideal target state, F =
(
tr
√√

ρn |T 〉〈T | √ρn
)2

. The average fidelity F
is obtained by averaging over large number of random trails.
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Figure 8.2: Averaged (over 50 trails) fidelity to reach the orthogonal state as a
function of controller qubits. a Here the detuning ratio (∆/Γ) is set to 1. b Average
fidelity with Gaussian randomness for the ratio ∆/Γ, where we considered a Gaussian

with mean and variance equal to µ.
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In Fig. 8.2a we show the average fidelity (F) with the target state as a function of

number of controllers (n). Here we assume identical detuning for all the controllers.

The controller qubits are initialized in a superposition state along with the atom in the

corresponding orthogonal state Eq. (8.10). Then the fidelity is averaged over random

trials. As expected, the fidelity saturates to one with increase in the number of controllers

and for higher detunings we require more photons to reach the unit fidelity.

In Fig. 8.2b we consider the scenario where each sequential photon comes with a random

detuning. This can arise due to imperfections in the photon source. The detunings are

randomly chosen form a Gaussian noise of the form ∆/Γ = N (µ, σ), where µ and σ are

the mean and standard deviation of the Gaussian distribution. For simplicity we assume

σ = µ. From Fig. 8.2b we can see that the fidelity converges similar to Fig. 8.2a, where

all the photons are assumed to have identical detuning.

Thus the atom-cavity setup effectively swaps the polarization state to the atom,

irrespective of the initial state of the atom. Unlike the protocol in Sec. 8.2, here photons

interact only once and unitary operations are not required on the atom or the photon.

Further with a single-photon source producing 109photons/sec [33], ultra high fidelities

can be achieved in time scale of ∼ 10ns.

Swap operation is theoretically well studied in variety of systems e.g. nitrogen-vacancy

centres [129], quantum dots [130], ion-cavity setup [131] and atom-cavity setup [32] but

the experimental demonstration has been achieved only in the atom-cavity setup with the

protocol known as single-photon Raman interaction (SPRINT) [126, 125]. In SPRINT a

Λ-system is trapped in a cavity, with the bad cavity parameters. Since we work in the

same regime as SPRINT our protocol is feasible with the existing experimental atom-cavity

setups.

8.4 Quantum channel transparency (QCT)

In Chapter. 2 we showed that an interaction with environment will result in the

decoherence (decay of off-diagonal terms) of a quantum system and for any practical

implementation it is vital to maintain the coherence for longer times. The usual techniques

to suppress the noise assume a particular environment and are limited in application.
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Figure 8.3: Experimental setup for realizing the QCT unitary operation. (Figure
obtained with permission [30]).

QCT is a protocol where the Linblad evolution of a system is suppressed by interacting

the system with ancillary systems. In QCT the environment effects are formulated in the

form of Linblad operators without assuming a specific noise model. Hence it works for any

general environment. QCT relies on performing an unitary operations of the form [30]

UABS = |00〉〈00|AB ⊗ 1S + |01〉〈01|AB ⊗ σSz + |10〉〈10|AB ⊗ σSx − i |11〉〈11|AB ⊗ σSy .

VABS =(H ⊗H ⊗ 1) UABS (H ⊗H ⊗ 1) with H =

1 1

1 −1


(8.11)

where A,B represent the ancilla’s and S the system. H is Hadamard operation on the

ancilla’s A and B

In the following we implement the UABS operation using atom-photon gates, with atom

and photons as the system and the ancilla’s. We first decompose UABS as a product of

two controlled operators

UABS =
(
1B ⊗ CASx

)(
1A ⊗ CBSz

)
, (8.12)

where CASx = |0〉〈0|A ⊗ 1S + |1〉〈1|A ⊗ σSx and CBSz = |0〉〈0|B ⊗ 1S + |1〉〈1|B ⊗ σSz are

respectively the control-NOT Eq. (7.9) and control-Phase gates Eq. (7.7) acting on one

photon and the atom. Therefore, the unitary UABS can be implemented by sequentially

interacting the two photons with the atom-cavity system similarly the unitary VABS by

performing a Hadamard operation on the ancillas.
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In Fig. (8.3) we present an experimental setup to realize the QCT. The photons are

initiated in the states (|R〉 + |L〉)/
√

2. In order to implement UABS operation, we make

two photons A and B interact with the atom S inside the cavity. Let the two photons be

τ time apart where the photon B comes first. The interaction of the photon B with the

atom results in the CBSz operation. Then applying Hadamard operation on the atom using

STIRAP technique with the help of a classical laser pulses (Ω) followed by the interaction of

the photon A yields CASx operation. Both operations together result in UABS . Afterward,

the two photons can be stored in an optical quantum memory [20, 132, 22] to be used

subsequently to implement U †ABS and VABS operations. Circulators [107] are used to

direct the photons towards the cavity and optical quantum memory. The electro-optic-

modulator (EOM) [133, 134] is used to perform Hadamard operation on the photons in

order to convert UABS into VABS .
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Chapter 9

Conclusion

Quantum computer is a developing technology that helps us to solve complex problems

that are impossible to model on classical super computers. Although quantum supremacy

was demonstrated with boson sampling, at present quantum computers are far from

performing any practical computations. To perform practical error-free computations

it is essential to scale up the quantum systems and with the present day gate-errors

a million qubits are required to perform error-free computations. In most quantum

computer platforms the three steps, i.e. preparation, operation and measurement are

performed using light-matter interactions. Besides advantages in computations light-

matter interactions are also necessary to design quantum repeaters. The tools required

for quantum repeaters are beam splitters, photonic detectors and photonic quantum

memories. This highlights the importance of quantum memory and quantum gates in

photonic quantum computers.

In this thesis, we have reviewed various important photonic quantum memories. In

particular, we have presented a novel photonic quantum memory called I-AFC. In I-AFC

a frequency comb is constructed using different transitions of a single atom. This AFC

is important for trapped ions and on-chip quantum computation, single-atom quantum

memory, and microwave- to-optical transducers. The spacing between the neighbouring

teeth in the comb which characterize the time of the photon echo is controlled by an

external magnetic field. Therefore, the time of the photon echo can be controlled by

tuning the magnetic field.

I-AFC based quantum memory is robust against non-uniformity in the comb spacing,

and non-uniform and fluctuating optical depths. The fluctuations in the comb spacing
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can affect the quantum memory efficiency in a strong way. However, this effect can be

easily mitigated by increasing the finesse of the I-AFC, which can be done by applying

stronger magnetic field. This shows that even the imperfect atomic systems in the extreme

environmental conditions can be used for efficient I-AFC based quantum memories. We

considered the example of a Cs and Rb atoms and showed that it is robust against

fluctuations.

Further, we review the light matter interactions in atom-cavity setups. These setups

are used to implement atom-photon and photon-photon quantum gate operations. In such

gate operations, the Λ-type atoms are trapped inside an optical cavity. Using the same

setup we develop methods to implement QCT protocol and state preparation method

using coherent feedback control techniques.

In QCT the effects of bath are removed by interacting the system with ancillas and in

the thesis we showed that the required interaction can be implemented using atom-cavity

gates and quantum memories. The QCT can be also used to protect quantum information

in an atomic system inside a cavity, e.g. an unknown superposition state of the atom can

be preserved indefinitely by repeating the QCT protocol.

We also proposed a method for atomic state preparation using coherent feedback control

scheme and the weak swap operation in atom-cavity setups. We showed that a weak swap

converges to an ideal swap upon the sequential interaction of the controller photons. Using

this protocol the fidelity can be increased to any precision by increasing the the number of

controller photons. Unlike the existing protocols this method doesn’t require information

about the initial state of the system and can be implemented with off-resonant pulses. We

also discussed the experimental feasibilities of this scheme. Hence, it can be an alternative

scheme for atomic state preparation.

In future we plan to design a single atom quantum memory using I-AFC. Such a memory

can be easily integrated on a chip and can also be used as single photon source. Following

the work in [135] we also plan to improve the storage time of I-AFC by switching on and

off the magnetic fields, this will avoid the requirement of spin state transfer for quantum

memories. Further, we intend to use our understanding of coherent feedback control and

weak swap operation to develop efficient methods to create cat states and GKP type states.
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Appendix A

Light-matter interactions

A.1 Adiabatic theorem

In STIRAP we showed that the dark state can be adiabatically followed to realize any

superposition state, by avoiding the leakage into the excited state. Here we derive the

adiabatic condition required such that a system starting in an eigenstate will remains in

the same state upto an overall phase.

The evolution of the system is governed by the Schrödinger equation

i~
∂

∂t
|ψ〉 = H(t) |ψ〉 , (A.1)

where the eigenvectors of the Hamiltonian satisfy

H(t) |m(t)〉 = Em(t)(t) |m(t)〉 (A.2)

On writing Eq. (A.1) in the Hamiltonian basis results

i~
∂

∂t

∑
m

Cm(t) |m(t)〉 =
∑
m

Cm(t)Em(t) |m(t)〉 , (A.3)

and the inner product with |n〉 gives

i~

(
Ċn +

∑
m

(t)Cm(t)(t)
〈
n
∣∣∣ ˙m(t)

〉)
= CnEn, (A.4)

i~Ċn − CnEn + Cn(t) 〈n|ṅ〉 =
∑
m 6=n

Cm(t)
〈
n(t)

∣∣∣ ˙m(t)
〉
. (A.5)
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On differentiating Eq. (A.2) and inner-product with |n〉 yields

〈n(t)| Ḣ(t) |m(t)〉+ 〈n(t)|H(t) |ṁ(t)〉 = Em(t)
〈
n
∣∣∣ ˙m(t)

〉
∀ m 6= n,

〈n(t)| Ḣ(t) |m(t)〉
Em(t)− En

=
〈
n(t)

∣∣∣ ˙m(t)
〉 (A.6)

Substituting Eq. (A.6) in Eq. (A.5) results

i~Ċn − CnEn + Cn 〈n(t)|ṅ(t)〉 =
∑
m6=n

Cm(t)
〈n(t)| Ḣ(t) |m(t)〉

Em − En
, (A.7)

thus when the right side of Eq. (A.7) becomes negligible, i.e.
〈n(t)| Ḣ(t) |m(t)〉

Em − En
� 1 the

system starting in nth eigenvector will remain in the same state upto an overall phase.

In STIRAP experiments the Λ-system is kept in the dark states and requires shaping the

pulses such that Eq. (A.7) remains homogenous at all times.

A.2 Wave equation in Heisenberg picture

In semi-classical theory we only quantized the atom and treated the light as a classical

electromagnetic field. In order to describe the system and light using quantum mechanics

we quantize the electromagnetic fields also. The fields are represented by the operators

Ê and B̂. To derive the electric and magnetic field operators we start by writing the

Maxwell-equations in vector A and scalar φ potentials. In the Coulomb gauge (∇·A = 0)

the field equations are written as [136]

−∇2A +
1

c2

∂

∂t

(
∇φ+

∂

∂t
A

)
= µ0J E = −∇φ− ∂

∂t
A (A.8)

−∇2φ = σ/ε0, B =∇×A (A.9)

with 1/c2 = ε0µ0. J and σ are the charge and current densities.

Helmholtz theorem states that a vector field V can be split into V = JT +JL such that

∇·VT = 0 and ∇×VL = 0. On using the Helmholtz theorem on J and E simplifies the

field equations as

∇2A +
1

c2

∂

∂t2
A = µ0JT ET = − ∂

∂t
A (A.10)
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1

c2

∂

∂t
∇φ = µ0JL EL = −∇φ (A.11)

and in the region with JT = 0, the field equation is further simplified as

∇2A +
1

c2

∂

∂t2
A = 0 (A.12)

For quantization the solutions of vector field are typically solved in a cavity of length L

and volume V = L3. Further to incorporate travelling waves periodic boundary conditions

are invoked [136]. On solving Eq. (A.12) under periodic boundary conditions yields

A =
∑
k

∑
λ=1,2

ekλAkλe
−i(ωkt−k·r) + c.c (A.13)

where ωk = ck. Then electric and magnetic fields are given as

ET (r, t) ≡ − ∂

∂t
A =

∑
k,λ

iωkek,λAk,λe
i(k.r−ωt) + h.c, (A.14)

B(r, t) ≡∇×A =
∑
k,λ

ikek,λâk,λe
i(k.r−ωt) + h.c, (A.15)

where k and λ are mode and polarization indices, V = L3 is quantization volume and ω

is the mode frequency. The total energy of the electromagnetic field is obtained by

E =
1

2

∫
dV [ε0ET (r, t) ·ET (r, t) + 1/µ0B(r, t) ·B(r, t)] (A.16)

and in terms of vector potential the energy is obtained as [136]

E = ε0V
∑
k,λ

ω2
k(AkλA

∗
kλ) + c.c. (A.17)

The operator from of the vector field is obtained by elevating A to the operator Â and

comparing the energy with the Hamiltonian of a cavity i.e H = 1
2

∑
v,k ~ωkâkλâ

†
kλ + h.c.

yields

Ê(r, t) =
∑
k,λ

√
~ωk
2ε0V

ek,λâk,λe
i(k.r−ωt) + h.c, (A.18)
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where the electric field operators satisfy the bosonic relations

[
âk,λ, â

†
k′,λ′

]
= δk,k′,λ,λ′ . (A.19)

The equivalence of field operators with simple harmonic oscillator (SHO) gives the intuition

to interpret photons as excitations of SHO modes [36, 137, 136]. So far we discussed

discrete modes which describe monochromatic pulses in a physical world. To incorporate

electromagnetic pulses with narrow spectral widths we use continuous-mode operators

[136]. The continuous-mode operators are obtained by changing â → (∆ω)1/2 â(ω) and∑
k → 1/∆ω

∫
dω1

E(z) =

∫ √
~ω

4πε0cA
a(ω)eiωz/c dω + h.c, (A.20)

where the continuous operators satisfy
[
â(ω), â†(ω′)

]
= δ(ω − ω′). Assuming that input

pulse has a narrow width around ω0
2 gives

E(z) =

√
~ω0

4πε0cA

∫
a(ω)eiωz/c dω + h.c. (A.21)

The evolution of the operator E(z) = (L/2πc)1/2
∫
â(ω)eiωz/c dω is obtained by

i~
d

dt
E(z) = [E(z), H], (A.22)

for example the Hamiltonian H =
∫
~ωâ†(ω)â(ω) dω gives

dE
dt

= −i/~[E , H],

= −i

√
L

2πc

∫
ωâ(ω)eiωz/c dω ≡ −cdE

dz
,

(A.23)

and in free space Eq. (A.23) gives

(
∂

∂t
+ c

∂

∂z

)
E(z, t) = 0 ⇒ E(z, t) =

√
L

2πc

∫
â(ω)e−iω(t−z/c) dω, (A.24)

which is identical to the forward mode equation obtained in Sec. 2.33.

1Since propagation is taken to be along ẑ, ∆ω = 2πc/L, also polarization index is dropped for simplicity.
2Narrow band light is the typical source in experiments.
3Backward mode equation can be obtained by taking e−iωz/c in Eq. (A.21)
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A.3 Langevin equations for N three-level atoms

In the following we derive Langevin equations for N atoms with Λ-configuration. The

Hamiltonian for the Λ-system interacting with a probe (E) and a control (Ω) pulse is

written as

H0 =

∫
~ωâ†(ω)â(ω) dω + ~ωeg

N∑
j=1

σjee + ~ωsg
N∑
j=1

σjss, (A.25a)

V = −g~
N∑
j=1

σjegE(z) + H.c.− ~
N∑
j=1

Ω(zj , t)e
−iω2 (t−zj/c) σjes + h.c, (A.25b)

In order to treat the operators like functions we introduce continuous limit

approximation [138]

σ̂ab(z) =
1

Nz

Nz∑
i=1

σ̂iab. (A.26)

The summation is over Nz atoms in a thin strip positioned around z that is thick enough

to contain Nz � 1 atoms but thin enough to consider the resulting excitations and de-

excitations continuous. Then on using δzz′ → ∆z δ(z − z′)4 the commutator relation

[138, 48]

[
σ̂ab(z), σ̂cd(z

′)
]

=
δzz′

Nz
[δbcσ̂ad(z)− δdaσ̂cb(z)], (A.27)

in the continuous limit is written as

[
σ̂ab(z), σ̂cd(z

′)
]

=
1

η(z)
δ(z − z′) [δbcσ̂ad(z)− δdaσ̂cb(z)], (A.28)

with η(z) being the linear density. Similarly on replacing
∑

i σ̂
i →

∫
η(z)σ̂ dz the

Hamiltonian in the continuous limit is given as

H =

∫
~ωâ†(ω)â(ω) dω + ~ωeg

∫
η(z)σ̂ee + ~ωsg

∫
η(z)σ̂ss

− ~
∫
dz η(z)

[
gσ̂egE(z) + Ω(z, t)σ̂ese

−iω2 (t−z/c) +H.c
]
, (A.29)

4Note that σ̂ab at z an z′ commute
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Then the Heisenberg equations with out noise terms are obtained by using Eq. (A.28)

∂E
∂t

+ c
∂E
∂z

= ig∗η(z)Lσge,

∂

∂t
σss = −iΩσese

−iω2 (t−z/c) + iΩ∗σseeiω2 (t−z/c),

∂

∂t
σee = igE σ̂eg − ig∗E†σ̂ge + iΩσese

−iω2 (t−z/c) − iΩ∗σseeiω2 (t−z/c),

∂

∂t
σge = −iωegσge + igE(σgg − σee) + iΩσgse

−iω2 (t−z/c),

∂

∂t
σgs = −iωsgσgs − igEσes + iΩ∗σgeeiω2 (t−z/c),

∂

∂t
σse = −iωesσse + igEσsg + iΩ(σss − σee)e−iω2 (t−z/c).

(A.30)

On applying the following transformations

σge = σ̃gee
−iω1(t−z/c), σse = σ̃see

−iω2(t−z/c),

σgs = σ̃gse
−i(ω1−ω2)(t−z/c), E = Ẽe−iω1(t−z/c),

(A.31)

note that these transformations are equivalent to changing to a rotating frame at the

Hamiltonian level. On adding the noise gives

∂Ẽ
∂t

+ c
∂Ẽ
∂z

= ig∗η(z)Lσ̃ge,

∂

∂t
σ̃ss = −γ2σ̃ss − iΩσ̃es + iΩ∗σ̃se + F̂ss,

∂

∂t
σ̃ee = −γ1σ̃ee + igE σ̃eg − ig∗E†σ̃ge + iΩσ̃es − iΩ∗σ̃se + F̂ee,

∂

∂t
σ̃ge = −(γge + i∆1)σ̃ge + igẼ(σ̃gg − σ̃ee) + iΩσ̃gs + F̂ge,

∂

∂t
σ̃gs = −γgsσ̃gs − i(∆1 −∆2)σ̃gs − igẼ σ̃es + iΩ∗σ̃ge + F̂gs,

∂

∂t
σ̃se = −(γse + i∆2)σ̃se + igẼ σ̃sg + iΩ(σ̃ss − σ̃ee) + F̂se.

(A.32)
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Assuming a weak probe interaction i.e. σ̃gg ≈ 1 and defining atomic polarization and spin

waves as
√
Nσ̃ge = P ,

√
Nσ̃gs = S,

√
NF̂ge = F̂p,

√
NF̂gs = F̂s gives

∂Ẽ
∂t

+ c
∂Ẽ
∂z

= i
g∗η(z)L√

N
P,

∂

∂t
P = −(γge + i∆1)P + ig

√
N Ẽ + iΩS + F̂p,

∂

∂t
S = −γgsS − i(∆1 −∆2)S − ig

√
N Ẽ σ̃es + iΩ∗P + F̂s,

∂

∂t
σ̃se = −(γse + i∆2)σ̃se + ig

√
N ẼS† + F̂se,

(A.33)

and on using Eq. (2.64) the expectation values of noise operators are obtained as [138]

〈
F †p (z, t)Fp(z

′, t′)
〉

=
〈
F †s (z, t)Fs(z

′, t′)
〉

= 0, (A.34a)〈
Fp(z, t)F

†
p (z′, t′)

〉
=
〈
Fs(z, t)F

†
s (z′, t′)

〉
=

N

η(z)
δ(z − z′)δ(t− t′), (A.34b)

since normally ordered correlations are zero, vacuum modes will be the only contributing

noise and hence the noise terms in Eq. (A.33) are dropped.

The Eqs. (A.33-A.34) are derived under the approximation σ̂gg ≈ 1, which is usually

valid as there are no thermal excitations in the system with optical transition |e〉 − |g〉 of

the order 104K and the transition |g〉 − |s〉 typically being dipole forbidden.

Assuming the transition |g〉− |s〉 to be dipole forbidden (γsg = 0), resonant driving-field

(∆2 = 0), homogeneous linear density (η = N/L) and retaining to the first order in Ẽ
Eq. (A.33) gives

(
∂

∂t
+ c

∂

∂z

)
Ẽ = i g̃∗P, (A.35a)

∂

∂t
P = −(γge + i∆1)P + i g̃Ẽ + iΩS, (A.35b)

∂

∂t
S = −i∆1S + iΩ∗P, (A.35c)

where g̃ =
√
Ng. To summarize the steps in deriving Eq. (A.35). We started with a

basic Hamiltonian for a N three-level atoms and changed to continuous modes. Then the

equations are transformed to a rotating frame. And the noise is added using Langevin

equations, further Einstein formulae is used to see vacuum modes as the only noise and

finally approximated the equations to the first order in probe-field.
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A.4 Adiabatic approximation of Langevin equations

Here we discuss an approximate technique known as adiabatic approximation 5 [139]

to solve the Heisenberg-Langevin equations of a three-level atom interacting with light,

Eq. (A.35). We start by writing them in a general form

∂

∂t
P = −ΓP +R(Ẽ , S, t) (A.36)

∂

∂t
S = G(S, P, t) (A.37)

where R and G are any general functions and Γ = γ + i∆. Our goal is to obtain the

conditions such that ∂
∂tP = 0.

We start by writing P (t) in terms of S(t). On integrating Eq. (A.36) and with

P (−∞) = 0 gives

P (t) =

∫ t

−∞
e−Γ(t−t′)R(Ẽ , S, t′) dt′, (A.38)

=
R
Γ
− 1

Γ

∫ t

−∞
e−Γ(t−t′) ∂

∂S
R(Ẽ , S, t′)∂S

∂t′
dt′, (A.39)

where ∂
∂t′S = G and to eliminate P (t) in G(S, P, t′) we replace it by the first order

approximation i.e. G
(
S,
R
Γ
, t′
)

. On repeating the integration by parts gives

P (t) =
R
Γ
− 1

Γ

∫ t

−∞
e−Γ(t−t′)G ∂R

∂S
dt′,

=
R
Γ
− G

Γ
∂S

(R
Γ

)
+

∫ t

−∞
e−Γ(t−t′)∂t′

[G
Γ
∂S

(R
Γ

)]
dt′,

=
R
Γ
− G

Γ
∂S

(R
Γ

)
+
G
Γ
∂S

[G
Γ
∂S

(R
Γ

)]
−
∫ t

−∞
e−Γ(t−t′)∂t′

[G
Γ
∂S

{G
Γ
∂S

(R
Γ

)}]
dt′,

=
R
Γ
− G

Γ
∂S

(R
Γ

)
+
G
Γ
∂S

[G
Γ
∂S

(R
Γ

)]
− G

Γ
∂S

[G
Γ
∂S

{G
Γ
∂S

(R
Γ

)}]
+ . . .

(A.40)

and if we wish to approximate the series only by the first term then P = R/Γ, note that

this could also have been achieved simply by setting ∂
∂tP = 06

5Not to be confused with adiabatic elimination and adiabatic theorem.
6In the quantum optics literature this is known as adiabatic approximation.
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Assuming that the series converges Eq. (A.40) gives

P (t) =

[
1− G

Γ

∂

∂S
+

(G
Γ

∂

∂S

)2

−
(G

Γ

∂

∂S

)3

+ . . .

]
R
Γ
,

P (t) =

 1

1 +

(G
Γ

∂
∂S

)
RΓ ,

(A.41)

suppose we approximated the series to mth term and we wish to drop the remaining terms,

then to see the conditions required for this approximation, we split the series into two parts

P (t) =

m∑
k=0

(
−G

Γ

∂

∂S

)kR
Γ

+
∞∑
l=0

(
−G

Γ

∂

∂S

)l+m+1R
Γ︸ ︷︷ ︸

X

(A.42)

and the second term can be simplified as

X =

∞∑
l=0

(
−G

Γ

∂

∂S

)l+m+1R
Γ
≡

 1

1 +

(G
Γ

∂
∂S

)
(−GΓ ∂

∂S

)m+1R
Γ
,

[
1 +

(G
Γ

∂

∂S

)]
X =

(
−G

Γ

∂

∂S

)m+1R
Γ
,

(A.43)

the above equation gives a measure for the approximated series and when X is much less

compared to remaining m terms we can afford to drop it.

In the typical adiabatic approximation we stop with fist term thus m = 1 in the Eq. A.43

gives

X (S) = X (−∞) exp

(
−ΓS

G

)
−
∫ S

−∞
e−Γ/G(S−S′) ∂

∂S′
R
Γ
dS′ (A.44)

where X (−∞) = 0 and R is typically linear in S which simplifies the above to

X (S) =

(
∂

∂S

R
Γ

)G
Γ
≡
(

iΩ

Γ

)G
Γ
, (A.45)

now one can adiabatically approximate P (t) by setting ∂
∂tP = 0 if

∣∣∣∣RΓ
∣∣∣∣� |X (S)| �

∣∣∣∣ΩΓ
∣∣∣∣ ∣∣∣∣−∆S

Γ
+

Ω∗

Γ

R
Γ

∣∣∣∣ � ∣∣∣∣ΩΓ
∣∣∣∣ [∣∣∣∣∆SΓ

∣∣∣∣+

∣∣∣∣Ω∗Γ RΓ
∣∣∣∣], (A.46)
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since Smax = 1 and if |Γ| > ∆ and |Γ| � |Ω| are satisfied we can safely proceed with

adiabatic approximation in fact the only required condition is |Γ| � |Ω| as |Γ| > |∆|
is trivial. Thus an adiabatic solution for three-level system can be obtained by setting

∂P/∂t = 0.
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Appendix B

Calculations for CRIB

Here we give calculations for the absorption, forward mode and backward mode in CRIB

memories. The equations are same for AFC memory also, with the inhomogeneous

broadening replaced by AFC-comb, i.e. G(∆) → n(δ). We split the time scale from

−∞ → 0 for absorption and 0 → ∞ for emission. We further split the emission into

backward mode and forward mode. Then dynamical equations equations for the forward

mode are given by Eq. (3.28a)-(3.28d)

∂

∂t
σf (z, t) = −i(∆0 + ∆′)σf + idegEf (z, t), (B.1a)(

∂

∂t
+ c

∂

∂z

)
Ef (z, t) = iβ

∫ ∞
−∞

G(∆0)G′(∆′)σf (z, t) d∆0d∆′, (B.1b)

where β = g2N/deg and G(∆) is normalized spectral distribution for the inhomogeneous

broadening. The backward mode equations are similarly given as:

∂

∂t
σb(z, t) = −i(∆0 + ∆′)σb + idegEb(z, t), (B.1c)(

∂

∂t
− c ∂

∂z

)
Eb(z, t) = iβ

∫ ∞
−∞

G(∆0)G′(∆′)σb(z, t) d∆0d∆′. (B.1d)

where G(∆0) and G′(∆′) are the initial and broadened distributions.

Absorption

We assume that absorption happens in forward mode and in the time −∞→ 0. Here we

will use the approach of Fourier transform to solve the differential equations. Since the

absorption happens in negative times, Fourier transform (FT) for the absorption can be
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defined as

A(z, ω) =

∫ 0

−∞
eiωtA(z, t) dt, (B.2)

On solving Eq. (B.1a) with initial condition σf (z,−∞,∆0,∆
′) = 0 gives

σf (z, t) = ideg

∫ t

−∞
e−i(∆

′+∆0)(t−s)Ef (z, s) ds, (B.3)

On applying Fourier transform Eq. (B.3) gives,

σf (z, ω) =id

∫ 0

−∞
eiωt dt

∫ ∞
0

e−i(∆
′+∆0)xEf (z, t− x) dx

=id

∫ ∞
0

e−i(∆
′+∆0)xeiωxEf (z, ω) dx,

(B.4)

where x = t− s is used. Similarly applying FT on the Eq. (B.1b) yields

(
−iω + c

∂

∂z

)
Ef (z, ω) = i p̃

∫ ∞
−∞

G(∆)G′(∆′)σf (z, ω,∆0,∆
′) d∆0d∆′. (B.5)

On substituting Eq. (B.4) in Eq. (B.5) gives

[
∂

∂z
− iω

c
+ κH(ω)

]
Ef (z, ω) = 0, (B.6)

with

H(ω) ≡
∫ ∞

0
dx eiωx

∫ ∞
−∞

G(∆0)G′(∆′)e−i(∆
′+∆0)x d∆0d∆′, κ ≡ |g|

2N

c
. (B.7)

Then the solution of absorption is written as

Ef (z, ω) = Ef (0, ω) eiωz/c e−κH(ω)z. (B.8)

Backward

We assume that absorption is finished by t = 0. The detunings are reversed, i.e.

∆0+∆′ → ∆0−∆′ and the phase shift exp(−2iω0z/c) is applied to couple to the backward
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mode. Since the backward mode evolves in the time 0 to ∞, the FT can be defined as

A(z, ω) ≡
∫ ∞

0
eiωtA(z, t) dt. (B.9)

The backward mode dynamics are given by

∂

∂t
σb(z, t) = −i(∆0 −∆′)σb + idegEb(z, t), (B.10a)(

∂

∂t
− c ∂

∂z

)
Eb(z, t) = iβ

∫ ∞
−∞

G(∆0)G′(∆′)σb(z, t) d∆0d∆′. (B.10b)

The initial value for the backward mode will be final value of the forward mode hence we

write the initial condition for the backward mode as

σb(z, 0) = σf (z, 0) = ideg

∫ 0

−∞
ei(∆

′+∆0)sEf (z, s) ds = idEf (z,∆′ + ∆0). (B.11)

On solving Eq. (B.10a) with the above initial condition gives

σb(z, t) = σ(z, 0,∆0,∆
′)ei(∆0−∆′)t + id

∫ t

0
e−i(∆

′−∆0)(t−s)Eb(z, s) ds (B.12)

Note that lower limit can be extended to −∞ since Eb(z, t) = 0 for −∞ to 0. On taking

FT of wave equation Eq. (B.10b) and substituing Eq. (B.11), Eq. (B.12) and Eq. (B.8)

yields

Eb(z, ω) =2πκe−(iωz/c−κF (ω)z)

∫ ∞
−∞

G(∆0)G′(−ω + ∆0)Ef (0,−ω + 2∆0)∫ z

L
ei2∆0z′/ce−κF (ω)z′e−κH(−ω+2∆0)z′ dz′,

Eb(0, ω) =2πκ

∫ ∞
−∞

Ef (0,−ω + 2∆0)
G(∆0)G′(−ω + ∆0)

2i∆0/c− κ[(H(−ω + 2∆0) + F (ω)]
eiωz/c[

ei2∆0z/ce−κH(−ω+2∆0)z − ei2∆0L/ceκF (ω)(z−L)e−κH(−ω+2∆0)L
]
d∆0.

(B.13)

Assuming that initial distribution to be G(∆0) = δ(∆0) Eq. (B.13) is simplified as

Eb(0, ω) = Ef (0,−ω)
−2πG′(−ω)

H(−ω) + F (ω)

[
1− e−κ[(H(−ω)+F (ω)]L

]
. (B.14)
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Assuming that G′(∆′) is constant (1/γ) on the interval [−γ/2, γ/2] and zero elsewhere

gives

F (ω) =

∫ ∞
0

dx eiωx
∫ ∞
−∞

G(∆0)G′(∆′)ei(∆
′−∆0)x d∆0d∆′,

= π

∫ ∞
−∞

δ(∆′ + ω)G′(∆′) d∆′,

= π/γ,

(B.15)

and the same simplification gives H(ω) = π/γ. Then the final output in the time domain

is obtained to be

Eb(0, t) = − γ

2π

(
1− e−αL

) ∫ ∞
−∞

Ef (0,−ω)G′(−ω)eiωt dω,

= − γ

2π

(
1− e−αL

) ∫ γ/2

−γ/2
Ef (0,−ω)(1/γ)eiωt dω,

(B.16)

where α = κ2π/γ.

Forward

At t = 0 the absorption is completed and the detuning is reversed, i.e. ∆0 +∆′ → ∆0−∆′

but the phase shift exp(−2iω0z/c) is not applied and the light will continue to propagate

in the forward direction. The wave equation Eq. (B.5) remains same as in absorption

(
−iω + c

∂

∂z

)
Ef (z, ω) = i p̃

∫ ∞
−∞

G(∆)G′(∆′)σf (z, ω,∆0,∆
′) d∆0d∆′. (B.17)

Since the forward propagation happens in the time −∞ to ∞ and the detunings are

reversed, the σ evolution is same as Eq. (B.12) but with Eb replaced by EF

σf (z, t) = σf (z, 0,∆0,∆
′)ei(∆0−∆′)t + id

∫ t

−∞
e−i(∆

′−∆0)(t−s)Ef (z, s) ds. (B.18)

On taking FT of Eq. (B.18) and substituting in Eq. (B.17) gives

[
∂

∂z
− iω

c
+ κF (ω)

]
Ef (z, ω) = −κ

∫ ∞
−∞

G(∆0)G′(−ω + ∆0)Ef (z,−ω + 2∆0) d∆0,

(B.19)
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then the solution is obtained as

Ef (z, ω) = −κe[iωz/c−κF (ω)z]

∫ ∞
−∞

G(∆0)G′(−ω + ∆0)Ef (0,−ω + 2∆0)

×
∫ z

0
e−2iωz′/cei2∆0z′/ceκF (ω)z′e−κH(−ω+2∆0)z′ dz′,

= −κz
∫ ∞
−∞
Ef (0,−ω + 2∆0)G(∆0)G′(−ω + ∆0)

× sinhc

[
κz

2
{F (ω)−H(−ω + 2∆0)} − iz

c
(ω −∆0)

]
× exp

[
iz

c
∆0 −

κz

2
{F (ω) +H(−ω + 2∆0)}

]
d∆0,

(B.20)

as in backward-scattering we assume G(∆0) = δ(∆0) to obtain

Ef (L, ω) = −κLEf (0,−ω)G′(−ω),×sinhc

[
κL

2
{F (ω)−H(−ω)} − iL

c
ω

]
,

× exp

[
−κL

2
{F (ω) +H(−ω)}

]
,

(B.21)

using the same arguments (F (ω) = H(ω) = π/γ) as in back scattering gives

Ef (L, ω) = −κLEf (0,−ω)G′(−ω)× sin(ωL/c)

ωL/c
× exp

(
−αL

2

)
. (B.22)
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Calculations for I-AFC in Cs atom

Here we show the calculations for the eigenstates and energies for Cesium atom. We choose

the basis |F,MF , I, J〉 to write the matrix i.e.

∑
F,F ′,MF ,MF ′

∣∣F ′,MF ′
〉〈
F ′,MF ′

∣∣H ′ |F,MF 〉〈F,MF | (C.1)

where summation is over all values of F and MF . Then the hyperfine terms can be

obtained as [40]

〈Hhfs〉 =
A

2
[F (F + 1)− I(I + 1)− J(J + 1)]. (C.2)

To evaluate the terms like 〈F ′,MF ′ |HB|F,MF 〉 we use the Clebsch–Gordan(CG)

coefficients as

|F,MF , I, J〉 =
∑

MJ ,MI

CJ,I,FMJ ,MI ,MF
|J,MJ〉 |I,MI〉 (C.3)

once the matrix for H ′ is formed its eigenvalues and vectors will give the transition energies

and states.

The transition dipole moments (|d|) between the eigen vectors is written as

∑
m,n

c∗mcn 〈Fm,Mm
F , I, Jm|dq|Fn,Mn

F , I, Jn〉 =
∑
m,n

c∗mcn 〈Fm|d|Fn〉 CFn,1,FmMn
F ,q,M

m
F
.

〈Fm|d|Fn〉 = 〈Jm|d|Jn〉 (−1)Fn+Jm+1+I

√
(2Fn + 1)(2Jm + 1)(2Jn + 1)

Jm Jn 1

Fn Fm I


(C.4)

where cm and cn are elements of the eigen vector, d = er is the dipole operator and the last
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term in curly braces is the Wigner 6-j symbol. The matrix element 〈Jm|d|Jn〉 between the

excited and ground state, for example for Cs atom it is given to be 0.23eao [140, 141] and

q can take values ±1. Also the selection rules can be obtained by writing CG coefficient

(C) in 3-j symbol

CFn,1,FmMn
F ,q,M

m
F

= (−1)Fn−1+Mm
F

√
2Fm + 1

 Fn 1 Fm

Mn
F q −Mm

F

 (C.5)

Eq. (C.5) exists only when the following conditions are satisfied

Mn
F + q −Mm

F = 0 =⇒ ∆MF = 0,±1

|Fn − 1| ≤ Fm ≤ Fn + 1 =⇒ ∆F = 0,±1
(C.6)

To calculate the comb structure of I-AFC. We start with a ground |g〉 and excited state

|e〉. Then perturbation matrix for excited and ground levels are obtained.

C.1 Excited state

Energy Hyperfine constant (A)
level J I F in MHz

5p68p 3/2 7/2 5, 4, 3, 2 7.626

Table C.1: Details for the excited state

Perturbation matrix (H ′e) for the excited level is obtained by solving Eq. (C.1)–(C.3).

H ′e =


D1 F1 0 0

(F1)T D2 F2 0

0 (F2)T D3 F3

0 0 (F3)T D4

 (C.7)

where i and j, are defined as

i =
1

2
gJµBB =

1

2
× 2× 1.4 1010B,

j =
1

2
gIµNB =

1

2
× 0.7369× 1.4 1010

1836.15
B,

(C.8)
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and

D1 = diag
(
A

21

4
, · · · , A21

4

)
+

diag
(

(3i− 7j),
4

5
(3i− 7j),

3

5
(3i− 7j),

2

5
(3i− 7j),

1

5
(3i− 7j), 0, −1

5
(3i− 7j), −2

5
(3i− 7j), −3

5
(3i− 7j),

− 4

5
(3i− 7j), −(3i− 7j)

)

D2 = diag
(A

4
, ., ., .,

A

4
, ., ., .,

A

4

)
+

diag
(8

5
(i− 4j),

6

5
(i− 4j),

4

5
(i− 4j),

2

5
(i− 4j),

− 2

5
(i− 4j), −4

5
(i− 4j), −6

5
(i− 4j), −8

5
(i− 4j)

)

D3 = diag
(
−A15

4
, ., ., ., ., −A15

4
, ., ., ., ., −A15

4

)
+

diag
(
− 6j, −4j, −2j, 0, 6j, 4j, 2j

) D4 = diag
(
−A27

4
, ., −A27

4
, ., −A27

4

)
+

diag
(
− 2(i+ 3j), −2(i+ j), 0, 2(i+ 3j), 2(i+ j)

)

F1 = (i+ j)



0 0 0 0 0 0 0 0 0√
21

5
0 0 0 0 0 0 0 0

0
4

5

√
7

3
0 0 0 0 0 0 0

0 0
7

5
0 0 0 0 0 0

0 0 0
2

5

√
14 0 0 0 0 0

0 0 0 0

√
7

3
0 0 0 0

0 0 0 0 0
2

5

√
14 0 0 0

0 0 0 0 0 0
7

5
0 0

0 0 0 0 0 0 0
4

5

√
7

3
0

0 0 0 0 0 0 0 0

√
21

5

0 0 0 0 0 0 0 0 0


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F2 = (i+ j)



0 0 0 0 0 0 0√
5

3
0 0 0 0 0 0

0 2

√
5

7
0 0 0 0 0

0 0
5√
7

0 0 0 0

0 0 0 4

√
5

21
0 0 0

0 0 0 0
5√
7

0 0

0 0 0 0 0 2

√
5

7
0

0 0 0 0 0 0

√
5

3

0 0 0 0 0 0 0



F3 = (i+ j)



0 0 0 0 0√
15
7 0 0 0 0

0 2
√

6
7 0 0 0

0 0 3
√

3
7 0 0

0 0 0 2
√

6
7 0

0 0 0 0
√

15
7

0 0 0 0 0



The eigenvalues of Me give the energy splitting of the excited state and the eigenvectors

give the corresponding states.

C.2 Ground state

Energy Hyperfine constant (A)
level J I F in MHz

5p66s 1/2 7/2 4, 3 2298.157943

Table C.2: Details for the ground state

H ′g =

 D0 F

(F )T D

 (C.9)

where

D0 = diag
(
A

7

4
, ., ., ., ., A

7

4
, ., ., ., ., A

7

4

)
+

diag
(

(i− 7j),
3

4
(i− 7j),

1

2
(i− 7j),

1

4
(i− 7j), 0,

− 1

4
(i− 7j), −1

2
(i− 7j), −3

4
(i− 7j), (−i+ 7j)

)
D = diag

(
−A9

4
, ., ., −A9

4
, ., ., −A9

4

)
+

diag
(
− 3

4
(i+ 9j), −1

2
(i+ 9j), −1

4
(i+ 9j),

0,
1

4
(i+ 9j),

1

2
(i+ 9j),

3

4
(i+ 9j)

)
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F = (i+ j)



0 0 0 0 0 0 0√
7

4
0 0 0 0 0 0

0

√
3

2
0 0 0 0 0

0 0

√
15

4
0 0 0 0

0 0 0 1 0 0 0

0 0 0 0

√
15

4
0 0

0 0 0 0 0

√
3

2
0

0 0 0 0 0 0

√
7

4

0 0 0 0 0 0 0


Eigenvalues and eigenvectors hold same interpretation as in the excited state. Now we have

32 excited, 16 ground states and hence (32×16) transitions and the transition amplitudes

are numerically calculated using Eq. (C.4).

The atomic transitions are divided into selection rules ∆m = +1 (−1) which interact

with the polarization |L〉 (|R〉). The transitions of I-AFC for the Cesium atom numerically

are written as

Transition frequency Energy difference Transition amplitude

in MHz (∆n) in MHz (|dn|2) in (eao)
2

7242.76 -931.6 0.0164
7427.04 -747.317 0.0319
7815.46 -358.897 0.0245
8174.36 0 0.0183
8509.73 335.368 0.0129
8825.77 651.409 0.0081
9125.56 951.205 0.0039

Table C.3: Transition frequencies and amplitudes for the selection rule ∆MF = −1
(i.e.. q=1 in Eq. (C.5))

We also calculate the transitions and energies for Rubidium using similar techniques.
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Transition frequency Energy difference Transition amplitude

in MHz (∆n) in MHz (|dn|2) in (eao)
2

1467.76 -1105.29 0.0119
1871.67 -701.379 0.021
2237.08 -335.975 0.0283
2573.05 0 0.0346
2885.59 312.539 0.04
3178.89 605.845 0.0447
3320.06 747.013 0.0135

Table C.4: Transition frequencies and amplitudes for the selection rule ∆MF = 1
(i.e.. q=-1 in Eq. (C.5))
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Calculations for swap operation

The swap operation in atom-cavity system was first proposed in [32]. Instead of the

following [32] we derive the equations using the approach developed in [101, 100].

To derive the Eq. (7.22) we first set the initial conditions. The initial state is given by

Eq. (7.20) and the input pulse is assumed to have a Gaussian profile with mean frequency

ωL and width w̄

finp(ω′,−∞) = N

∫
exp

{
−(ω′ − ωL)2

ω̄

}
dω′ (D.1)

here |finp(ω′,−∞)|2 = 1 and N is the normalization constant. Since the frequencies are

defined relative to cavity frequency ω = ω′ − ωc, we write

finp(ω,−∞) = N

∫
exp

{
−(ω −∆)2

ω̄

}
dω (D.2)

where ∆ = ωL−ωc = ωL−ωa is atom-light detuning. Thus the initial condition Eq. (7.20)

changes to

|Ψ〉 (−∞) =

∫
finp(ω −∆,−∞)â†

R
dω |0〉 |1〉 . (D.3)

The pulse profile in the time domain is obtained by taking Fourier transforms, which

we define as:

f(t) =

∫
f(ω)e−iωt dω, f(ω) =

1

2π

∫
f(t)eiωt dt. (D.4)
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The equations of motions on using Eq. (7.18) and Eq. (7.19) reads

∂

∂t
fR(ω, t) = −

√
Γeiωtf0(t),

∂

∂t
fL(ω, t) = −

√
Γeiωtf0(t),

∂

∂t
f0(t) =

√
Γ

∫
e−iωt(fR + fL) dω,

(D.5)

and with F (ω, t) ≡ fR + fL , Eq. (D.5) gives

∂

∂t
F (ω, t) = −2

√
Γeiωtf0(t), (D.6a)

∂

∂t
f0(t) =

√
Γ

∫
e−iωtF (ω, t) dω. (D.6b)

On solving Eq. (D.6a) gives

F = finp(ω −∆,−∞)− 2
√

Γ

∫ t

−∞
eiωt

′
f0(t′) dt′, (D.7)

and substituting it in the Eq. (D.6b) gives

∂

∂t
f0(t) =

√
Γ

∫
e−iωtfinp(ω −∆,−∞) dω − 2Γ

∫ ∫ t

−∞
e−iω(t−t′)f0(t′) dt′ dω,

=
√

Γe−i∆tfinp(t,−∞)− 2πΓf0(t),

(D.8)

where the relations
∫
e−iω(t−t′)dω = 2πδ(t − t′) and 2

∫ t
−∞ δ(t − t′)f0(t′) dt′ = f0(t) are

used. Then the transformation f0(t) = e−i∆tf̃0(t) gives

∂

∂t
f̃0(t) + (−i∆ + 2πΓ)f̃0(t) =

√
Γfinp(t,−∞). (D.9)

In the adiabatic limit where the width of input pulse (T −1) is assumed to be shorter

than the decay rate (Γ� T −1), we set ∂
∂t f̃0(t) = 0. Then the Eq. (D.9) gives

f0(t) =

√
Γ

−i∆ + 2πΓ
e−i∆tfinp(t,−∞). (D.10)
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On assuming the input photon to be right circularly polarized and substituting the above

in the Eq. (D.5) gives

fR(ω, t) = finp(ω −∆,∞)− 2πΓ

−i∆ + 2πΓ

1

2π

∫ t

−∞
finp(t′,−∞)ei(ω−∆)t′ dt′,

fR(ω,∞) =
−i∆

Γ′ − i∆
finp(ω −∆,−∞),

(D.11)

where the angular frequency is defined as 2πΓ = Γ′ and similarly we obtain

fL(ω,∞) =
−Γ′

Γ′ − i∆
finp(ω −∆,−∞). (D.12)
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[84] D. E. Chang, J. S. Douglas, A. González-Tudela, C.-L. Hung, and H. J. Kimble.

Colloquium: Quantum matter built from nanoscopic lattices of atoms and photons.

Rev. Mod. Phys., 90:031002, Aug 2018.

[85] Qiong Chen, Wanli Yang, Mang Feng, and Jiangfeng Du. Entangling separate

nitrogen-vacancy centers in a scalable fashion via coupling to microtoroidal

resonators. Physical Review A, 83(5):054305, may 2011.

[86] Chris O’Brien, Tian Zhong, Andrei Faraon, and Christoph Simon. Nondestructive

photon detection using a single rare-earth ion coupled to a photonic cavity. Physical

Review A, 94(4):043807, 2016.

[87] CY Hu and JG Rarity. Extended linear regime of cavity-qed enhanced optical

circular birefringence induced by a charged quantum dot. Physical Review B,

91(7):075304, 2015.

[88] Kevin M Birnbaum, Andreea Boca, Russell Miller, Allen D Boozer, Tracy E

Northup, and H Jeff Kimble. Photon blockade in an optical cavity with one trapped

atom. Nature, 436(7047):87–90, 2005.

[89] Christoph Hamsen, Karl Nicolas Tolazzi, Tatjana Wilk, and Gerhard Rempe. Two-

photon blockade in an atom-driven cavity qed system. Phys. Rev. Lett., 118:133604,

Mar 2017.

[90] Axel Kuhn, Markus Hennrich, T Bondo, and Gerhard Rempe. Controlled generation

of single photons from a strongly coupled atom-cavity system. Applied Physics B,

69(5-6):373–377, 1999.



128 BIBLIOGRAPHY
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