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Abstract

Spintronics focuses on active control and manipulation of the spin degree of free-
dom of electrons to get beyond the limitations of the semiconductor-based electronic
industry. New device concepts that use an electric field or spin-polarized current result
in quick and energy-efficient magnetic switching, in contrast to magnetic field-driven
magnetic switching. In spintronic devices, spin polarization is controlled either by mag-
netic layers or via spin-orbit coupling (SOC). The era of spintronics began with the dis-
covery of giant magnetoresistance (GMR). Certain spintronics-based technologies, such
as spin-transfer-torque magnetoresistive random-access memory (STT-MRAM), have
been put into use on a commercial scale. The efficient use of these spintronic devices,
however, still has certain challenges to overcome. Therefore, it is imperative to discover
and design innovative materials featuring outstanding and distinctive spin-based mech-
anisms. 2D magnetic materials in transition metal chalcogenides (TMC) provide unique
physical paradigms and encourage the development of cutting-edge spintronic devices.
The features of 2D TMC span a broad range, including topological phases, semimet-
als, half-metals, and Mott insulators, to mention a few. Beyond ferromagnetism, there
are other magnetic states such as antiferromagnets, and quantum spin liquids. Sim-
ilarly, atomically tailored oxide heterostructures create a powerful platform offering
whole new opportunities for electronics and spintronics. They manifest phenomena en-
compassing the Rashba physics, magnetic ordering, and enhancement of SOC among
others owing to the reconstruction of the spin, orbital, lattice, and charge states at the
interfaces. It is possible to create oxide-based magnetic tunnel junctions (MTJ), and
interface-based magnetoelectric spintronic devices using multiferroic oxides. Addition-
ally, spin-orbit-based mechanisms in oxide heterostructures provide a new spintronics
dimension out of which the Rashba physics emerges as a strong candidate.

It is widely acknowledged that first-principles density functional theory (DFT) is an
efficient method for designing functional materials and elucidating underlying mecha-
nisms of experimental phenomena. This thesis focuses on using state-of-the-art first-
principles calculations based on DFT to unveil the electronic, spintronic, and topolog-
ical characteristics in materials picked from the strongly correlated class of TMC and
oxide heterointerfaces. The aim is to identify multifunctional materials with intrinsic
magnetic ordering and high SOC-driven exotic phenomena in conjunction with the low
dimensionality for future low-power-consumption quantum electronics and spintronics.

The thesis consists of five chapters and has been organized in the following frame-
work:



Chapter 1 begins with a succinct backdrop of the study. The next section of this
chapter provides an overview of strongly correlated materials, including Mott-Hubbard
and charge-transfer insulators. After that, it provides a quick review of 2D magnetic
TMC and oxide heterostructures, two classes of strongly correlated materials. We have
also included a brief history of magnetism in solids and the exchange interactions that
mediate the magnetic ordering in order to provide some understanding of magnetism in
solid-state systems. The concept of SOC has then been explained, with emphasis placed
on the Rashba effect and its emergence in oxide heterostructures, followed by a short
description of SOC-driven topological states, particularly the quantum anomalous Hall
effect (QAHE). Towards the end of chapter 1, the theoretical background of various
computational methods useful in understanding the calculation of results presented in
this thesis has been provided.

Chapter 2 infers to the ab initio study of electronic and ground state magnetic
properties in bulk and layered transition metal chalcogenides. In this context, the first
section of this chapter investigates the electronic structure and magnetic ordering in tri-
clinic CuSeO3. The electronic structure suggests that CuSeO3 in the triclinic phase is
a charge-transfer insulator. We find the non-collinear antiferromagnetic configuration
as the ground-state magnetic ordering. This can be attributed to the hybridization of
Cu-d and O-p orbitals, giving rise to Cu-O-Cu superexchange interactions. We observe
a spiral spin texture in the reciprocal space with a finite out-of-plane spin component.
Spintronics of such non-collinear antiferromagnetic charge transfer insulating states is
a relatively new and rapidly developing field of physics. In the following section of
this chapter, the vdW layered transition metal ternary chalcogenide CoAsS with strong
electron correlations is explored for its potential in spintronics. The dynamically stable
CoAsS monolayer via its rich magnetic and electronic phase diagram has been demon-
strated as a quasi-2D magnetic material. Because of the broken time-reversal symmetry
and SOC, a topological state with a non-trivial Chern number is revealed at the critical
Coulomb parameter using Kubo’s approach. These results make the CoAsS monolayer
very appealing for low-power-consumption nanoelectronics and spintronics.

Chapter 3 focuses on the emergent phenomena in perovskite oxide heterostruc-
tures based on polar perovskite oxide LaVO3 (LVO). In this regard, the first section of
the chapter explores the electronic properties in the heterostructure between a Mott in-
sulator LVO and a band insulator SrTiO3 (STO) with two distinct orientations (001) and
(111). The electronic structure confirms that this heterointerface comprising two bulk
insulators is n-type metallic in both orientations. Because of the peculiar orbital recon-
struction at the two interfaces, we notice the difference in orbital occupation as well
as orbital degeneracies. Furthermore, the Fermi surface reveals fourfold/sixfold sym-
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metry as well as the presence/absence of open orbits in the (001)/(111) orientations.
Thus, unique orbital-occupation and degeneracies due to orbital reconstruction as well
as symmetry of Fermi surface highlights the important role played by crystal field in
determining the electronic properties in LVO/STO heterostructure. In the subsequent
section of this chapter, we have examined the (001) and (111) surfaces of polar per-
ovskite oxide KTaO3 (KTO) terminated with the Ta atoms for electronic and spintronic
properties. We observed the presence of 2DEG with parabolic bands near the Fermi
level at both the surfaces of KTO. The distribution of 2DEG is primarily contained in
the surface layers of KTO in the 5d orbitals of Ta atoms. Due to the significant SOC
of Ta atoms and the breaking of inversion symmetry at the surfaces, the Rashba spin
splitting is visible in the bands. The spin texture on the Fermi surface and constant
energy contours corroborate the 2D nature of the Rashba spin splitting on the (001)
surface, While a complicated spin structure is seen on the surface of (111)-KTO. The
final section of this chapter is devoted to the emergent properties in polar-polar het-
erostructure of perovskite oxides LVO and KTO depending on the crystal orientation.
The charge transfer from the surface layers to the interfacial region due to the electronic
reconstruction mechanism results in high carrier density 2DEG. Momentum-dependent
Rashba spin splitting is seen in the electronic bands originating from the symmetry-
breaking electric field. We demonstrate the orbital dependence of the Rashba effect in
this heterostructure on account of orbital reconstruction at the interface. Spin-splitting
is larger at the crossing regions of the dxy and dxz/yz sub-bands. Further, the spin texture
of the Rashba-split bands highlights the complexity of the orientation-dependence in
the LVO/KTO heterostructure.

Chapter 4 is based on a theoretical understanding of high-mobility, conducting, and
spin-polarized 2DEG at the EuO/TaO2 interface of a ferromagnetic insulator EuO and
non-magnetic polar perovskite KTO. The presence of proximity-induced Zeeman ex-
change splitting and the Rashba spin-orbit field in the EuO/KTO superlattice warrants a
thorough examination of the system’s detailed electronic band structure to look for the
possibility of non-trivial quantum phenomena. 2DEG is confined on the KTO side par-
ticularly at the interfacial TaO2 layer in the dxy orbitals of Ta due to orbital reconstruc-
tion as confirmed by distributions of spin and charge density. The substantial exchange
splitting (0.73 eV) between the two spin channels of interfacial Ta-5dxy orbitals due
to the proximity effect of ferromagnetic EuO results in a spin-polarized 2DEG at the
interface. The band crossing points between the majority and minority spin bands open
a gap when SOC is turned on. The large spikes of the Berry curvature at the momenta
of SO-induced gaps and integral Chern number demonstrate the non-trivial band topol-
ogy. We observe the Rashba-type spin texture of the bands having the SO-induced gap
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showing single spin winding of electron spin with opposite chirality without noticing
the conventional Rashba splitting in the bands. The magnetic easy axis is perpendicular
to the interfacial plane. Hence our findings suggest that EuO/KTO system has potential
in low-power quantum electronics, spintronics, and spin-orbitronics.

The final chapter, chapter 5, concludes this thesis by summarising the key findings
of the different studies presented in the individual chapters. It also provides a prospec-
tive future research outlook by steering the characteristics of various 2D materials and
probing further emergent phenomena at the interface of oxide heterostructures for spin-
tronic applications.
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C H A P T E R 1

Introduction

”The laws of physics is the canvas God laid down on which to paint his masterpiece.”

Dan Brown

1.1 Background
Given the saturation of size and data processing speed of contemporary electronic de-
vices, a move away from the prevalent charge-based electronics is urgently required.
Spintronics is the most promising alternative information technology that can over-
come these limitations due to its multifunctional characteristics. This is achieved via
increasing the memory and processing power of the next-generation nanoelectronic de-
vices while reducing power consumption by leveraging the intrinsic charge and spin
degrees of freedom of electrons. The spin current is transported with reduced heating
loss, which results in less dissipation. Moreover, the great storage density of the de-
vices is further ensured by the use of electron spins. Further, spintronic devices process
data more quickly and use less electricity because changing the spin state requires less
energy. In spintronic devices, spin polarization is controlled either by magnetic layers
or via spin-orbit coupling (SOC). The era of spintronics began with the discovery of
giant magnetoresistance (GMR)10, which earned Albert Fert and Peter Grünberg the
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2007 Nobel Prize in Physics. The spin valve, which has two ferromagnetic (FM) metals
and a non-magnetic (NM) metal between them, displays the GMR effect. The relative
magnetic configuration of the two ferromagnetic metals determines the resistance of
the spin valve, which can switch between two values (high or low). The device’s re-
sistance is low or high in a parallel or antiparallel configuration of the ferromagnetic
metals, suggesting that magnetic sensors and storage devices may be able to store a bit.
Spin-transfer-torque magnetoresistive random-access memory (STT-MRAM)11, for ex-
ample, is one spintronics-based technology that has been commercially adopted. There
are still several challenges that must be overcome for these spintronic devices to op-
erate effectively. As a result, research into new multifunctional materials is ongoing,
and advancements in the field are heavily reliant on the exploration and identification
of novel material systems. An appealing framework for investigating materials suit-
able for spintronic devices is offered by emerging 2D materials in the transition metal
chalcogenides (TMC) and oxide heterostructures, both of which are members of the
strongly correlated materials family. This is due to their distinctive physical and mul-
tifunctional features at low dimensionality12–18. This theoretical thesis focuses on the
exploration of spintronic phenomena in the two strongly correlated families of TMC
and oxide heterostructures, particularly in the low dimensional realm.

1.2 Strongly correlated materials
Due to their pervasiveness in several cutting-edge topics in condensed matter physics,
strongly correlated materials are currently receiving a great deal of attention in both
theoretical and applied research19. Usually, the repulsive interactions between elec-
trons have relatively little impact on the electronic, mechanical, and thermal properties
of materials. The electronic states in these materials are principally derived from de-
localized s and p orbitals. This, coupled with the Pauli exclusion principle, causes
electron kinetic energy to predominate over electron-electron interaction. This results
in well-known electronic states such as metals, semiconductors, band insulators, and
semimetals as predicted by band theory. However, there are several materials whose
electronic, magnetic, and optical properties are largely determined by electron-electron
interactions. These materials, often termed as strongly correlated systems, are com-
posed of rare-earth and transition elements with partially filled 3d-, 4f- or 5f- electronic
shells with local magnetic moments. This causes the d and f electrons in the materials
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to interact strongly with one another and with itinerant electronic states, giving rise to
anomalous features and diversity of physical phenomena20. Strong correlation effects
of d or f electrons are responsible for a variety of phenomena, such as the colossal mag-
netoresistance effects found in manganese oxides, high-temperature superconductivity
seen in layered copper oxides and iron pnictides, and heavy fermion phenomena seen
in actinide or lanthanide intermetallic compounds, to name a few21. In addition to this,
one of the main issues in condensed matter physics is the quantitative explanation of the
electronic structure of strongly correlated electrons. Conventional band theory predicts
metallic characteristics while failing to account for the insulating behaviors of such ma-
terials that have been seen in experimental studies. The insulating states in strongly
correlated materials can be differentiated into Mott-Hubbard and charge-transfer insu-
lators, which are further described below.

1.2.1 Mott-Hubbard and charge-transfer insulators
While strongly correlated materials exhibit insulating behavior in experimental mea-
surements, standard band theories predict them to be metallic. Nevil Mott identified
this fundamental mistake in the band theory and stressed the importance of interelec-
tron forces, which result in the bandgap in these incorrectly predicted conductors called
to be Mott insulators22. Strong Coulomb repulsion between electrons described by the
term “U” causes them to localize in atomic-like orbitals called Mott localization, which
drives the system in an insulating state. The bandgap exists between bands of similar
characters i.e., between sub orbitals of the same orbitals, for example, 3d characters.
When electrons are strongly localized, they are unable to move freely between atoms
and must instead “hop” from one to the next using a mechanism between neighbor-
ing atoms. The amplitude of this “hopping” mechanism, called t, is proportional to
the bandwidth of the valence electronic states. The competition between the Coulomb
potential U between electrons and the transfer integral t between adjacent atoms de-
termines whether an energy gap will occur. The Hubbard model is used to describe
the correlated systems by incorporating the on-site repulsion, which originates from
the Coulomb repulsion between electrons in the same atomic orbitals and can there-
fore explain the metal-to-insulator transition in these systems. As a result, the inclusion
of on-site Coulomb repulsion Udd (between d electrons without any loss of generality)
separates the metallic bands into two distinct sets of Hubbard bands, (Upper (UHB) and
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Lower Hubbard bands (LHB)). Therefore, a large band gap is opened in these systems
which is in line with the experimental data23,24.

Figure 1.1: Schematic of (top) charge-transfer (C-T) and (bottom) Mott-Hubbard (M-
H) insulators, decided by the competition between Coulomb repulsion Udd (between d
electrons) and charge-transfer energy ∆CT . Figure reproduced from Ref.1 with permis-
sion from American Physical Society.

In addition to the electron-electron correlations, the electronic structure of the late
transition metal oxides, including the cuprate superconductors is further complicated by
the hybridization between the transition-metal d states and O p bands that are situated
between the lower and upper Hubbard bands formed by the transition-metal d orbitals.
Therefore, to obtain a comprehensive understanding of the electronic characteristics of
strongly correlated systems, the p orbitals of the anions or the ligands surrounding the
transition metal ions or rare earth elements should be taken into account. An electron
can be moved from the p orbitals of the anion or the ligands to the corresponding tran-
sition metal elements of the compound for a cost of ∆CT , or charge-transfer energy. It
is interesting to note that the categorization of transition metal compounds exhibiting
insulating behavior can be addressed from the Zaanen-Sawatzky-Allen diagram as de-
picted in the seminal study in 198525. The charge-transfer energy between the transition
metal-3d and anion-p states ∆CT , and the Coulomb interaction of the transition metal 3d
electrons Udd are both depicted in this picture25,26 as key factors influencing the basic
electronic structure. A comparison of the value of Udd with ∆CT determines whether
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the insulator is of the Mott-Hubbard or charge-transfer type based on the energy distri-
butions of the d orbitals for the transition metals and the p orbitals of the neighboring
anions (or ligands). The two types of insulators are shown pictorially in Fig. 1.1.

1.2.2 Two-dimensional transition metal chalcogenides
In recent years, the 2D TMC family of strongly correlated materials has rapidly grown
and demonstrated a wide range of unique electronic and optical features, as well as
more recently, magnetism. Since the successful exfoliation of monolayer graphene in
200427, the demand for device downsizing has spurred researchers to investigate 2D
materials for uses in spintronics. describe the effect of dimensionality of magnetism,
highlighting the importance of low dimensional ma netism in brief, write one short
paragraph on this from review of 2d magnetism. Few-layered TMCs have received a
lot of attention among these 2D materials due to their diverse properties. They range
from semiconductors (MX2; M = Mo, W, and X = S, Se, Te) through half-metals (VX2,
X = S, Se), and metals TaX2, NbX2, X = S, Se), giving them numerous opportunities
for use in the integrated circuits, photoelectronic, and electronics28,29. As a result,
many researchers have worked to promote their use in spintronic devices. However,
the majority of these lack intrinsic magnetic properties, which has limited their use in
spintronics. One efficient method to induce magnetic moments in these materials is
to create crystal flaws like defects30,31, edge-states32–35, or dislocations at the grain
boundaries36. These methods can contribute unpaired electrons and produce magnetic
moments. Other techniques for inducing magnetism include adding magnetic and non-
magnetic dopants37–39 or adsorbing atoms40,41, phase structure engineering42, making
ternary alloys43, forming Janus structures43, strain engineering44,45. However, it is
very challenging to accurately control doping, strain, defects, and structural phases in
experiments. Therefore, investigating 2D materials with inherent magnetism is crucial
for their use in modern spintronics.

Atomically thin intrinsic magnetic materials have piqued interest for a long time.
The forbidden long-range magnetic ordering in 2D materials at finite temperatures with
isotropic and short-range exchange interaction, as hypothesized by Mermin and Wag-
ner, deceived scientists and slowed the discovery of many such materials for a long
time46. However, the limitations imposed by Mermin Wagner’s theorem are inappli-
cable in the Ising system or a system with anisotropy. This was recognized by the
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researchers time and again, eventually leading to the discovery of 2D magnets at a
slow pace. Three different types of atomically thin magnets have emerged from time to
time, namely, Quasi-2D magnets obtained from the bulk47–50, ultrathin magnetic films
composed of conventional transition metal magnets51–58, and vdW magnetic materials,
as demonstrated by David et al.59. But only after the vdW magnets in the TMC family
were discovered, the family of 2D magnetic materials was flooded, as several promising
2D magnets were found. Through ab initio calculations, it was proposed in 2012 that the
pure VX2 (X = S, Se) monolayers exhibited magnetic ordering, which could be tuned
by applying strain60. Later, it was predicted that 2D MPX3 (M = V, Cr, Mn, Fe, Co,
Ni, Cu, Zn, and X = S, Se, Te) transition metal chalcogenophosphates would possess
magnetic ordering ranging from antiferromagnetic to ferromagnetic. Furthermore, de-
tailed research is done on the magnetic ground states of transition-metal trichalcogenide
monolayers based on Mn and Cr61–66. Several monolayer materials, notably chromium
trihalides (CrX3, X = F, Cl, Br, and I) have been theoretically investigated67–69. An
Ising-type antiferromagnetic (AFM) ordering in monolayer FePS3 was experimentally
demonstrated in 201670. In 2017, the intrinsic long-range ferromagnetic ordering in
pristine Cr2Ge2Te6

71 and CrI3
72 atomic layers was experimentally verified, putting to

rest long-held assumptions. Since then, a variety of monolayer magnets have been ex-
perimentally proven73–76. Furthermore, the electronic spectrum of 2D TMC spans a
broad range, including topological phases, semimetals, half-metals, Mott-Hubbard, and
charge-transfer insulators12–16. Likewise, the spectrum of magnetic properties extends
beyond ferromagnetism to encompass antiferromagnetism, ferrimagnetism, multifer-
roic behavior, and quantum spin liquids77–81.

1.2.3 Oxide heterostructures
An incredible variety of physical phenomena occur in oxide heterostructures, featur-
ing perovskite oxides, which are a subclass of transition metal oxides and a member
of the family of strongly correlated electron systems. The transition metal s electrons
are transferred to the oxygen ions owing to high electronegativity, while the remain-
ing strongly correlated d electrons determine their physical characteristics, including
electrical transport, magnetic states, optical response, and structural properties. Atomi-
cally well-defined and sharp interfaces of perovskite oxide heterostructures with proper
crystal orientation and lattice mismatch manifest phenomena non-existent in constitut-
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ing oxides. Strong interactions between the charge, spin, orbital, and lattice degrees
of freedom give rise to novel solid-state phenomena including magnetism, Mott transi-
tions, superconductivity, and multiferroicity, among others17,18,82,83.

LaAlO3/SrTiO3 (LAO/STO) interface serves as the landmark oxide interface in the
oxide heterostructures family. The discovery of high mobility two-dimensional electron
gas (2DEG) at the interface of (001)-oriented LAO/STO in 2004, served as a milestone
in this field84. It remains unclear if this conducting electron gas originates from an
external mechanism caused by oxygen vacancies in the STO or from a property of
the polar LAO thin film. Several mechanisms were put forth in an effort to compre-
hend the “real” cause of the conducting interface of two insulating oxides. However,
the precise cause of the conductivity is still up for debate and is influenced by the
external conditions affecting the growth of the heterostructure. Among the various hy-
pothesized mechanisms for conduction are the polar catastrophe, oxygen vacancies,
cation intermixing, and cation stoichiometry84–86. The atomically precise termination
layer at the interface of the model oxide heterostructure system of LAO/STO created
by Ohtomo and Hwang in Bell Laboratories has two potential interfacial configura-
tions of AlO2/LaO/TiO2 or AlO2/SrO/TiO2. The two interfacial structures with elec-
tron and hole doping were found to be conducting with carrier mobility of more than
10,000 cm2V−1s−1 and insulating, respectively. In the simple ionic limit, the inter-
face between the charged and neutral planes of LAO and STO, respectively exhibits
an excess/deficiency of 1/2 in units of electronic charge e per 2D unit cell for the two
different interfacial configurations. This polar discontinuity at the atomically abrupt
interface between the two oxides with valence mismatch causes the divergence in the
electrostatic potential with the increase in the thickness of the film, which is known as a
“polar catastrophe”. To overcome this electrostatic instability, there is electronic/atomic
redistribution at the interface. Through electronic reconstruction, the additional 1/2
electron at the n-type AlO2/LaO/TiO2 interface is accommodated in the 3d orbitals of
Ti in STO resulting in the valence of Ti3.5. Whereas at the p-type AlO2/SrO/TiO2 inter-
face, the extra 1/2 hole is accommodated by the introduction of oxygen vacancies on
the STO side through atomic reconstruction. This explains why the LAO/STO interface
was found to be conducting in the experiments. Fig. 1.2 schematically shows this elec-
tronic/atomic reconstruction at the n- and p- type interfaces of LAO/STO2. Since then,
the LAO/STO heterointerface has received considerable attention because of its poten-
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tial to exhibit a wide range of phenomena on a single platform. Emergent magnetism
at the interface of two non-magnetic oxides with significant negative magnetoresistance
and magnetic hysteresis of sheet resistance at low temperatures thrilled the spintronic
community87. Additionally, the electron gas at the LAO/STO interface transitions to
the superconducting phase via the Berezinskii-Kosterlitz-Thouless (BKT) transition at
� 200mK, which is characteristic of a 2D electron system88. Moreover, there is a sig-
nificant gate-tunable Rashba spin-orbit interaction as a result of the interfacial breaking
of inversion symmetry89,90.

Figure 1.2: Schematic of electronic and atomic reconstructions at the n- and p- type
interfaces of the LAO/STO heterostructure, respectively. Figure reproduced from Ref.2

with permission from Springer Nature.

In the past few decades, rapid advancements in atomistic scale precision thin film
deposition techniques, such as pulsed laser deposition (PLD) and molecular beam epi-
taxy (MBE), have provided unprecedented access to the new physics emerging at oxide
interfaces. These oxide heterostructures provide an excellent platform for the explo-
ration of critical functionalities for spintronic applications. For example, it is possi-
ble to create oxide-based magnetic tunnel junctions (MTJ) for use in highly efficient,

8
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miniature MRAM devices. The half-metallic interface of the oxide heterostructure with
large spin polarization is utilized as MTJ, together with La0:75Sr0:25MnO3 (LSMO)
electrodes and an insulating substrate as the tunneling barrier91–94. Further, magneti-
zation in interface-based magnetoelectric spintronic devices is electrically controlled in
heterostructures made of multiferroic materials83,95–97. For complex oxide heterostruc-
tures, STO has emerged as the material of choice for use as the substrate material, inher-
iting the majority of its features98–107. A few examples of STO-based heterostructures
include LaGaO3 (LGO)/STO108, NdAlO3 (NAO)/STO109, LaFeO3 (LFO)/STO110, γ-
Al2O3/STO111. Replacement of the perovskite LAO with spinel structured γ-Al2O3 led
to record-high electron mobility of more than 105 cm2 at 2 K, surpassing the initial
mobility value of 103 cm2V−1s−1 in LAO/STO system. Apart from the STO-based
oxide heterostructures, several other heterostructures have been created83,95–97,112. The
5d perovskite oxide KTaO3 (KTO) has lately gained attention as a possible contender
for STO as it hosts low dimensional electron gas with high electron mobility and strong
SOC, almost an order of magnitude greater than STO13,113–117. Some of the oxide
heterostructures based on the KTO substrate include LaTiO3 (LTO)/KTO, amorphous-
LAO/KTO, LaVO3 (LVO)/KTO, and EuO/KTO13,118–123. Additionally, spin-orbit-based
mechanisms in oxide heterostructures provide a new spintronics dimension through di-
rect and inverse spin Hall effects as well as Rashba-Edelstein effects allowing low-
power electrical control of magnetism89,124,125. One standout candidate in this regard
is the Rashba physics in oxide interfaces90,126–129, which is described in more detail
later in this chapter.

After reviewing the pertinent material family, the following sections cover the key
principles and concepts about magnetism and SOC required to comprehend the field of
spintronics.

1.3 Magnetism in solids
The history of magnetism dates back to 1088 with the discovery of the nautical com-
pass9. The unification of electricity and magnetism was brought about by Hans-Christian
Oersted’s unintentional discovery of the magnetic field by a current-carrying wire in
1820. The well-known Maxwell equations inspired by the laws of electromagnetic in-
duction (1821) and the magneto-optic Faraday effect (1845) used the distribution of
magnetic poles or electric currents to model the magnetism of ferromagnetic materials.
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The force that the E and B have on charges and currents is described by the Lorentz
force law. These two theoretical concepts establish a connection between the electric
and magnetic fields, E and B, and the free-space electric charge and current densities, ρ

and j are the cornerstones of classical electromagnetism. However, a significant ques-
tion was raised by the abnormally high current density required in a magnetized iron
bar with substantial magnetization. The molecular field hypothesis (1907) proposed by
Pierre Weiss for ferromagnetism suffered a similar fate. The development of quantum
mechanics and the applications of relativity to the problem of ferromagnetism as in-
terpreted by classical physics led to the beginning of modern physics. The fascinating
history of magnetism consisting of seven eras is listed in Table 1.1. We are currently liv-
ing in the seventh era, also known as the age of spintronics. Conventional charge-based
electronics is gradually transitioning to spintronics, which makes use of the electron’s
spin characteristic by manipulating and utilizing spin currents.

Period Dates Icon Drivers Materials

Ancient period -2000–1500 Compass State, geomancers Iron, lodestone

Early modern age 1500–1820 Horseshoe magnet Navy Iron, lodestone

Electromagnetic age 1820–1900 Electromagnet Industry/infrastructure Electrical steel

Age of understandingine 1900–1935 Pauli matrices Academic (Alnico)

High-frequency age 1935–1960 Magnetic resonance Military Ferrites

Age of applications 1960–1995 Electric screwdriver Consumer market Sm-Co, Nd-Fe-B

Age of spin electronics 1995– Read head Consumer market Multilayers

Table 1.1: The seven ages of magnetism9

1.4 Magnetic ordering and exchange interactions
The number and orientation of spins of electrons affect the magnetic characteristics of
an ion or atom. The collective effect of all the spins of the atoms decides the macro-
scopic magnetic properties of a solid. Pauli paramagnetism, diamagnetism, spin glasses,
antiferromagnetism, ferrimagnetism, and ferromagnetism are a few examples of the var-
ious magnetic properties that materials can typically display. In transition metal com-
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pounds with d states, the same d electrons often control both the electronic and mag-
netic properties, but in inner transition metal compounds with f states, the f electrons
control the magnetism, and the d or s electrons control the electronic properties. As
a result of the strong correlation between individual electrons in these compounds, an
ion’s spin can better be described by its total spin rather than the spins of its individual
electrons. Whereas the exchange interaction effect strongly correlates the atomic spins
of neighboring ions with each other. These exchange interactions, inherently based
on the combination of electron-electron repulsion and quantum mechanics, are at the
root of magnetic order. The exchange symmetry of electrons places limitations on the
permitted states during the exchange of identical particles. According to the Pauli prin-
ciple, no two electrons can have the same four quantum numbers. To describe exchange
interaction, consider H2 molecule with two Hydrogen atoms Ha and Hb, each having
one electron with position coordinates r1 and r2 rotating around the respective proton3.
The total wave function of H2 molecule Ψ(r1, r2) is the product of the spatial and spin
parts of the wavefunction and must be antisymmetric under the exchange of electrons
(fermions). As a result, the antisymmetric spin part (singlet state χS) corresponds to the
symmetric spatial part (with higher charge density between the atoms) and the symmet-
ric spin part (triplet state χT ) corresponds to the antisymmetric spatial part (decreased
charge density between the atoms). The total wavefunctions for the singlet and triplet
states are:

ΨS =
1√
2
[ψa(r1)ψb(r2)+ψa(r2)ψb(r1)]χS (1.1)

ΨT =
1√
2
[ψa(r1)ψb(r2)−ψa(r2)ψb(r1)]χT (1.2)

If χS and χT are assumed to be normalized, the energy of the two states follows
from:

ES,T =
∫

Ψ
∗
S,T Ĥ ΨS,T dr1dr2 (1.3)

The difference between the two energies ES−ET can be written in terms of the
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exchange integral as defined by

2J = ES−ET = 2
∫

ψ
∗
a (r1)ψ

∗
b (r2)Ĥ ψa(r2)ψb(r1)dr1dr2 (1.4)

ES−ET can be parametrized using S1.S2, the spin operators for the two electrons.
For singlet (triplet) state, S1.S2 = -3

4 (1
4 ). Hence, the effective Hamiltonian Ĥ = 1

4(ES+

3ET )− (ES−ET )S1.S2 has a spin-dependent term written by:

Ĥ spin =−2JS1.S2 (1.5)

For J> 0, ES > ET favoring the triplet state (S = 1), indicating the preference for the
parallel spins. For J < 0, ES < ET i.e. antiparallel alignment of spins (singlet state with
S = 0) is preferred. Heisenberg generalized the above Hamiltonian to many-electron
atomic spins and gave the Hamiltonian:

ĤHeisenberg =−2 ∑
i> j

JijSi.Sj (1.6)

Here, Jij is the exchange constant between spins Si and Sj and can be simplified to
J for nearest neighbor spins and 0, otherwise.

The Coulomb repulsion between electrons on the same atom pushes the electrons
apart, stabilizing an antisymmetric spatial state or a triplet spin state with J > 0, in ac-
cordance with Hund’s rule. J is predicted to be negative when the electrons are from
separate atoms, stabilizing the singlet state with the antiparallel alignment of spins. As
a result, a symmetric spatial state known as the bonding state is formed. This can be
explained by the energy level of a particle in a box of length L (1/L2 dependence). Ki-
netic energy is lowered with greater lengths resulting in more stability. This is because
it increases the freedom of the electrons to move about the atoms rather than being con-
fined to a single atom which forms the bonds between the atoms. The molecular orbitals
are bonding (spatially symmetric) or antibonding (spatially antisymmetric) as shown in
Fig. 1.3. The exchange interactions in metals and insulators are explained in the next
sections:
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(S=0)

bonding

r

r

(S=1)
antibonding

(a)

(b)

Figure 1.3: Wave functions for the H2 molecule. (a) The spatially symmetric bonding
orbital (spin singlet state S = 0), which corresponds to the sum of the two atomic orbitals
is of lower energy than the (b) spatially antisymmetric antibonding orbital (spin triplet
state S = 1), which corresponds to the difference between the two atomic orbitals3,4.

1.4.1 Exchange interactions in metals
Direct exchange interaction is the interaction of magnetic atoms through the overlap
of their atomic orbitals that occurs in the absence of any intervening atom. The tight-
binding (TB) model Hamiltonian for the one-electron wave function in the 3d metallic
series is H = ∑

i j
ti jc

†
i c j, where ti j is the interatomic transfer integral and c and c† are

the creation and annihilation operators for electrons, respectively. When only nearest
neighbor interactions are taken into account, ti j is equal to t, and the band’s bandwidth
W in the TB model is given by 2Zt, where Z is the number of immediate neighbors.
Since Z = 8− 12 and t is approximately 0.1 eV for 3d transition metals, the W is of
the order of a few eV. Further, the sign of the exchange interaction is determined by the
occupation level of the conduction bands. The half-filled bands favor antiferromagnetic
interaction, while almost-empty or almost-filled bands are responsible for ferromag-
netic interaction through the delocalization of d orbitals as shown pictorially (Fig. 1.4).
Additionally, an increase in t results in a rise in the bandwidth W, which delocalizes
the electrons irrespective of spin. The critical condition for the appearance of magnetic
ordering U/W > (U/W )critical is met, when W < Wcritical for Coulomb interaction U,
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at which the exchange is greatest. Interatomic distance also affects the direct exchange
interaction with ferromagnetic exchange favored at larger spacing.

Nearly

empty

Nearly

lled

Half-

lled

Figure 1.4: Electron delocalization in d orbitals which are nearly empty, nearly filled,
and half-filled, respectively4.

Other exchange interactions that contribute to magnetic ordering in metals include
RKKY (Ruderman, Kittel, Kasuya, and Yosida) interaction which involves the con-
duction electrons mediating the exchange between the localized magnetic moments on
the neighboring atoms, coupling of the spins s of the conduction electrons with core
spins S in metals through s-d interaction. Another ferromagnetic exchange interaction
called the double exchange mechanism exists in certain oxides having magnetic ions
exhibiting two mixed valence states.

1.4.2 Exchange interactions in insulators
The direct overlap of the 3d orbitals of the cations (Mn2+, Fe3+) in insulators, primarily
oxide systems, is insufficient to explain long-range exchange interactions. Through the
hybridization of p-d orbitals in these systems, non-magnetic oxygen ions mediate the
superexchange interaction between magnetic ions as given by the Heisenberg Hamilto-
nian. This interaction is described by ∼−t2/U, where t is the hopping/transfer integral
(∝ W ), and U is the Coulomb interaction. The two magnetic ions having one unpaired
electron (without any loss of generality) each separated by an oxygen ion having two
outermost electrons in p orbitals favors the antiferromagnetic coupling in contrast to
the ferromagnetic one. The antiferromagnetic state is stabilized by the delocalization of
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electrons over the oxygen ion and two magnetic ions (M-O-M unit), which lowers the
kinetic energy. This can be explained with the help of Fig. 1.5.

(i)

(ii)

(iii)

(iV)

(V)

(Vi)

M MO M MO

ferromagnetic Antiferromagnetic

px

x

y
y

y z

dx2-y2 dx2-y2

Figure 1.5: A typical superexchange in a magnetic oxide. The up and down arrows
show the spins of the electrons over transition metal (M) (single unpaired electron) and
oxygen (O) atoms. The ferromagnetic coupling of spins on M atoms has ground state
(i), but the exclusion principle prohibits the delocalization of spins as in (ii) & (iii) con-
figurations. The antiferromagnetic coupling of spins on M atoms has ground state (iv),
which can be delocalized over the M-O-M unit as given in the excited configurations
(v) and (vi), thus lowering the kinetic energy3,4.

Furthermore, according to the Goodenough-Kanamori rules, the interatomic sep-
aration, M-O-M bond angle, orbital occupancy, and symmetry all of these affect the
strength and sign of superexchange interaction.
(a) With the singly occupied 3d-orbitals on the two magnetic ions directed towards each
other with a 120◦−180◦ M-O-M bond angle, the exchange interaction is stronger anti-
ferromagnetic.
(b) When the singly occupied 3d-orbitals on the two magnetic ions can have zero over-
lap due to the symmetry of orbitals with ∼ 90◦ M-O-M bond angle, the exchange inter-
action is weakly ferromagnetic.
(c) With vacant or doubly occupied 3d orbitals of the same symmetry on one magnetic
ion and singly occupied 3d orbitals on the other magnetic ion, the exchange interaction
is weakly ferromagnetic.
The Superexchange is generally antiferromagnetic rather than ferromagnetic because
the overlap integrals are typically greater than zero.
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In addition to the inherent magnetism, SOC is at the heart of the rich phenomena
observed in condensed matter systems for spintronics applications. As a result of the
interplay between SOC and low dimensionality, new phases of matter have appeared,
such as chiral spin textures and spin-polarized surface and interface states. The follow-
ing section discusses the concept of spin-orbit interaction and some of the associated
phenomena, including the Rashba effect and quantum anomalous Hall effect (QAHE).

1.5 Spin-orbit coupling/interaction
The spin-orbit interaction couples the orbital motion of electrons to their spin. Due to
the nucleus’s Coulomb potential, an electron encounters an electric field E as it moves
in its permitted orbit with momentum p around the positively charged nucleus. To put
it another way, the nucleus is rotating with momentum –p around the electron in the
rest frame of the electron. This can be visualized as a current loop with an electron
at its center. A magnetic field is created at the location of the electron by this current
loop. Therefore, if the electron is considered to be moving at relativistic speed, or at a
velocity similar to the velocity of light in a vacuum, the electric field E of the nucleus is
viewed as an effective magnetic field Be f f given by Be f f = (v×E)/c2 in the rest frame
of the electron. The energy or Hamiltonian corresponding to the interaction between
the electron’s spin magnetic moment and Be f f is provided by:

H = µB(σσσ .Beff) (1.7)

Here, µB is Bohr magneton and σσσ is Pauli spin vector. When Be f f is taken into account,
this formula is simplified to

H = µBσσσ .
(v×E)

c2 (1.8)

The energy correction or perturbation term connects the electron’s spin, σσσ , to its or-
bital motion, which is indicated by orbital velocity, v. This is referred to as spin-orbit
coupling or interaction. The SOC in real solid-state materials is depicted in an over-
simplified manner by this atomic SOC. Due to the screening effect, conduction electrons
in actual solids barely experience the electric field of nuclei, yet the presence of an in-
ternal or external potential gradient ∇V in the solids results in SOC130. Two categories-
the Dresselhaus and the Rashba SOC, can be made based on the origin of the potential
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gradient in the solid. First discovered in zinc-blende III−V semiconductor compounds
lacking a center of inversion, such as GaAs or InSb, Dresselhaus SOC results from the
absence of a center of inversion in a solid131. The Rashba SOC develops as a result
of the structure inversion asymmetry found at surfaces or interfaces in heterostructures.
The Rashba SOC effect is particularly appealing for spintronic applications which is
discussed in more detail below.

1.5.1 Rashba effect
The Rashba effect is a manifestation of the spin-orbit interaction in actual solid-state
materials. It depicts the momentum-dependent spin-splitting in the electronic bands at
surfaces or interfaces as a result of the combined action of SOC and the breaking of
inversion symmetry. The well-known Bychkov-Rashba Hamiltonian132 describes the
Rashba interaction for nearly free electrons with parabolic band dispersion written as

HR = αR(~k×~σ).ẑ, (1.9)

Here αR is the Rashba coupling constant which depends upon the strength of SOC and
inversion asymmetry,~k the momentum, ~σ is the vector of the Pauli spin matrices, and
ẑ is the unit vector along the direction of the symmetry-breaking field. This results in
linear spin-splitting in the parabolic energy bands with the expression,

εk =
h̄2k2

2m
±αRk, (1.10)

It is a surface- or interface-driven SOC mechanism that lifts the spin degeneracy of
the electronic energy bands at the non-zero wave vector k as shown in Fig. 1.6 (a). In
a Rashba system, the momentum and spin degrees of freedom are locked perpendicular
to each other as depicted in Fig. 1.6 (b). Three parameters describing the strength of
the Rashba effect are αR, ER (Rashba splitting energy), and momentum offset KR. The
values of ER and KR for the Rashba-split band can be calculated from the band itself,
while αR is calculated from ER and KR using the relation, αR = 2ER/KR.

The Rashba effect has enormous implications for the creation of high-performance
next-generation spintronic devices since the accompanying spin splitting enables elec-
trical control of spin without the requirement for an external magnetic field. Further, the
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Figure 1.6: Rashba effect (a) bands showing spin splitting due to the Rashba effect with
horizontally displaced parabolas (b) spin texture of the Rashba-split bands in the recip-
rocal space with clockwise/anticlockwise spins of outer/inner Rashba-split bands5,6.

perovskite oxides are characterized by the presence of d electrons and high-Z elements
with strong SOC. Therefore, the presence of SOC and the symmetry-breaking electric
field normal to the heterointerface in oxide heterostructures lifts the spin degeneracy
(associated with the spatial inversion symmetry) that causes the Rashba effect at the
surfaces/interfaces128,129,133. At the LAO/STO interface, a significant Rashba SOC in
the 2DEG is obtained, which is further adjustable with gate voltage89,90,90,126,127. Ef-
fective spin-to-charge interconversion in 2DEG at these interfaces driven by the Rashba
effect has gained a lot of interest recently. Lesne et al.134, demonstrated the spin-charge
conversion achieved with exceptional efficiency at low temperatures in the 2DEG at
the LAO/STO interface using the Rashba effect. High mobility 2DEG offers higher
momentum relaxation times than those present in conventional metal-metal interfaces,
resulting in a higher figure of merit (λIREE ∼ αRτ). Additionally, Wang et al. used the
direct Rashba-Edelstein effect to obtain an efficiency of ∼ 6.3 in charge-to-spin con-
version in the LAO/STO at ambient temperature135. At the interfaces of STO-based
oxide heterostructures, the Rashba SOC adjustable with optical gating offers another
efficient method for adjusting the transport characteristics of electrons in solids136,137.
A further demonstration of the external electric field-tunable Rashba effect at polar per-
ovskite surfaces and interfaces was made by Shananavas et al.116, using DFT and the
TB model.
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1.5.2 Topological states of matter and quantum anomalous Hall ef-
fect

Topological states of quantum matter are the appearance of quantum phenomena at the
macroscopic scale in solid-state materials135. The first demonstration of a topologically
non-trivial state of matter is the integral quantum Hall effect (IQHE)138. Irrespective of
experiment’s geometrical specifics or the flaws in its materials, the 2DEG demonstrated
quantization of the Hall conductance at very low temperatures and high magnetic fields.
The longitudinal resistance is zero, and the hall conductance is quantized in plateaus of
Ce2/h (C is called Chern number, h is Planck’s constant, and e is the electronic charge).
Another topologically non-trivial state of matter known as the QAHE is the quantized
Hall conductivity in the absence of an external magnetic field139. The practical real-
ization of QAHE remains hindered for several years after F.D.M. Haldane presented
the first TB model for the quantization of Hall conductance on a periodic 2D graphitic
honeycomb lattice in 1988140. In a QAH material that is insulating in the bulk, current
only flows along the edges of the sample in the unidirectional lanes known as chiral
edge states shown schematically in Fig. 1.7. These edge states are robust and pro-
vide dissipaton-free current transport which is valuable for low-power and high-speed
next-generation electronics. This robustness is related to the topology of the material
characterized by the topological invariants. A material’s topology is a geometric char-
acteristic that is undisturbed by continuous deformations and unaffected by factors like
sample size, shape, and disorder.

Mz

Figure 1.7: A schematic diagram of edge channels in a magnetic sample with QAHE
in real space. The black arrow represents the spontaneous magnetization in the sample
along the z direction. A chiral QAHE channel appears at the edge of the sample (in-
plane red arrows), and the spin of this conductive channel is fully polarized (red arrows
perpendicular to the plane)7,8.
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In order to comprehend the accurate quantization of Hall conductance, it is impor-
tant to remember that a material’s electronic energy band structure mostly dictates its
physical properties. The characteristics of the material would not have an impact on the
physical attributes related to the topological invariant for the energy bands of a solid.
In QAHE, a topological invariant known as the Chern number141 can be obtained from
the integration of Berry curvature in the 2D Brillouin zone as

C =
1

2π
∑
n

∫
BZ

d2kΩn(k), (1.11)

here Ωn(k) is the Berry curvature of the nth Bloch band and according to Kubo
formula142,143 can be modified as

Ωn(k) =−∑
m,n

2Im(< ψnk|Vx|ψmk >< ψmk|Vy|ψnk >)

(ωn−ωm)2 , (1.12)

here, En = h̄ωn is the eigenvalue of the nth eigenstate of ψnk at a particular k point,
and Vx/y is the velocity operator.

The quantized Hall conductivity σxy = Ce2/h that is carried by the 1D chiral edge
states generating dissipationless transport is determined by the sum of the Chern num-
bers of all the occupied bands. QAHE, a combined effect of spin-orbit coupling and
intrinsic magnetization has fetched a great deal of interest recently144–146. In experi-
ments, one of the techniques to realize the QAHE state is through the quantum spin
Hall effect (QSHE)147, which is the quantized counterpart of the spin Hall effect (SHE)
realized in HgTe/CdTe148,149 and InAs/GaSb150,151 quantum wells. In time-reversal in-
variant systems with SOC, SHE happens when opposite spins accumulate on the oppos-
ing lateral surfaces in a direction perpendicular to the electric field without the presence
of an external magnetic field. In a topological insulator with a non-zero topological in-
variant Z2, the quantized spin-Hall conductance and zero charge-Hall conductance may
provide a route to the QAH state by breaking the time-reversal symmetry98. Creating
heterostructures out of materials with strong SOC and inherent magnetism from two
distinct materials is another method for obtaining QAHE. Zhang et al. predicted that
the CdO/EuO quantum well would support the stoichiometric quantum anomalous Hall
state without magnetic doping152. In light of the fact that the 4d and 5d elements of
transition metals have strong SOC and large magnetic moments, transition metal oxides
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offer another potential family of materials to exploit in the quest for the QAH effect.
Materials for QAH state have been proposed in a variety of transition metal oxide het-
erostructures, such as pyrochlore A2B2O7 heterostructures153 and perovskite bilayer
ABO3 heterostructures154–156.

1.6 Computational methodology
DFT is currently a well-established framework and the method of choice for quantum
mechanical electronic structure calculations on the most difficult problems in the fields
of physics, materials sciences, and chemistry as compared to the wavefunction-based
methods (Schrödinger theory). It explains the behavior of matter by addressing the
quantum mechanics of many-body systems such as atoms, molecules, and solids. The
central idea behind DFT is to use electron probability density ρ(~r) as a fundamental
variable to characterize the energies of electronic systems.

1.6.1 Theoretical background
The wave function that emerges from the electronic structure theory holds all the nec-
essary details about a system. All the physical quantities of interest, such as energy
values, can be calculated by applying the corresponding operators to the wave function
and computing the expectation values. One approach to determining the wave function
is the wave function theory, which was first proposed by Erwin Schrodinger in 1925.
The nuclear dynamics are constrained by the Born-Oppenheimer approximation, which
makes things a little easier, so the Schrodinger equation for electrons is given by:

Hψ = Eψ (1.13)

expanding the electron Hamiltonian operator,

H =
N

∑
i=1

−h̄2

2m
∇

2
i −Ze2

∑
R

1
|ri−R|

+
1
2 ∑

i, j

e2∣∣ri− r j
∣∣ = T̂ +V̂ne +V̂ee (1.14)

The kinetic energy of the system of N electrons is represented by the first term in the
equation above. The second term is the nuclear-attraction term (also known as the one-
electron potential term), frequently referred to as the external potential in DFT. The final
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term is the inter-electronic interaction or electron correlation (two-electron potential
term). The wave function of a complex system with many electrons is quite complicated
since it depends on three spatial coordinates and the spin coordinate of each electron in
the system. It is an antisymmetric product of orbitals, which are linear combinations of
basis functions. As a result, as the system gets larger, it becomes nearly impossible to
correctly solve the equations. Another difficult aspect of wave functions is their physical
interpretation. The wave function can be physically understood by using the probability
density given by |ψ|2. Walter Kohn and Pierre Hohenberg introduced the DFT method,
a novel approach based on electron density, in 1964. They proved through theorems
that the electron density, which only requires three spatial coordinates, contains all of
the information in a system.

1.6.2 Density Functional theory (DFT)
Two theorems formulated by Hohenberg and Kohn in 1964 laid the meticulous founda-
tion for current DFT techniques.
The ground state wave function can be written as a unique functional of the ground state
electron density, i.e. Ψ0 = Ψ[n0]. Hence, the ground state energy E can be represented
as a functional of the ground state density in the following way:

E0 [Ψ [n0]] =< Ψ [n0]
∣∣T̂ +V̂ne +V̂ee

∣∣Ψ [n0]> (1.15)

The external potential Vext is determined by the ground-state electron density ρ(~r)

within a small additive constant. According to the fundamentals of quantum mechan-
ics, we know Vext → H → Ψ→ ρ . The first HK theorem demonstrates the inverse
route as ρ → Vext → H → Ψ. Hence, it establishes a one-to-one mapping between the
ground-state densities and wave functions in many-electron systems.

There exists a universal functional of the density, FHK[ρ
′], such that for any well-

behaved density ρ ′(~r) that integrates to the proper number of electrons N, the density
follows the variational principle and the energy functional satisfies the following rela-
tion:

E0 ≤ E
[
ρ
′]= FHK

[
ρ
′]+∫ ρ

′(~r)Vext(~r)d~r (1.16)

in which E0 is the ground-state energy and the equality holds when the density ρ ′, is the
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exact ground-state density ρ ′0, for the external potential Vext . Although the HK theorems
are quite powerful, they do not provide a practical way to determine a system’s ground-
state density.

1.6.2.1 Kohn-Sham formalism

In 1965, Kohn and Sham developed a straightforward approach for performing DFT
calculations that preserves the essence of DFT. The difficulty of determining trial den-
sities and calculating energy from trial densities was addressed by KS formalism with
the inclusion of atomic orbitals. It results in the practical use of DFT by taking into con-
sideration a fictitious system of non-interacting electrons that has the same ground state
density as the real system of interacting electrons. The addition of a small correction
factor takes into account the kinetic energy difference between the real and fictitious
(non-interacting) systems. Now, the kinetic energy of the non-interacting system can
be calculated exactly by adding one-electron kinetic energy of occupied one-electron
orbitals. The electronic energy in the KS approach can be written in the abbreviated
form:

E = T +Vne +Vee +Vxc (1.17)

which is the sum of kinetic energy of non-interacting electrons, nuclear-electron inter-
action, electron-electron repulsion, and exchange-correlation energy. The exchange-
correlation energy includes the effects of quantum mechanical exchange and correla-
tion, correction for classical self-interaction errors, and the difference in kinetic energy
between non-interacting and real systems. In the KS approach, density is defined as the
sum of the occupied orbitals in an orbital basis set, with basis functions χ :

ρ(r) =
N

∑
i=1
|χi(r)|2 (1.18)

N is the number of electrons obtained from the density by:

N =
∫

ρ(r)dr (1.19)
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Now, the energy functional in this basis set can be written as:

E[ρ(r)] =
N

∑
i

(
〈χi|−

1
2

∇
2
i |χi〉−〈χi|

nuclei

∑
k

Zk

|ri− rk|
|χi〉

)
+

N

∑
i
〈χi|+

1
2

∫
ρ(r′)
|ri− r′|

dr′|χi〉

+Exc[ρ(r)]
(1.20)

The first two terms in the above expression are identical to that in Hamiltonian in WFT,
if χi are occupied molecular orbitals. The next term involves the integration of the in-
teraction between density and the orbitals which determine the density using Eq. 1.18
and the orbitals are in turn obtained by solving Eq. 1.21 involving the density in expres-
sion 1.22. This demands reaching the self-consistency till the point where calculating
the expression 1.18 from the orbitals, regenerates the density used in 1.22 to evaluate
the orbitals by 1.21. Therefore, the key objective is to determine the orbitals χi that
minimize the energy functional in Eq. 1.20 as well as satisfy the following eigenvalue
equation of KS operators:

hKS
i χi = εiχi (1.21)

The KS operator is a one-electron operator that includes terms corresponding to ki-
netic energy, nuclear-electron attraction for all nuclei, electron-electron repulsion with
density appearing self-consistently, and an exchange-correlation term.

hKS
i =−1

2
∇

2
i −

nuclei

∑
k

Zk

|ri− rk|
+
∫

ρ(r′)
|ri− r′|

dr′+Vxc (1.22)

In Eq. 1.22, Vxc is the functional derivative of the exchange-correlation energy which
presents the key challenge in the DFT approach.

Vxc =
∂Exc

∂ρ
(1.23)

It must be emphasized that the orbitals χ must give the exact density (minimum must
correspond to the real system) since Eq. 1.20 is exact.

1.6.2.2 Exchange-correlation functionals

Since the explicit form of the exchange-correlation functional is unknown, an approxi-
mation must be made. This section briefly discusses two widely used types of exchange-
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correlation functionals, Local-Density Approximation (LDA) and Generalized Gradient
Approximation (GGA).

Local Density Approximations
All other density-based approximations are fundamentally based on the LDA for the
approximate exchange-correlation functionals. The LDA is the most used functional
and is based on an electron gas with uniform density, where the motion of the electron
is taken into account under a positive, ionic background charge distribution to preserve
charge neutrality. In LDA, the exchange-correlation energy at a position r per particle in
the ideal homogeneous electron gas with electron density n(r) remains constant. In this
approximation, the exchange-correlation functional EXC[n(r)] has the following form:

ELDA
XC [n(r)] =

∫
n(r)εhom

XC n(r)dr =
∫

n(r)[εhom
X n(r)+ ε

hom
C n(r)]dr

=ELDA
X [n(r)]+ELDA

C [n(r)]
(1.24)

The exchange-correlation functional EXC[n(r)] in LDA assumption splits into two
parts, the exchange part ELDA

X [n(r)] and the effective correlation contribution ELDA
C [n(r)].

The exchange part gives the exchange energy of an electron in a homogeneous electron
gas of a particular density n(r), and initially deduced by Bloch and Dirac around the late
1920s. The exchange part ELDA

X [n(r)] in the exchange-correlation functional EXC[n(r)]
can be derived analytically for a system of uniform electron gas with density n(r):

ELDA
X [n(r)] =

∫
n(r)εhom

X n(r)dr =−3
4

(
3
π

)1/3 ∫
n(r)4/3dr (1.25)

where εhom
X is the homogeneous electron density for the exchange part in LDA.

ε
hom
X =−3

4

(
3
π

)1/3

n(r)1/3 (1.26)

The accuracy of exchange energy in LDA,∼ 10%. The underestimation of exchange
energy in LDA formalism and the overestimation of correlation energy error partially
cancel one another and provide a quite fair accuracy for ionization energies of atoms,
dissociation energies of molecules, and cohesive energies∼ 10−20%. The LDA works
well for systems with slowly varying electron density.
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But the LDA fails miserably for heavy fermions and systems that are primarily
dominated by electron-electron interactions. With rapid density variation, the LDA
tends to underestimate bond length by 1− 2%, vibrational frequencies of molecules
within 5− 10% accuracy, overestimate the binding energies by 10− 50%, and largely
underestimate the fundamental transition energy gaps or bandgap of solids by up to
∼ 50%157,158.

Generalized Gradient Approximations
Since the exchange-correlation energy of a homogeneous electron distribution widely
differs for a real material with non-local density variations, the first extension beyond
the LDA formalism is the use of not only the information about the density n(r) at a
particular point r in space, but to also enrich the exchange energy with gradient correc-
tion of the charge density, ∇n(r) that accounts for the non-homogeneity of the actual
electron density. Thus, the exchange-correlation energy in generalized gradient approx-
imation (GGA) becomes159,

EGGA
XC [n(r),n(r′)] =

∫
f [n(r),n(r′),∇n(r),∇n(r′)]dr (1.27)

The GGA is found to give much better results than LDA in predicting material prop-
erties to their approximate real values in the KS method. The overcorrection of the
local electronic density of uniform electron gas by gradient-corrected density largely
reduces the ground state properties such as lattice constants being smaller by < 0.6%
than experiment value, and bandgap underestimation problem of LDA within 0.2 eV of
its experimental value in GGA160,161.

1.6.2.3 DFT+U: Extension to DFT for strongly correlated systems

The two most used exchange-correlation energy approximations, LDA and GGA, are
based on an expansion around the homogeneous limit of an interacting electron gas.
As a result, they perform effectively in situations where the electronic charge density
changes gradually and is easily met by delocalized atomic states like s or p orbitals.
These methods, however, pose serious issues when applied to strongly correlated sys-
tems, which include systems with transition metal, lanthanide, or actinide elements with
partially filled d- or f-shells. This issue can be traced to the propensity of exchange-
correlation functionals to excessively delocalize valence electrons and to overly stabi-
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lize metallic ground states162 as a result of incomplete cancellation of electronic self-
interaction contained in the Hartree term. Thus, there is still a “fragment” of the original
electron which may lead to increased self-interaction and an excessive delocalization of
the wave functions162. Therefore, DFT dramatically fails to anticipate the characteris-
tics of systems whose ground state is characterized by a more pronounced localization
of electrons and predicts metallic ground states in many Mott insulating transition metal
oxides.

The DFT+U method, developed by Anisimov et al.22, formulated to improve the de-
scription of the ground state of correlated systems, is inspired by the Hubbard model. It
is often termed as LDA+U which stands for a Hubbard, “+U” correction to approximate
DFT functionals, such as LDA, Local Spin Density Approximation (LSDA), or GGA.
The principal objective of the U correction is to use an additional Hubbard-like term to
treat the strong on-site Coulomb interaction of localized electrons. Hence, the Hubbard
model is employed to characterize the strongly correlated electronic states of localized
d or f orbitals of transition metal and rare earth elements while taking the remaining
valence electrons into account at the level of “regular” approximate DFT functionals.
Within LDA+U, a system’s total energy can be expressed as follows:

ELDA+U [ρ(r)] = ELDA[ρ(r)]+EHub[niσ
mm′]−Edc[niσ ] (1.28)

where ρ(r) is the electronic density, EHub is the term that contains the Hubbard
Hamiltonian to describe correlated states, and ELDA represents the standard DFT total
energy functional being corrected. niσ

mm′ are occupation numbers of localized orbitals
(i.e. density matrix elements) identified by the atomic site index i, state index m (such
as running through the eigenstates of Lz for a specific angular quantum number l), and
by the spin σ . niσ is the sum of the occupations corresponding to all m and m′ orbitals.
Because of the additive Hubbard term, it is necessary to eliminate from the ELDA, an
approximate estimate of electron correlation effects, including the on-site correlation
energy between electrons in these m and m′ orbitals. Therefore, a “double-counting”
factor (Edc) must be deducted from the LDA’s total energy that approximates the elec-
tronic interactions as a mean field. Edc term is not uniquely defined and different for-
mulations can be applied to various systems. The fully localized limit (FLL) formula-
tion163–165, which applies to systems with more localized electrons on atomic orbitals,
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is the most widely used of these formulations due to its ability to expand the width of
the KS orbitals and to effectively capture Mott localization. Based on this formulation,
the LDA+U can be written as:

ELDA+U [ρ(r)] = ELDA[ρ(r)]+∑
i

[
U i

2 ∑
m,σ,m′σ ′

niσ
m niσ ′

m′ −
U i

2
ni(ni−1)

]
(1.29)

The dependence on the occupation number is anticipated since the Hubbard correc-
tion is only used in the states where correlation effects are the most prominent. The
occupation number is calculated as the projection of occupied KS orbitals on the states
of a localized basis set:

niσ
mm′ = ∑

k,ν
f σ
kν

〈
ψ

σ
kν
|φ i

m′
〉〈

φ
i
m|ψ ′σkν

〉
(1.30)

where the coefficients f σ
kν

represent the occupations of KS states (labeled by k-point,
band, and spin indices), determined by the Fermi-Dirac distribution of the correspond-
ing single-particle energy eigenvalues. This formulation allows for the Mott localization
of electrons on certain atomic states while reducing the fractional occupancy of local-
ized orbitals162.

Rotationally invariant formulation:
The formulation in Eq. 1.29, while able to capture the essence of the LDA+U method,
is not invariant under rotation of the atomic orbital basis set employed to determine the
occupancy numbers niσ

m . Calculations using this functional are thus adversely impacted
by an unfavorable dependence on the particular unitary transformation of the localized
basis set employed to define the atomic occupations [Eq. 1.30]. Therefore, rotationally
invariant formulation, the unitary-transformation invariant of LDA+U165 is regarded as
the most complete formulation of the LDA+U in which the electronic interactions are
totally orbital dependent. A more general expression, adopted from the HF method,
was given for EHub and Edc:
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EHub[{ni
mm′}] =

1
2 ∑
{m},σ ,i

{〈m,m′′|Vee|m′,m′′′〉niσ
mm′n

i−σ

m′′m′′′+(〈m,m′′′|Vee|m′,m′′′〉

−〈m,m′′|Vee|m′′′,m′〉)×niσ
mm′n

iσ
m′′m′′′}

(1.31)

Edc[{ni
mm′}] = ∑

i

{
U i

2
ni(ni−1)− Ji

2
[ni↑(ni↑−1)+ni↓(ni↓−1)]

}
(1.32)

In Eq. 1.31, the Vee integrals describe electron-electron interactions that are de-
picted as the integrals of the Coulomb kernel on the wave functions of the localized
basis set (such as d atomic states), denoted by the index m:

〈m,m′′|Vee|m′,m′′′〉=
∫

dr
∫

dr′ψ∗im(r)ψim′(r)
e2

|r− r′|
ψ
∗
im′′(r

′)ψim′′′(r′) (1.33)

Assuming that atomic (e.g., d or f ) states are chosen as the localized basis, these
integrals can be factorized in radial and angular contributions. Thus, matrix elements
of operator Vee can be expressed via complex spherical harmonics and effective Slater
integral parameters Fk:

〈m,m′′|Vee|m′,m′′′〉= ∑
k

ak(m,m′,m′′,m′′′)Fk (1.34)

where k = 0,2,......,2l (l being the angular quantum number of the localized manifold
with -l ≤ m ≤ l). The ak represents the angular factors and corresponds to the products
of Clebsh-Gordan coefficients:

ak(m,m′,m′′,m′′′) =
4π

2k+1

k

∑
q=−k
〈lm|Ykq|lm′〉〈lm′′|Y ∗kq|lm′′′〉 (1.35)

where Ykq are complex spherical harmonics. The quantities Fk are the (Slater) inte-
grals involving the radial part of the atomic wave functions Rnl (n indicating the atomic
shell they belong to).

For d electrons, only F0, F2, and F4 are required to calculate the Vee matrix elements,
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while f electrons also need F6. The effective Coulomb and exchange interactions, U
and J, can be calculated as atomic averages of the corresponding Coulomb integrals
over the localized states of the same manifold (in this example atomic orbitals of fixed
l), which is consistent with the definition of the dc term [Eq. 1.32] as the mean-field
approximation of the Hubbard correction (Eq. 1.31). For d orbitals it is easy to obtain:

U =
1

(2l +1)2 ∑
m,m′
〈m,m′|Vee|m,m′〉= F0 (1.36)

J =
1

2l(2l +1) ∑
m,m′,m′

〈m,m′|Vee|m′,m〉=
F2 +F4

14
(1.37)

A simpler formulation:
However, a simplified formulation that maintains rotational invariance, provided by
Dudarev et al., is based on the full rotationally invariant formulation with fully orbital-
dependent electronic interactions and has been shown to be equally effective164. This
is accomplished by keeping only the lowest order Slater integrals F0 and ignoring all
the higher order ones: F2 = F4 = J = 0. This simplification is equivalent to assuming
that a0(m,m′,m′′,m′′′) = δm,m′δm′′,m′′′ . Using these conditions in Eqs. 1.31 and 1.32, one
easily obtains:

EU [{niσ
mm′}] =EHub[{ni

mm′}]−Edc[{ni}]

=∑
i

U i

2

[
(ni)2−∑

σ

Tr[(niσ )2]

]
−∑

i

U i

2
ni(ni−1)

=∑
i,σ

U i

2
Tr[niσ (1−niσ )]

(1.38)

Due to its dependency on the trace of occupation matrices and on their products,
the reduced functional in Eq. 1.38 still maintains the rotational invariance of the one
in Eqs. 1.31 and 1.32. In contrast, this formulation loses the formal similarity to the
HF energy functional and only one interaction parameter (Ui) is required to express the
corrective functional. As a result of the simplified LDA+U approach’s spin-diagonal
form in Eq. 1.38, it has become common practice to assign the Coulomb interaction U
an effective value that includes the exchange correction, Ue f f = U–J164, where the “J”
parameter is the exchange interaction term that takes into account Hund’s rule coupling.
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Optimizing the U value
LDA+U largely depends on the numerical value of the Ue f f (referred to as “U” for
simplicity). The value of U can either be theoretically computed or semiempirically
adjusted to fit the experimental electronic structure. However, the semiempirical way
of determining the U parameter is unable to capture changes in the on-site electronic
interaction under changing physical conditions as well as the dependence of U on the
volume, structure, or magnetic phase of the crystal. As an alternative, Hubbard U can
be determined from first principles166, using a self-consistent method such as through
a linear response method as presented by Cococcioni et al.167. The choice of the op-
timum U value can be greatly influenced by the parameters used in DFT calculations,
such as pseudopotentials, basis sets, cutoff energy, and k-point sampling. In addition,
the used exchange-correlation functionals (LDA or GGA), and the fitted experimental
characteristics all affect U value168. Moreover, due to the high computational cost of
ab initio calculations of U as well as the fact that computed U is not always superior
to empirical ones, semiempirical tuning is found to be the most widely used method
by researchers. However, in this practice, caution should be exercised while using the
semiempirical approach.

Successes and failures of DFT+U:
The fundamental benefit of the DFT+U approach is its easy implementation on the ex-
isting DFT codes, which results in a little increase in computational complexity over the
standard DFT computations. It is easier in terms of theoretical formulation and practi-
cal implementations with significantly reduced computational cost when compared to
other corrective approaches like the hybrid functionals and post-Hartree-Fock methods.
Moreover with almost the same predictive power, it can even capture features of certain
materials that cannot be captured by other higher-level or precise calculations. In ad-
dition to electronic structure, the U correction can improve the description of physical
properties such as magnetic and structural characteristics of correlated systems.

However, one of the shortcomings of the DFT+U method is its failure to accurately
anticipate the characteristics of systems with more delocalized electrons, such as met-
als. Although theoretical U calculation methods exist, they have much higher compu-
tational costs than semiempirical methods. On the other hand, despite the convenience
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of the semiempirical tuning of U, Hubbard correction’s potential cannot be completely
utilized, since it cannot be used to study systems with variations of on-site electronic
interactions. In order to realize the full potential of the U correction, further advance-
ments to the ab initio calculation of U are thus still needed, with lower computational
costs.
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1.7 Organization of thesis
The thesis consists of five chapters and has been organized in the following framework:

Chapter 1 begins with a succinct backdrop of the study. The next section of this
chapter provides an overview of strongly correlated materials, including Mott-Hubbard
and charge-transfer insulators. After that, it provides a quick review of 2D magnetic
TMC and oxide heterostructures, two classes of strongly correlated materials. We have
also included a brief history of magnetism in solids and the exchange interactions that
mediate the magnetic ordering in order to provide some understanding of magnetism in
solid-state systems. The concept of SOC has then been explained, with emphasis placed
on the Rashba effect and its emergence in oxide heterostructures, followed by a short
description of SOC-driven topological states, particularly the quantum anomalous Hall
effect (QAHE). Towards the end of chapter 1, the theoretical background of various
computational methods useful in understanding the calculation of results presented in
this thesis has been provided.

Chapter 2 infers to the ab initio study of electronic and ground state magnetic
properties in bulk and layered transition metal chalcogenides. In this context, the first
section of this chapter investigates the electronic structure and magnetic ordering in tri-
clinic CuSeO3. The electronic structure suggests that CuSeO3 in the triclinic phase is
a charge-transfer insulator. We find the non-collinear antiferromagnetic configuration
as the ground-state magnetic ordering. This can be attributed to the hybridization of
Cu-d and O-p orbitals, giving rise to Cu-O-Cu superexchange interactions. We observe
a spiral spin texture in the reciprocal space with a finite out-of-plane spin component.
Spintronics of such non-collinear antiferromagnetic charge transfer insulating states is
a relatively new and rapidly developing field of physics. In the following section of
this chapter, the vdW layered transition metal ternary chalcogenide CoAsS with strong
electron correlations is explored for its potential in spintronics. The dynamically stable
CoAsS monolayer via its rich magnetic and electronic phase diagram has been demon-
strated as a quasi-2D magnetic material. Because of the broken time-reversal symmetry
and SOC, a topological state with a non-trivial Chern number is revealed at the critical
Coulomb parameter using Kubo’s approach. These results make the CoAsS monolayer
very appealing for low-power-consumption nanoelectronics and spintronics.

Chapter 3 focuses on the emergent phenomena in perovskite oxide heterostruc-
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tures based on polar perovskite oxide LaVO3 (LVO). In this regard, the first section of
the chapter explores the electronic properties in the heterostructure between a Mott in-
sulator LVO and a band insulator SrTiO3 (STO) with two distinct orientations (001) and
(111). The electronic structure confirms that this heterointerface comprising two bulk
insulators is n-type metallic in both orientations. Because of the peculiar orbital recon-
struction at the two interfaces, we notice the difference in orbital occupation as well
as orbital degeneracies. Furthermore, the Fermi surface reveals fourfold/sixfold sym-
metry as well as the presence/absence of open orbits in the (001)/(111) orientations.
Thus, unique orbital-occupation and degeneracies due to orbital reconstruction as well
as symmetry of Fermi surface highlights the important role played by crystal field in
determining the electronic properties in LVO/STO heterostructure. In the subsequent
section of this chapter, we have examined the (001) and (111) surfaces of polar per-
ovskite oxide KTaO3 (KTO) terminated with the Ta atoms for electronic and spintronic
properties. We observed the presence of 2DEG with parabolic bands near the Fermi
level at both the surfaces of KTO. The distribution of 2DEG is primarily contained in
the surface layers of KTO in the 5d orbitals of Ta atoms. Due to the significant SOC
of Ta atoms and the breaking of inversion symmetry at the surfaces, the Rashba spin
splitting is visible in the bands. The spin texture on the Fermi surface and constant
energy contours corroborate the 2D nature of the Rashba spin splitting on the (001)
surface, While a complicated spin structure is seen on the surface of (111)-KTO. The
final section of this chapter is devoted to the emergent properties in polar-polar het-
erostructure of perovskite oxides LVO and KTO depending on the crystal orientation.
The charge transfer from the surface layers to the interfacial region due to the electronic
reconstruction mechanism results in high carrier density 2DEG. Momentum-dependent
Rashba spin splitting is seen in the electronic bands originating from the symmetry-
breaking electric field. We demonstrate the orbital dependence of the Rashba effect in
this heterostructure on account of orbital reconstruction at the interface. Spin-splitting
is larger at the crossing regions of the dxy and dxz/yz sub-bands. Further, the spin texture
of the Rashba-split bands highlights the complexity of the orientation-dependence in
the LVO/KTO heterostructure.

Chapter 4 is based on a theoretical understanding of high-mobility, conducting, and
spin-polarized 2DEG at the EuO/TaO2 interface of a ferromagnetic insulator EuO and
non-magnetic polar perovskite KTO. The presence of proximity-induced Zeeman ex-
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change splitting and the Rashba spin-orbit field in the EuO/KTO superlattice warrants a
thorough examination of the system’s detailed electronic band structure to look for the
possibility of non-trivial quantum phenomena. 2DEG is confined on the KTO side par-
ticularly at the interfacial TaO2 layer in the dxy orbitals of Ta due to orbital reconstruc-
tion as confirmed by distributions of spin and charge density. The substantial exchange
splitting (0.73 eV) between the two spin channels of interfacial Ta-5dxy orbitals due
to the proximity effect of ferromagnetic EuO results in a spin-polarized 2DEG at the
interface. The band crossing points between the majority and minority spin bands open
a gap when SOC is turned on. The large spikes of the Berry curvature at the momenta
of SO-induced gaps and integral Chern number demonstrate the non-trivial band topol-
ogy. We observe the Rashba-type spin texture of the bands having the SO-induced gap
showing single spin winding of electron spin with opposite chirality without noticing
the conventional Rashba splitting in the bands. The magnetic easy axis is perpendicular
to the interfacial plane. Hence our findings suggest that EuO/KTO system has potential
in low-power quantum electronics, spintronics, and spin-orbitronics.

The final chapter, chapter 5, concludes this thesis by summarising the key findings
of the different studies presented in the individual chapters. It also provides a prospec-
tive future research outlook by steering the characteristics of various 2D materials and
probing further emergent phenomena at the interface of oxide heterostructures for spin-
tronic applications.
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C H A P T E R 2

Electronic and magnetic properties of
3d transition-metal chalcogenides

”If you thought that science was certain —well, that is just an error on your part.”

Richard Feynman

2.1 Non-collinear antiferromagnetic insulating state in
triclinic CuSeO3

2.1.1 Introduction
Due to the unusual features that result from highly correlated d-band electrons, transi-
tion metal compounds such as oxides and chalcogenides have recently gained interest
among the scientific community. Electronic correlations are expected to be particu-
larly strong in 3d transition metals and weaken as one moves to 4d, and 5d transi-
tion metals due to an increase in the size of the d orbitals. The electronic behavior
of these compounds is also significantly influenced by the p states of the anions. De-
pending on the relative strength of Coulomb interaction of the TM 3d electrons (Udd)
and the charge-transfer energy between TM-3d and anion-p states (∆CT ), two types of
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insulators, namely, Mott-Hubbard and charge-transfer insulators are realized1,169,170.
In addition to their intriguing electronic characteristics, TM compounds also mani-
fest novel magnetic states arising from partially filled d bands on the TM ions. The
various magnetic states include ferromagnetism, antiferromagnetism, multiferroicity,
etc171–176. Furthermore, unusual long-range magnetic orderings, such as non-collinear
states can be produced by magnetic frustration, which can result from either the geome-
try of the crystal lattice or from the competition between distinct magnetic interactions.

Recently, copper-based materials such as CuFeO2
177–182 and Cu2OSeO3

183–188 have
shown potential as spintronics materials due to their coupled magnetic order with elec-
tronic degrees. So far, three structural phases (i.e. orthorhombic, triclinic, and mon-
oclinic) are reported for CuSeO3

189,190. There are several reports on monoclinic and
orthorhombic phases of CuSeO3 suggesting the presence of anisotropic exchange in-
teraction along with an additional exchange term beyond the coupled linear tetramer
model. Such interaction causes helical spin texture in monoclinic CuSeO3 with a tran-
sition to the induced ferromagnetic state under the application of an external magnetic
field above 40T at 1.6K191. A ferromagnetic ground state can be stabilized below 25K,
by interchanging “Cu” and “Se” atoms (CuSeO3 to SeCuO3), keeping the crystal sym-
metry the same192–195. Some reports suggest that SeCuO3 possesses antiferromagnetic
ordering with TN = 7K due to intertetramer coupling in the system196,197. The or-
thorhombic phase of CuSeO3 shows a ferromagnetic state at TC ≈ 26K in an applied
magnetic field of around 1T198,199. Although the monoclinic and orthorhombic phases
are thoroughly investigated by various groups, there is a lack of investigation on the
triclinic phase of CuSeO3.

In the present work, we have explored the ground state magnetic ordering and elec-
tronic structure of CuSeO3 in the triclinic phase. The strong electron correlations in
the 3d orbitals of Cu drive the system to an insulating state. The band gap between
the d orbitals of Cu and the p orbitals of O is understood to be a charge-transfer gap.
Furthermore, the hybridization between the Cu-3d orbitals and O-p orbitals results in
the superexchange interactions responsible for the stability of the antiferromagnetic or-
dering. The lowest energy non-collinear antiferromagnetic configuration results from
the competition between various magnetic orderings. The spiral magnetic spin texture
in the reciprocal space further makes this material desirable for spintronic applications.
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2.1.2 Computational methodology
Electronic and magnetic properties of triclinic CuSeO3 were investigated using DFT
within Vienna Ab initio Simulation Package (VASP). To account for the exchange-
correlation effects, Perdew-Burke-Ernzerhof revised for solids (PBEsol) functional was
used within GGA200 with projector augmented wave (PAW) potentials201,202. A kinetic
energy cut–off of 550 eV was used for the plane wave basis set. For geometry relaxation
and static calculations, the DFT+U method was employed. In the DFT+U method,
Hubbard parameter U was used to account for the strong on-site Coulombic interactions
between localized 3d electrons of Cu within Dudarev’s approach164 where only the
difference Ue f f (U–J) is meaningful. A value of 10 eV was kept fixed for Ue f f (U-
J) for 3d orbitals of Cu. 9× 9× 9 k-point mesh with gamma centered scheme was
used for relaxation and static calculations. For the density of states (DOS) calculation,
an 11× 11× 11 k-point mesh was used. To find the ground state magnetic ordering,
spin-polarized and non-collinear SOC calculations were performed for collinear and
non-collinear magnetic structures, respectively. The spin texture in the reciprocal space
was calculated with PyProcar code203.

2.1.3 Magnetic properties
The calculated values of optimized lattice parameters of triclinic CuSeO3 are listed in
Table 2.1. To explore the ground state magnetic ordering, we calculated the total en-
ergy of the CuSeO3 assuming the different spin configurations such as ferromagnetic,
ferrimagnetic, and collinear as well as non-collinear antiferromagnetic orderings. Two
different antiferromagnetic configurations with Cu spins arranged in a non-collinear
fashion were compared for relative stability. One is termed AFM (NC)-I in which the
spins of Cu atoms lying in (100) planes are non-collinear AFM while there is interplanar
AFM coupling between the adjacent planes along the ‘a’ axis of the crystal. The second
one is termed AFM (NC)-II, in which the Cu spins in (010) planes are non-collinear
AFM and there is interplanar AFM coupling between the adjacent (010) planes along
the ‘b’ axis of the crystal. Magnetic structures depicting the AFM (NC)-I and II con-
figurations are shown in Fig. 2.1 (a) and (b), respectively. Calculations of total energy
reveal that AFM (NC)-II has the lowest energy and thus is the most stable and hence
taken as the reference configuration (E0 = 0 eV). Table 2.1 gives the magnetic moment
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Lattice constants (Å) Magnetic moment on Cu ions (µB)
a=4.71727 corner atoms: 1.199 2.181 0
b=8.72755 edge-centered: 1.158 -2.181 0

c= 10.45690 interior atoms: -1.179 0 0

Table 2.1: Optimized lattice parameters (Å) of CuSeO3 and the magnetic moment val-
ues on Cu ions located at different positions in the unit cell for AFM (NC)-II configu-
ration.

values for the Cu atoms at various locations in the unit cell for the non-collinear ground
state. Table 2.2 indicates the difference between the total energy for various magnetic
configurations and the energy of the reference configuration. In addition, we find that
the ferrimagnetic configuration is almost equally stable as the antiferromagnetic con-
figuration in which Cu spins are arranged in a collinear manner. Further, we calculate
the spin texture of the triclinic CuSeO3 in the kx-ky plane as shown in Fig. 2.2. The ar-
rows show the in-plane spin components and the color bar shows the out-of-plane spin
component. The presence of the out-of-plane spin component in the form of spirals
is seen in the spin texture. Therefore, antiferromagnetic ordering of non-collinear Cu
spins with a spiral magnetic spin texture is revealed in triclinic CuSeO3.

(a) (b)

Cu
Se

O

Figure 2.1: Magnetic structures of triclinic CuSeO3 corresponding to non-collinear (a)
AFM (NC)-I (b) AFM (NC)-II configurations. The corresponding atoms are marked in
the figure.
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Magnetic Ordering ∆E (meV)
Non magnetic 157.254
Ferromagnetic 69.599
Ferrimagnetic 43.392

AFM(coll.) 43.377
AFM (NC)-I 0.76
AFM (NC)-II 0

Table 2.2: Comparison of total energies of various magnetic configurations with respect
to the reference configuration (E0 = 0 eV), ∆E (meV).

kx

ky

Figure 2.2: The spin texture of triclinic CuSeO3 in the kx-ky plane, the color bar shows
the out-of-plane spin component.

2.1.4 Electronic properties
To investigate the electronic behavior of triclinic CuSeO3, the electronic band struc-
ture for the ground state magnetic configuration is calculated along high symmetry path
X-Γ-Y|L-Γ-Z|N-Γ-M|R-Γ in the first Brillouin zone as shown in Fig. 2.3. Experimen-
tally, CuSeO3 is found to be an insulator with a band gap of 3.90 eV at room temper-
ature204. For many transition metal oxides containing ions with partly filled d orbitals,
DFT predicts metallic states as opposed to the experimentally found insulating states.
The comparably weak spatial extension of 3d orbitals in the Cu leads to large electronic
Coulomb repulsions and thus electronic correlations play an important role in this com-
pound. Therefore, the electronic structure was calculated in the framework of DFT+U,
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where Hubbard parameter U accounts for the strong electron correlations between the
localized 3d electrons. Without incorporating the Hubbard U parameter in the geom-
etry optimization calculations, we observed the partially filled valence band with few
empty states and an energy gap of 2.24 eV between the valence band and the next empty
conduction band (even with higher U values) for the ground state magnetic ordering.
When geometry optimization is performed including Hubbard U for Cu 3d electrons,
an indirect band gap of 2.60 eV is opened between the valence and conduction bands
indicating metal-to-insulator transition.
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Figure 2.3: Electronic band structure of triclinic CuSeO3 along the high symmetry path
X-Γ-Y|L-Γ-Z|N-Γ-M|R-Γ in the ground state magnetic configuration.

To gain further information on the origin of the insulating state in the ground state
magnetic configuration in this material, the total and orbital-projected DOS is shown in
Fig. 2.4. As shown in the plot, the valence band is dominated by O-p states in contrast
to the conduction band which is dominated by Cu-d states. Additionally, below the
Fermi level, a Cu-d band is present beneath the O-p dominant band. Hubbard U opens
a gap between the Cu-d and O-p bands by separating the occupied and unoccupied Cu
d bands. As a result, the band gap can be described as between the p and d states
implying that the triclinic CuSeO3 is a charge-transfer insulator. Furthermore, Cu-d
bands are present in the valence band throughout the entire range of O-p states, with a
lower density of states and there is a small hybridization between Cu-d and O-p orbitals.

42



2.1 Non-collinear antiferromagnetic insulating state in triclinic CuSeO3

Similarly, O-p states with a lower density of states are present in the conduction band
region in addition to the Cu-d orbitals. Thus, the hybridization of Cu-d and O-p orbitals
gives rise to Cu-O-Cu superexchange interactions which are responsible for the stability
of the non-collinear antiferromagnetic configuration. In addition to this, Se-p and O-p
orbitals hybridize in the valence band region, and there is no direct hybridization of
Cu-d and Se-p orbitals, which is also reflected in the crystal structure of CuSeO3. Cu
atoms are only directly linked to O atoms and there is no direct connection between Cu
atoms and Se atoms, the linkage is instead mediated by O atoms.

0

10

20

-8 -4 0 4 8

D
e

n
s
it
y
 o

f 
s
ta

te
s
(/

e
V

)

E-Ef (eV)

Total
Cu-d
Se-d
O-p

Se-p

O 2p

Cu d
Cu d

2.6 eV

Figure 2.4: Total and orbital-projected DOS of triclinic CuSeO3 in the ground state
magnetic configuration.

2.1.5 Conclusions
In conclusion, we studied the triclinic phase of CuSeO3 with DFT calculations for elec-
tronic and magnetic properties. The total energy analyses of the different spin con-
figurations show that the magnetic structure with an intraplanar (in (010) planes) non-
collinear AFM coupling of Cu spins and an interplanar AFM spin coupling (among
(010) planes) is preferred. The band structure and DOS analysis reveal that it is a
charge-transfer insulator with an energy gap of 2.60 eV between the occupied O-p and
unoccupied Cu-d bands. The spin texture in the reciprocal space shows the spiral mag-
netic texture. Spintronics of such non-collinear antiferromagnetic charge-transfer in-
sulating states is a relatively new and rapidly developing field of physics. Moreover,
artificial lattice distortion in this material may even lead towards the realization of mul-
tiferroicity along with skyrmionic spin texture.
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It should be observed that triclinic CuSeO3 exhibits a bulk structure without any
layers. Due to their exceptional features and enormous potential for scalable device
applications, vdW materials have attracted a lot of scientific interest over the past few
decades. They are composed of layers of covalently bonded atoms that are weakly held
together by vdW forces. They can be exfoliated down to the monolayer limit and are
capable of exhibiting emergent phenomena that are only observed in the 2D limit. In
the following section, a transition-metal ternary chalcogenide CoAsS, characterized by
vdW layers is investigated in both the bulk and monolayer limits.

2.2 Electronic and magnetic properties in layered ternary
chalcogenide CoAsS

2.2.1 Introduction
Due to their peculiar physics, thin layered materials with vdW gaps are attracting a
lot of attention as potential candidates for use in the areas of electronics, optoelec-
tronics, catalysis, and spintronics154,205–207. A number of thin layered materials such
as black phosphorus, hexagonal boron nitride, and transition metal dichalcogenides
(TMDC)208–213 have been proven good for electronic transport next to graphene. In
their pristine state, TMDC monolayers are non-magnetic; they only acquire magnetic
properties when exposed to external effects. This includes strain, electric field, dop-
ing with transition metal atoms, adsorption of non-metal atoms on the surface, and
defects such as structural defects, adatoms, impurities, point defects, and vacancy de-
fects36,214–220. The control of external factors for the intended magnetic ordering, how-
ever, restricts the applicability in device fabrication. We, therefore, require materials
with intrinsic magnetic ordering, in which manipulating these extrinsic factors are not
needed. It has been observed that VS2 and VSe2 monolayers possess intrinsic FM or-
dering in their pristine states221 which can be enhanced with applied strain60. Similarly,
materials with atomically thin layers, such as CrI3, CrBr3, and CrCl3, have intrinsic fer-
romagnetism down to the monolayer limit72,222–224. A few other magnetic materials
that fall within this category are GdTe3

225, MnSe2
74, and RuCl3 226. It is interesting to

note that ternary layered chalcogenides offer a distinct class of materials with a vdW gap
and can be exfoliated into a monolayer or a few layers227,228. Recently, an iron-based
vdW material Fe4GeTe2 showing a practically room-temperature FM order, as well

44



2.2 Electronic and magnetic properties in layered ternary chalcogenide CoAsS

as a large magnetization, and strong conductivity has been realized229. Gong et.al71

reported long-range intrinsic FM ordering in clean Cr2Ge2Te6 atomic layers by using
scanning magneto-optic Kerr microscopy. Further investigations of magnetic properties
in 2D ternary materials include Fe3GeTe2

75,230, FePS3
70,73, MAX3 (M = V, Cr, Mn, Fe,

Co, Ni; A = Si, Ge, Sn; X = S, Se, Te)231, and CrXTe3 (X = Si, Ge)63,232.
In the present section, we have extensively studied the electronic, magnetic, and

topological properties of layered ternary chalcogenide CoAsS with first-principles cal-
culations. Including on-site Coulomb interactions with the Hubbard U parameter, we
find magnetic ordering in bulk as well as monolayer CoAsS. As we increase U, the most
stable magnetic ordering changes from AFM to FM. The dynamically stable CoAsS
monolayer via its rich magnetic and electronic phase diagram has been demonstrated as
a quasi-2D magnetic material. We have also investigated the possibility of the QAHE
in the FM state of the CoAsS monolayer due to the broken time-reversal symmetry
and SOC. A topological state with a non-trivial Chern number is revealed at the criti-
cal Coulomb parameter using Kubo’s approach. At the critical U value, the interplay
of electron-electron correlation, spin-orbit coupling, and low dimensionality gives the
non-zero Chern number.

2.2.2 Methodology
The first-principles calculations based on DFT were performed using the PAW method
as implemented within the VASP201,202,233. GGA with PBE exchange-correlation func-
tional was used200. DFT and DFT+U formalisms were used to analyze the electronic
and magnetic properties for comparison with and without SOC. In the DFT+U method,
Hubbard U correction was used to account for strong on-site Coulombic interactions
between localized 3d electrons of transition metal Co within Dudarev’s approach,164

where only the difference Ue f f (U–J) is meaningful. A value of 0.89 eV was kept
fixed for J, while U was varied to see the effect on electronic and magnetic properties.
We have explored the influence of U in the range of 1-10 eV on the aforementioned
properties. Such values of U for strongly correlated 3d orbitals of the Co atom have
already been studied in the literature for other compounds of Co234,235. The structure
optimization was done with the gamma-centered k-point mesh of 9×9×9 for the bulk
unit cell and 9×9×1 for the monolayer unit cell to get more converged results. Self-
consistent calculations of charge density were done with the same k-mesh. A kinetic
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energy cut-off of 400 eV was used for the plane-wave basis set. A vacuum of 19 Å
was used to avoid interlayer interactions between periodic images in the case of the
monolayer. Phonon dispersion spectra were calculated with PHONOPY package236

and VASP code. Spin-polarized calculations were done to study the magnetic prop-
erties. Further, the Chern number and Hall conductivity calculations were performed
using the VASPBERRY code237 which is also interfaced with VASP.

To obtain the exchange interaction coupling constants, the total energy calculated
for various magnetic ordered states are mapped onto Heisenberg Hamiltonian as given
by

H =−1
2 ∑

i, j
Ji jSi.S j, (2.1)

where Ji j is the exchange coupling constant between sites i and j; Si and S j are
spin operators at sites i and j, respectively. The critical temperature for the magnetic
transition is calculated using mean-field approximation with the equation as

TC =
2
3
|J| z

KB
S(S+1), (2.2)

where J is the magnitude of exchange coupling constant, z is the number of nearest
neighbors of ion, KB is the Boltzmann constant, and S is the spin operator.

2.2.3 Structural properties
The bulk interlayer vdW gap of non-centrosymmetric orthorhombic CoAsS (space group
Pca21) is 3.80 Å, which is quite large, making experimental exfoliation into single or
multilayers easy and practically feasible. Top and side views of the unit cell of the
crystal structure of CoAsS are given in Fig. 2.5. In a layer, Co atoms are sandwiched
between As and S atoms in a trigonal prismatic structure, with two S and one As atom
above and below the plane of the Co atom. As seen in Fig 2.5, each Co atom is in a
tetrahedral arrangement having bonds with two S and two As atoms. The optimized
lattice parameters of the bulk unit cell are a = 4.8390 Å, b = 7.1659 Å, and c = 6.3679
Å. While for monolayer the corresponding values are a = 4.8292 Å and b = 7.1582
Å. On moving from bulk to monolayer, the lattice constant decreases by 0.2%. The
three atoms Co, As, and S have Wyckoff positions of ‘a’ and a site point group of C1

(non-centrosymmetric and polar).
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(a)
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Figure 2.5: Crystal structure of orthorhombic CoAsS (space group Pca21) showing (a)
the top view, the pentagonal building blocks, and the monolayer. (b) the side view
of the CoAsS unit cell; the shaded portion highlights the tetrahedral arrangement of
transition metal atom Co. Yellow, green, and blue colors represent S, As, and Co atoms,
respectively. (c) first Brillouin zone with the high symmetry points marked on it; shaded
portion represents the 2D Brillouin zone corresponding to the monolayer.

Due to the absence of vdW interactions, the distance between the upper and lower
atomic planes of the S atom is reduced from bulk to monolayer by 0.12%. Nearest-
neighbor intralayer Co-Co distance of 2.513 Å in bulk is decreased to 2.507 Å in mono-
layer. Co atoms are arranged in puckered pentagonal layers as shown in Fig. 2.5. It is
important to note that the transition metal atoms are not directly bonded to each other
and they are linked via S or As atoms in a zigzag pattern.

2.2.4 Phonon dispersion
In order to assess the dynamical stability, phonon dispersion calculations of optimized
CoAsS structures have been carried out for bulk and monolayer. Phonon band spec-
tra are calculated along the paths Γ-X-S-Y-Γ-Z-T-R-U-Z and Γ-Y-S-X-Γ for bulk and
monolayer, respectively. As shown in Fig. 2.6 (a) and (b), the absence of imaginary vi-
brational frequencies at all wave vectors confirms the dynamical stability of this struc-
ture in both cases. In the case of the monolayer, a quadratic acoustic mode is also
observed which confirms the 2D nature of the material.
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Figure 2.6: Calculated phonon dispersion spectra of CoAsS for (a) bulk and (b) mono-
layer, along the high symmetry paths Γ-X-S-Y-Γ-Z-T-R-U-Z and Γ-Y-S-X-Γ, respec-
tively.

2.2.5 Electronic structure
To determine the electronic band structure of bulk and monolayer CoAsS, GGA and
GGA+U methods are used with and without SOC. We observe that the material is mag-
netic in the ground state for both bulk and monolayer forms using the DFT+U method.
Band structures for bulk along high symmetry path Γ-X-S-Y-Γ-Z-U-R-T-Z with DFT
and DFT+U methods are shown in Fig. 2.7 (a) and (b), respectively. It is evident
from Fig. 2.7 (a) that GGA predicts metallic behavior with a zero band gap for the bulk
CoAsS. In this method, SOC has little impact because bands are almost degenerate both
with and without SOC. Fig. 2.7 (b) depicts the plot for GGA+U for the bulk case and
demonstrates no modification in terms of the band gap from Fig. 2.7 (a), but the bands
are split and shifted by the addition of SOC. While the observed shifting of bands cor-
responding to the d orbitals of the Co atom is the only notable change in the bulk band
structure, the monolayer, on the other hand, exhibits a variation in electronic structure
depending on the U value and the magnetic state considered. Fig. 2.8 shows the elec-
tronic band structure of the monolayer in the non-magnetic state calculated along the
high symmetry path Γ-Y-S-X-Γ, with and without SOC. Band structures for AFM-G (U
= 6.8 eV) and FM (U = 8.2 eV) states are shown in Fig. 2.9 (a) and (b), respectively.
In the single-layer CoAsS AFM-G state, an indirect band gap of 0.21 eV can be seen at
U = 6.8 eV, and the system exhibits a metal-to-insulator transition (MIT). The conduc-
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Figure 2.7: Electronic band structure of bulk CoAsS with and without SOC (a) in the
NM state within DFT, (b) in the AFM-G state within the DFT+U approach using U =
6.8 eV. Blue and red colors represent the plots with and without SOC, respectively.

tion band minimum (CBM) is along the Y-S direction and the valence band maximum
(VBM) is at the S point (see Fig. 2.9 (a)). This band gap is decreased as a result of the
band-splitting when the effect of SOC is taken into account. SOC breaks the degener-
acy and splits the band in high symmetry direction at the Γ-points in the metallic FM
state (U = 8.2 eV) as seen in Fig. 2.9 (b).
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Figure 2.8: Electronic band structure of monolayer CoAsS with and without SOC in the
NM state within DFT. Blue and red colors represent the plots with and without SOC,
respectively.

49



Electronic and magnetic properties of 3d transition-metal chalcogenides

E
- 

E
f

(e
V

)
Y S X

2

1

0

1

2

E
- 

E
f

(e
V

)

GGA+SOC
GGA

Y S X
2

1

0

1

2

210 meV

(a) (b)
GGA+SOC
GGA

Figure 2.9: Electronic band structure of monolayer CoAsS with and without SOC (a)
and (b) in AFM-G (U = 6.8 eV) and FM (U = 8.2 eV) states, respectively within the
DFT+U approach. Blue and red colors represent the plots with and without SOC, re-
spectively.
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Figure 2.10: Total and orbital decomposed DOS plots for d orbitals (eg and t2g) of Co, p
orbitals of As and S atoms for bulk and monolayer CoAsS. (a) Non-spin-polarized plot
within the DFT approach in the NM state. (b) and (c) spin-polarized plot for AFM-G
(U = 6.8 eV) and FM phase (U = 8.2 eV), respectively within DFT+U approach. The
vertical black dashed line corresponds to the Fermi energy E f .
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To gain further insight into the role of atomic orbitals in the electronic properties
of CoAsS, we have calculated the total and orbital decomposed density of states for
d orbitals of Co, as well as p orbitals of As and S atoms for the non-spin-polarized
and spin-polarized case within DFT and DFT+U approaches, respectively. Fig. 2.10 (a)
shows the total and orbital decomposed non-spin-polarized DOS plot for bulk as well as
the monolayer of CoAsS calculated within DFT. Due to the tetrahedral arrangement of
Co atoms, we have plotted the contribution of t2g and eg orbitals of Co separately. The
angle of the tetrahedron formed by As and S atoms around the Co atom is distorted from
the standard tetrahedral angle of 109.5◦, making it a deformed tetrahedron. It is evident
from the non-spin-polarized DOS plot of Fig. 2.10 (a) that the distortion is large and
there is a mixing of the t2g and eg orbitals. Due to fully filled t2g and partially filled eg

orbitals, the contributions of t2g and eg are greater in valence band and conduction band,
respectively. The presence of d orbitals of Co as well as p orbitals of As and S close to
the Fermi level results in p-d hybridization. Fig. 2.10 (b) and (c) show spin-polarized
DOS plot for the AFM-G phase (U = 6.8 eV) and FM phase (U = 8.2 eV), respectively
for bulk and monolayer within DFT+U. Compared to Fig. 2.10 (a), d orbitals of Co
shift away from the Fermi level due to the Coulombic repulsion. Exchange splitting is
large in the FM ground state magnetic ordering for U = 8.2 eV as shown in Fig. 2.10
(c).

2.2.6 Magnetic properties
Without accounting for Hubbard U corrections, the lack of any local magnetic mo-
ments suggests that both the bulk and monolayer CoAsS are non-magnetic. Magnetic
moments localized on Co d orbitals, along with a small moment on As atoms in the
opposite direction to that on Co atom is observed in CoAsS when Hubbard U is taken
into account for Co d orbitals. To determine the magnetic ordering in the ground state
as a function of U, total energy analysis has been done for different magnetic structures.
The various magnetic structures include NM, FM (intralayer FM interaction is assumed
between the Co atoms), and three distinct AFM (intralayer AFM interaction between
Co atoms is taken into account) configurations, namely AFM-A, AFM-C, and AFM-G
are shown in Fig. 2.11 (a). Since interlayer coupling was not taken into account in the
calculations for the bulk case, only intralayer aspects of the magnetic properties of the
bulk and monolayer differ due to variations in the lattice constants and bond lengths. In
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U NM AFM-A AFM-G AFM-C FM

———- bulk monolayer bulk monolayer bulk monolayer bulk monolayer bulk monolayer

4 −51.6034 −54.0863 −54.1603 −54.0857 −54.2142 −54.1440 −54.2208 −54.1443 −54.1335 −54.0866

5 −50.7942 −50.7260 −50.7700 −50.6621 −51.1569 −51.0895 −51.2192 −51.1129 −51.1629 −51.0379

6 −47.5225 −47.4611 −47.5900 −47.6564 −48.6412 −48.5225 −48.6534 −48.5168 −48.5870 −48.4562

6.8 −44.9880 −44.9318 −46.8247 −46.7141 −46.9297 −46.8242 −46.9054 −46.6845 −46.7213 −46.5831

8 −41.3620 −41.3098 −44.5630 −44.4376 −44.6247 −44.4876 −44.8004 −44.6306 −44.7458 −44.6197

9 −38.5469 −38.4941 −42.9232 −42.4602 −42.9398 −42.8000 −43.0241 −42.7428 −43.1502 −43.0176

10 −35.9841 −35.9345 −41.6042 −41.5153 −41.5056 −41.5153 −41.5137 −41.2506 −41.7693 −41.6254

Table 2.3: Total energy (in eV) for NM, AFM-A, AFM-G, AFM-C and FM states for
bulk and monolayer CoAsS for U = 4−10 eV. Values in bold represent the most stable
(lowest energy) state.

U 4 5 6 6.8 8 9 10

J b -43.66 -28.16 -33.20 -92.04 -27.31 63.03 127.79
m -28.8 -37.4 -30.3 -50.7 -5.4 137.35 187.40

TC

b 672.36 433.66 511.28 1417.41 420.57 970.66 1967.96
m 443.52 575.96 466.62 780.78 83.16 2115.19 2885.96

Table 2.4: Exchange coupling constant J (in meV) and critical temperature TC (in K)
for U = 4−10 eV for bulk (b) and monolayer (m) CoAsS.

the AFM-A configuration, the zigzag chain of Co atoms is arranged ferromagnetically
and antiferromagnetically along the a- and b-axes, respectively, so that AFM ordering
extends along the b-axis of the crystal. In AFM-G configuration, the zigzag chain of Co
atoms is coupled ferromagnetically and antiferromagnetically along b- and a-axes, re-
spectively, therefore the AFM ordering extends along the a-axis of the crystal. Whereas,
in AFM-C configuration, Co atoms are coupled antiferromagnetically the along a- as
well as the b- axes of the crystal. It is important to note that depending on the value of
the Hubbard U parameter used, magnetic configurations vary in their relative stability.
Table 2.3 contains the values of total energy for the various magnetic structures at vary-
ing values of U. It clearly shows that AFM interactions are more prevalent for U≤ 8 eV,
while for U > 8 eV, FM interactions predominate.

We have also calculated the values of exchange coupling constant (J) and critical
temperature (TC) for U in the range of 4−10 eV for bulk and monolayer, from eq. (2.1)
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Figure 2.11: (a) Magnetic structures of CoAsS in AFM-A, AFM-C, AFM-G, and FM
configurations. Up and down arrows on Co atoms represent up and down spin states,
respectively. Variation of (b) magnetic moment on Co atom µ (in µB), the energy
difference between FM and competing AFM phase ∆EAFM−FM, and band gap (Eg) in
eV with U for bulk and monolayer CoAsS.

and eq. (2.2), respectively, and the resulting values are listed in Table 2.4. As can be seen
in Table 2.4, the value of J is negative before the AFM-FM transition point (U = 8.2
eV), indicating AFM order. While positive values of J after the transition point stipulate
FM ordering in the material.

We have shown the variation of local magnetic moment on Co atom (µ), the energy
difference between FM and the competing AFM phase ∆EAFM−FM as well as band
gap Eg for bulk and monolayer (AFM-G phase) in Fig. 2.11 (b). Magnetic moment
increases with an increase in U value due to localization of d orbitals of Co. Band gap
for bulk CoAsS is zero for all the U values and all the magnetic phases considered,
whereas monolayer shows MIT at U = 6.5 eV in AFM-G phase. We observe that the
value of the magnetic moment on the Co atom and the ground-state magnetic ordering
depends to a great extent on the value of U used for the calculations. For a fixed value
of U, the difference between energy values is of the order of meV. We have plotted
the energy difference between FM and the competing AFM phase ∆EAFM−FM with U
value in Fig. 2.11 (b). For low values of U, the AFM configuration has the lowest
energy with a negative value of ∆EAFM−FM. However, at U = 8.2 eV, the energy of the
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Figure 2.12: Charge density difference (∆ρAFM−FM) plots of CoAsS monolayer at U =
4 eV (upper panel) and U = 8.2 eV (lower panel) in ac (left) and bc (right) planes; Co,
As, and S atoms are marked on the plot. The color bar on the right side indicates a
positive charge density difference (higher charge density for AFM state) with red color,
while the rest of the colors stipulate negative charge density difference (higher charge
density for FM state).

FM state decreases in comparison to the AFM state, causing a transition from AFM to
FM configuration.

For scrutinizing the transition from AFM to FM state, we have calculated the charge
density difference (∆ρAFM−FM) between AFM and FM configurations for U = 4 eV
(AFM is ground state configuration) and U = 8.2 eV (there is AFM-FM transition and
ground-state ordering is FM). Fig. 2.12 shows ∆ρAFM−FM for U = 4 eV (upper panel)
and U = 8.2 eV (lower panel) in ac and bc planes, with the corresponding atoms Co,
As, and S marked in the plots. The color bar on the right side shows a positive charge
density difference (higher charge density for AFM state) by red color, while the negative
charge density difference (higher charge density for FM state) is indicated by the rest
of the colors. Comparing the left panel of Fig. 2.12 for charge density difference in the
ac plane, it is inferred that for U = 4 eV, d orbitals of Co atoms are hybridized with p
orbitals of S, which gives stability to AFM state through p-d superexchange interactions
mediated by S atoms. For U = 8.2 eV, dxz orbitals are filled in FM configuration and
the electrons in these orbitals of Co interact with each other providing stability to FM
configuration through direct d-d exchange interactions of Co atom.
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2.2.7 Chern number and quantum anomalous Hall effect
In systems with broken time-reversal symmetry, SOC in the presence of some specific
features in the band structure give rise to the QAH state. This state is characterized
by non-trivial edge states that are governed by a non-zero Chern number. The broken
time-reversal symmetry due to intrinsic magnetic properties and the gap created near the
Γ point in FM state on including SOC raise the potential for hosting non-trivial topo-
logical states in CoAsS monolayer. To confirm the non-trivial topology of the CoAsS
monolayer, we present in Fig. 2.13 (a) its Berry curvature distribution in the momen-
tum space for FM configuration. It is clear from the plot that the CoAsS monolayer
in the FM state with intrinsic magnetization in the xy-plane shows the development of
Berry curvature along the ±z-axis, perpendicular to the crystal plane. By performing
the integration of Berry curvature over the entire Brillouin zone through Eq. (3), we
find the Chern number C = –1. Such a non-zero Chern number (C = –1) and quan-
tized charge Hall conductance σxy = –(e2/h)C characterize intrinsic QAHE in the FM
state of CoAsS monolayer. Chern number C = –1 indicates that CoAsS has one type of
quantized current carrying spin along the edge known as chiral edge channel enlarged
in the negative z-direction.238,239, it is believed that 2D materials hosting a topological
insulating gap with non-zero Chern number exhibit gapless chiral (one-direction motion
of charge carriers) edge states inside the gap that connect the valence and conduction
bands.

Further, we have also calculated the energy dependence of anomalous charge Hall
conductivity in CoAsS monolayer using Eq. 2.3

σxy =−
e2

h̄ ∑
n

∑
k

fn(k)Ωn(k), (2.3)

where fn(k) is the Fermi-Dirac distribution function, h̄ is the reduced Planck's con-
stant, and Ωn(k) is the Berry curvature (from eq. (1.12)). The anomalous charge Hall
conductivity vs E−E f is shown in Fig. 2.13 (b). For the sake of clarity, a magnified
view of the quantized platform is shown as an inset in Fig. 2.13 (b), where one can
easily find out the quantized nature of Hall conductance. We can consider the CoAsS
monolayer has a quantized current carrying minority spin along the edges. Similar to
our calculations, a non-zero Chern number and quantized charge Hall conductance are
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Figure 2.13: (a) Contour plot of the Berry curvature distribution of the valence bands
projected to kx-ky plane and (b) variation of charge Hall conductivity with E−E f for FM
state of CoAsS monolayer. The inset in (b) shows the magnified view of the quantized
portion of Hall conductivity.

also observed in a few Dirac materials240,241.

2.2.8 Conclusion
In conclusion, the structural, electronic, magnetic, and topological characteristics of
the vdW layered ternary chalcogenide CoAsS with strong electron correlations in the
orthorhombic phase are thoroughly investigated using DFT and DFT+U functionals.
The dynamically stable CoAsS monolayer via its rich magnetic phase diagram has been
demonstrated as a quasi-2D magnetic material. We also find the electronic properties
to be dependent on the U value as well as the magnetic ordering. The inclusion of
U predicted MIT in the CoAsS monolayer in AFM-G state at U = 6.5 eV. Because
of the broken time-reversal symmetry and SOC, a topological state with a non-trivial
Chern number is revealed at the critical Coulomb parameter using Kubo’s approach.
Therefore, our theoretical predictions make the CoAsS monolayer very appealing for
low-power-consumption nanoelectronics and spintronics.
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C H A P T E R 3

Emergent properties in LVO-based
perovskite oxide heterostructures

”What you learn from a life in science is the vastness of our ignorance.”

David Eagleman

3.1 Introduction
Heterointerfaces of transition metal perovskite oxides with similar crystal structures
manifest phenomena and functionalities lacking in their bulk constituents due to the
reconstruction of the spin, orbital, lattice, and charge states at the interfaces. These
phenomena encompass interfacial superconductivity, magnetoresistance, magnetic or-
dering, enhancement of spin-orbit coupling, magneto-electric coupling, and topological
states in oxide heterostructures which open the window for scientific and technologi-
cal advancement in this expeditiously emerging field242. The discovery of 2DEG at
the polar/non-polar interface between two bulk insulators LAO/STO84,243–252 has led
to a rigorous study of heterointerfaces of perovskite oxides. Zhong et al. in Ref.253

performed first-principles DFT calculations and derived tight-binding Hamiltonian for
SOC effects at the LAO/STO interface demonstrating notable SOC properties arising
from the multiorbital character. They found the biggest SOC effect at the crossing point
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of the xy and yz (or zx) orbitals as well as the possibility of k-cubic spin splitting in
the lowest band around Γ point. In a similar study done by Khalsa et al.254 using tight-
binding-model matrix elements as well as ab initio methods, the Rashba spin-splitting
is found to be dependent on atomic SOC strengths combined with processes (polar lat-
tice distortions which alter the metal-oxygen-metal bond angle) in which t2g electrons
change orbital character when they hop between metal sites. Soon after various STO-
based heterointerfaces hosting 2DEG and two-dimensional hole gas (2DHG) such as
STO/LTO255–257, LaScO3 (LSO)/STO258, NdGaO3 (NGO) and STO259 were reported.

3.2 Electronic properties in (001) and (111) LVO/STO
heterostructures

Another STO-based oxide heterostructure LVO/STO with a polar perovskite LVO is
investigated by Hwang260 for configuration-dependent transport properties. LVO is a
Mott-Hubbard insulator with a band gap of 1.08 eV154. It is a polar oxide with al-
ternately charged (LaO)+1 and (VO2)

−1 planes along (001) direction and (V)+3 and
(LaO3)

−3 planes along (111) direction. The polar/non-polar heterointerface LVO/STO
between a Mott-insulator and a band-insulator has been examined for the (001) oriented
n-type VO2/LaO/TiO2 and p-type VO2/SrO/TiO2 interfaces. LVO/STO (110) heteroin-
terface lacking an ionic polar discontinuity has also been investigated. Out of the three
interfaces, only the first is found to be conducting and exhibit metallic behavior. He et
al. examined the transport characteristics of the compressively strained epitaxial films
of two bulk Mott insulators, LTO (bulk gap 0.1 eV) and LVO, on an STO substrate261.
He demonstrated that the metallic ground state in LVO/STO was qualitatively distinct
from that in LTO/STO. Whereas conductivity in LTO/STO is related to the effects of
strain-induced electronic structural alterations along with interface effects, metallicity
in LVO/STO is interfacial in nature and most likely generated by polarity discontinu-
ities. Moreover, in-plane and out-of-plane magnetoresistance studies were carried out
to further explore the reason for the increase in resistivity in LVO/STO films at low tem-
peratures. Even though intriguing phenomena have been demonstrated experimentally,
this heterostructure has long lacked a theoretical underpinning.

In this section, we have studied the electronic characteristics at the interface be-
tween a Mott insulator (LVO) and a band insulator (STO) in (001) and (111) orienta-
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tions. The n-type interfaces in this polar/non-polar HS system are (LaO)+/(TiO2)
0 and

(LaO3)
−3/(Ti)+4 in [001] and [111] directions, respectively. The calculated total and

Ti-3d orbital projected density of states for the two orientations provide information on
the relative d-orbital occupancy at the interface sensitive to the crystalline orientation.
Because of the peculiar orbital reconstruction at the two interfaces, we notice the differ-
ence in orbital occupation as well as orbital degeneracies. The Fermi surface calculated
for the LVO/STO heterostructure emphasizes the variations in symmetry and the pres-
ence/absence of open orbits as a result of the orbital polarization and reconstruction in
the two orientations.

3.2.1 Computational methodology
To explore the electronic properties in LVO/STO heterostructures with (001) and (111)
orientations, first-principles calculations based on DFT implemented in VASP code
were performed. To account for exchange-correlation effects PBEsol functional was
used within GGA200 with PAW potentials201,202. A kinetic energy cut-off of 520 eV
was used for the plane wave basis233. For relaxation and static calculations, the Bril-
louin zone was sampled with a 6× 6× 1 gamma-centered k-point grid. For the DOS
calculations, 10×10×1 k-point mesh was used. A stoichiometric thin film model with
a vacuum on top of the LVO thin film on an STO substrate was taken into consideration
to simulate the heterostructures. The heterostructure was modeled with 4 layers of LVO
over the 9 layers of STO with TiO2 /LaO (Ti/LaO3) interface for the (001) ((111)) ori-
entation. We employed thin film geometry with a vacuum region of 15 Å to avoid the
interaction between adjacent slabs. To account for the electronic correlation between
localized electrons of 3d orbitals of Ti and V and to correct the on-site Coulomb in-
teraction, DFT+U calculations were performed using Dudarev’s rotationally invariant
approach (where only (U–J) is meaningful164. Here, U is the on-site Coulomb inter-
action between localized 3d electrons (Hubbard U) and J is the exchange parameter.
Values of U = 5 eV and J = 0.64 eV were used for the Ti atom; U = 3 eV and J = 0 eV
were used for the V atom.

3.2.2 Electronic structure
We have computed the total DOS in order to explore the electronic characteristics at
the interface of LVO/STO heterostructure. Additionally, the DOS projected onto the 3d
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Figure 3.1: (a) Crystal structure and (b) The total and orbital-projected DOS onto the 3d
orbitals of Ti atoms along with the layerwise contribution to the Ti-3d orbital-projected
DOS from the first four TiO2 layers (labeled as 1−4) as we go away from the interface
for (001)-oriented LVO/STO heterostructure. The atoms La, O, V, Sr, and Ti are marked
in the figure.

orbitals of Ti atoms is calculated to get information about the relative d-orbital occu-
pancy at the Fermi level as well as in valence and conduction band regions. The crystal
structure of the LVO/STO heterostructure in the (001) orientation is depicted in Fig. 3.1
(a). For (001)-oriented LVO/STO heterostructure, total DOS confirms the conducting
(n-type metallic) heterointerface of two oxide materials, which are insulators in bulk as
evident from Fig. 3.1 (b). The DOS projected onto 3d orbitals of Ti atoms suggests that
the electrons responsible for conductivity occupy dyz and dxz orbitals which hybridize
to give orbital polarization along the z-axis and the effect is only slightly mitigated by
dxy orbitals. In addition, we estimated the layerwise contribution to the Ti-3d orbital-
projected density of states and Fig. 3.1 (b) (lowermost panel) displays the contribution
from the first four TiO2 layers (labeled as 1−4) as we go away from the interface. This
suggests that the metallic partial DOS persists into deeper layers of STO. Further, the
degeneracy between dyz and dxz orbitals for (001)-oriented LVO/STO heterostructure is
broken.
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Figure 3.2: (a) Crystal structure and (b) The total and orbital-projected DOS onto the 3d
orbitals of Ti atoms along with the layerwise contribution to the Ti-3d orbital-projected
DOS from the first four Ti layers (labeled as 1−4) as we go away from the interface for
(111)-oriented LVO/STO heterostructure. The atoms La, O, V, Sr, and Ti are marked in
the figure.

Fig. 3.2 (a) illustrates the crystal structure of the LVO/STO heterostructure in the
(111) orientation. Total and orbital-projected DOS for (111)-oriented LVO/STO het-
erostructure in Fig. 3.2 (b) shows the conduction band crosses the Fermi level and
valence band separated by a gap, demonstrating n-type conducting behavior. Further,
the DOS projected onto the 3d orbitals of Ti atoms reveals that the contribution to the
electronic states at the Fermi level comes from dz2 and degenerate dyz and dxz orbitals.
Also, there is contribution from the degenerate dxy and dx2−y2 orbitals to the states at
the Fermi level. The different orbital-occupation and enhanced degeneracy in (111)
orientation might be related to the orbital reconstruction due to the crystal field in this
orientation. Furthermore, we determined the layerwise contribution to the Ti-3d orbital-
projected DOS Fig. 3.2 (b) depicts the contribution from the first four Ti layers (labeled
as 1− 4) as we go away from the interface, demonstrating that metallic partial DOS
penetrates a significant portion of the bulk of STO.
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3.2.3 Fermi surface
Next, we calculated the Fermi surface of (001)-oriented LVO/STO heterointerface in
(001) plane. The Fermi surface plot as shown in Fig. 3.3 (a) reveals four-fold symmetry
due to the crystal symmetry of LVO/STO heterointerface in (001) orientation. Open
orbits present in the Fermi surface might be due to the broken degeneracy between the
orbitals in this orientation. The Fermi surface calculated for (111)-oriented LVO/STO
heterostructure in (111) plane (Fig. 3.3 (b)) shows the six-fold symmetry which is also
related to the crystal symmetry in (111) orientation. As the cubic ABO3 perovskite
structure realizes a honeycomb lattice along the (111) direction.

[100]

[0
1
0
]

[011]

[2
1
1
]

LVO-STO (001) LVO-STO (111)(a) (b)

Figure 3.3: Calculated Fermi surface plots of (a) (001)- and (b) (111)- oriented
LVO/STO heterostructures in (001) and (111) planes, respectively; where different col-
ors represent different bands.

3.2.4 Conclusion
In conclusion, we have investigated the orientation dependence of electronic properties
in polar/non-polar perovskite oxide HS LVO/STO with the n-type interface in (001)
and (111) crystallographic orientations. The n-type interfaces in this polar/non-polar
HS system are (LaO)+/(TiO2)

0 and (LaO3)
−3/(Ti)+4 in (001) and (111) directions, re-

spectively. The electronic structure confirms the n-type metallicity in both orientations
of this heterointerface comprising two bulk insulators. Because of the peculiar orbital
reconstruction at the two interfaces, we notice the difference in orbital occupation as
well as orbital degeneracies. Furthermore, the Fermi surface reveals fourfold/sixfold
symmetry as well as the presence/absence of open orbits in the (001)/(111) orienta-
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3.3 Rashba effect in 2DEG at KTO (001) and (111) surfaces

tions. Thus, unique orbital-occupation and degeneracies due to orbital reconstruction
as well as symmetry of Fermi surface highlights the important role played by crystal
field in determining the electronic properties in this heterostructure.

In addition to the STO substrate, the use of high-k 5d perovskite oxide, KTO, as
a substrate material is currently grabbing attention in oxide heteroepitaxy. KTO has
similarities with STO like simpler cubic structure, induced metallicity262 as well as
low-temperature superconductivity with carrier doping115. In addition to this, KTO has
advantage over STO owing to its excellent mobility, and stronger SOC due to heavier
element Ta providing opportunities for new emergent phases263. Therefore, in the sub-
sequent sections, we have studied the KTO (001) and (111) surfaces, followed by the
heterostructure between LVO and KTO in the (001) and (111) orientations for electronic
and spintronic properties.

3.3 Rashba effect in 2DEG at KTO (001) and (111) sur-
faces

Figure 3.4: (a) Crystal structure of bulk KTO in cubic pm–3m space group with atoms
K, Ta, and O marked on it. (b) Electronic band structure of bulk KTO along high
symmetry path Γ-Y-M-Γ-Z-R-A-Z with orbital projection on the atoms.
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KTO, which is a prototype of polar ABO3 perovskite oxide is cubic at room tem-
perature with space group Pm–3m. The ABO3-type crystal structure of cubic KTO is
shown in Fig. 3.4 (a). KTO is a wide-band insulator with a bulk gap of 3.64 eV264.
An indirect band gap of 2.69 eV is obtained with CBM at the Γ point and VBM at
the high symmetry point A in our calculations of the orbital-projected electronic band
structure for bulk KTO as illustrated in Fig. 3.4 (b). The valence band is made up
of O-p states, while the conduction band is made up of Ta-5d states. KTO is a polar
perovskite oxide with the structural formula A+B5+O3 consisting of stacks of alter-
nating planes of charged layers (KO)−1 and (TaO2)

+1. A cleavage of polar perovskite
oxides along the charged layers leads to an electrostatic instability termed “polar catas-
trophe” on the cleaved surfaces, and a charge compensation is required to stabilize these
surfaces. This results in the formation of 2DEG/2DHG on the surface with TaO2/KO
termination which causes exciting and useful phenomena at the surface13,113,114,265–267.
Along (111) crystallographic direction, KTO consists of stacks of alternating planes of
charged layers (Ta)+5 and (KO3)

−5. 2DEG with topological properties at (111) surface
of KTO was realized experimentally by Bruno et al.268. Moreover, the discovery of the
Rashba effect in the 2DEG systems at the perovskite surfaces and interfaces has led to
the possibility of tuning its properties by an external electric field133. The perovskites
are characterized by the presence of high-Z elements and d electrons with strong SOC
in contrast to their semiconductor counterparts. The tuning of the Rashba effect on the
polar surface of the KTO was demonstrated by Shanavas et al. in 2014 by manipulating
the 2DEG with an external electric field116. In this section, we have explored the sur-
face electronic properties at the (001) and (111) polar surfaces of KTO terminated with
Ta atom.

3.3.1 Computational methodology
The first principle calculations based on DFT were performed using the PAW method
as implemented within the VASP201,202,233. GGA with PBE exchange-correlation func-
tional was used200. Structure relaxation was performed with DFT calculations while
electronic properties were investigated within DFT+U formalism with and without SOC.
In the DFT+U method, Hubbard correction U was used to account for strong on-site
Coulombic interactions between localized d electrons of transition metals Ta within
Dudarev’s approach164 where only the difference Ue f f (U-J) is meaningful. A value
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of 4 eV were kept fixed for Ue f f (U–J) for d orbitals of Ta. The structure optimization
was done with the gamma-centered k-point mesh of 6× 6× 1 to get more converged
results. Self-consistent calculations of charge density were done with the same k-mesh.
A kinetic energy cut-off of 520 eV was used for the plane-wave basis set. The lattice
constants and atomic coordinates were fully relaxed with the convergence criteria for
total energy 10−3 eV. To simulate the (001) and (111) surfaces terminated by Ta lay-
ers, non-stoichimetric slab models with two symmetrical surfaces having thickness of
17 layers (8.5 unit cells) were considered. This corresponded to unequal number of
alternate layers of (KO)−1 and (TaO2)

+1 for (001) surface. While, unequal number
of (Ta)+5 and (KO3)

−5 layers for (111) surface was considered. A vacuum of 19 Å
was used for slab models to avoid the interlayer interaction between the adjacent peri-
odic images. SOC was considered in the second-variational method with magnetization
along the (001) quantization axis as implemented within VASP. To calculate the energy
contour plots of the spin texture in reciprocal space, PyProcar code was used203.

3.3.2 KTO (001) surface
We examined the formation of 2DEG at the (001) polar surface of KTO with TaO2

surface termination using first-principles electronic structure calculations. Fig. 3.5 (a)
depicts the corresponding band structure along the high symmetry path Y-Γ-M, includ-
ing SOC, with atomic projection on the atoms K, Ta, and O. The Fermi level is pinned
inside the conduction band, and a gap is seen between the valence band and the conduc-
tion band, indicating the n-type conductivity at the (001) surface of band insulator KTO.
As a result, the creation of 2DEG with nearly parabolic bands near the Fermi level ac-
commodated in the Ta-5d orbitals is illustrated. Furthermore, layer-wise projected DOS
on the atomic layers is evaluated in order to gain a better understanding of the distribu-
tion of 2DEG in the depth of the slab. The contribution to the states at the Fermi level
comes from the TaO2 layers, while KO layers have no contribution, as evidenced by the
DOS projected on atomic layers (depicted in the background of the plot) in Fig 3.5 (b).
The electrons responsible for metallic states are mostly accommodated in the two sym-
metrical TaO2 surface layers, and their contribution continuously declines as we move
toward the bulk of KTO. This 2DEG can be attributed to the electronic reconstruction
mechanism at the surface due to the electrostatic instability at the cleaved polar surface.
Due to the high SOC of the Ta atom and the breaking of spatial inversion symmetry at

65



Emergent properties in LVO-based perovskite oxide heterostructures

surface

surface

KO TaO2

0
2

0
2

0
2

0
2

0
2

0
2

0
2

0
2

0
2

D
e
n

s
it

y
 o

f 
s

ta
te

s
(/

e
V

)

0
2

0
2

0
2

0
2

0
2

0
2

0
2

0
2

-6 -4 -2 0 2
E-Ef (eV)

K Ta O

-4

-3

-2

-1

0

1

2

Y Γ M

E
-E

f
(e

V
)

K-points

(a) (b)

Figure 3.5: (a) Electronic band structure of KTO (001) surface with atomic projection
on atoms K, Ta, and O along high symmetry path Y-Γ-M including SOC (b) Layer-wise
projected DOS on the atomic layers shown in the background of the plot. The black
dashed line indicates the Fermi level E f .

the surface, Rashba spin splitting is visible in the bands. The lowest conduction band
exhibiting Rashba splitting is marked in Fig. 3.5 (a).

Next, the electrostatic potential is determined for the (001) surface of KTO with
TaO2 termination using first-principles calculations as illustrated in Fig. 3.6. In its
raw form, the electrostatic potential is computed with atomic-level resolution and thus
oscillates rapidly within the unit cell. The green oscillating line represents the planar
average of the electrostatic potential in the z-direction, perpendicular to the surface of
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Figure 3.6: The planar average of the electrostatic potential (oscillating green curve)
along the z-direction (perpendicular to the surface) and the macroscopic average of
electrostatic potential (red curve) of (001) surface of polar KTO. The crystal structure
is shown in the background; where magenta, brown, and red spheres represent K, Ta,
and O atoms, respectively. The Fermi energy (E f ) is set to zero.

KTO. The macroscopic average or nanosmoothed electrostatic potential in the direction
normal to the surface is also shown by the red curve. Fig. 3.6 displays the structure
of the KTO (001) surface slab in the background. The macroscopic average potential
is not constant throughout the slab, as can be seen in the plot. As we go away from
the TaO2 surface, the slope first rises, then as we approach the other TaO2 surface, it
descends due to the symmetrical TaO+

2 layers on the opposing surfaces. A value of
4.2 eV has been determined for the work function, which is the difference between the
vacuum level and Fermi energy.

The energy contour plots of the spin texture in the reciprocal space (kx-ky plane) for
the KTO (001) surface have also been calculated in addition to the band structure. The
color bar on the right depicts the modulus as well as the orientation of spin polarization,
with up (red) and down (blue) spins. Fig. 3.7 (a)-(c) depicts the spin texture at the Fermi
surface along the three cartesian axes (Sx, Sy, and Sz). The Fermi surface shows four-
fold symmetry which is due to the crystal symmetry in the (001) direction. Similar plots
of spin texture for the Rashba-split band (marked in Fig 3.5 (a)) at a cut corresponding to
energy (E-E f ) = –0.2 eV along the three cartesian axes (Sx, Sy, and Sz) are presented in
Fig. 3.7 (d)-(f). Only the in-plane Sx and Sy spin components are visible in the contour
plots of the spin texture, while the out-of-plane Sz spin component is absent. The reverse
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Figure 3.7: Constant energy contour plots of spin-texture (a)-(c) on Fermi surface (d)-
(f) corresponding to a cut at energy (E-EF ) = –0.2 eV for each spin component along
the cartesian axis (Sx, Sy, and Sz) calculated in kx-ky plane for KTO (001) surface. The
colors indicate the modulus as well as the orientation (up(red) or down(blue)) of the
spin polarization.

spin orientation for the momentum-dependent spin-split band pair is visible in the spin-
texture plots for the bands that exhibit Rashba splitting. A deeper analysis revealed that
the Sx component of the spins at the fermi surface is present along the ky direction but
lacking along the kx direction, with the exception of the two innermost rings/bands. In
a similar fashion, the Sy component is present along the kx direction but missing along
the ky direction. The horizontal and vertical green dashed lines in the plots indicate
the two kx and ky directions, respectively. In contrast, the Sz component in the kx-ky

plane is completely zero. In other words, spin-momentum locking, a characteristic of
the Rashba effect, is demonstrated by the fact that the spins are polarized perpendicular
to the direction of the wave vector or momentum.

3.3.3 KTO (111) surface
We studied the formation of 2DEG at the (111) polar surface of KTO with Ta surface
termination using first-principles electronic structure calculations. Fig. 3.8 (a) illus-
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Figure 3.8: (a) Electronic band structure of KTO (111) surface with atomic projection
on atoms K, Ta, and O along high symmetry path M-Γ-K including SOC (b) Layer-
wise projected DOS on the atomic layers shown in the background of the plot. The
black dashed line indicates the Fermi level E f .

trates the electronic band structure along the high symmetry path M-Γ-K with atomic
projection on the K, Ta, and O atoms including SOC. The Fermi level is situated inside
the conduction band, and a gap is seen between the valence band and the conduction
band illustrating n-type conductivity. A 2DEG with nearly parabolic bands around the
Fermi level accommodated in the Ta-5d orbitals at the (111) polar surface of KTO is
observed. This 2DEG can be attributed to the electronic reconstruction mechanism at
the polar (111) surface due to the electrostatic instability at the surface. A layer-wise
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projected DOS on the atomic layers is estimated to further provide insight into the distri-
bution of 2DEG in the depth of the (111)-KTO slab. According to the DOS projected on
the atomic layers (visible in the plot’s backdrop) in Fig. 3.8 (b), the Ta layers contribute
to the states at the Fermi level, whereas the KO3 layers provide no contribution. The
two symmetrical Ta surface layers are the primary contributors to the metallic states,
and as we approach the bulk of KTO, this contribution steadily decreases. A Rashba
spin splitting is observed in the bands and one such Rashba-split band is marked in Fig.
3.8 (a).
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Figure 3.9: The planar average of the electrostatic potential (oscillating green curve)
along the z-direction (perpendicular to the surface) and the macroscopic average of
electrostatic potential (red curve) of (111) surface of KTO. The crystal structure of
(111) surface slab is shown within the plot in the background; where magenta, brown,
and red spheres represent K, Ta, and O atoms, respectively. The Fermi energy (E f ) is
set to zero.

First-principles calculations are used to determine the electrostatic potential for the
(111) surface of KTO with Ta termination, as illustrated in Fig. 3.9. The planar average
of the electrostatic potential along the z-direction, perpendicular to the surface of KTO
is represented with a green oscillating line. The red curve displays the macroscopic
average or nanosmoothed electrostatic potential in the surface-normal direction. In the
plot’s background, the (111) surface slab of KTO is seen. As we go away from the Ta
surface, the slope of macroscopic potential initially rises; as we move toward the other
Ta surface, it decreases. However, compared to the (001) surface, the change in slope is
minimal. It has been determined that the work function, which is the difference between
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3.3 Rashba effect in 2DEG at KTO (001) and (111) surfaces

the vacuum level and Fermi energy, is 5.1 eV.
Next, for the KTO (111) surface, we estimated the energy contour plots of the spin

texture in the reciprocal space (kx-ky) plane. The color bar on the right depicts the
modulus as well as the orientation of spin polarization, with up (red) and down (blue)
spins. The spin texture at the Fermi surface along the three cartesian axes (Sx, Sy, and
Sz) E f is depicted in Fig. 3.10 (a)-(c). Because of the crystal symmetry in the (111)
direction, the Fermi surface exhibits six-fold symmetry. Likewise, the plots of spin
texture for the Rashba-split band (marked in Fig. 3.8 (a)) at a cut corresponding to
energy (E-E f ) = 0.6 eV along the three cartesian axes (Sx, Sy, and Sz) are represented in
Fig. 3.10 (d)-(f). As can be seen in the insets of the zoomed-in portions of Fig. 3.10 (d)-
(f), spin-texture plots for the bands showing the Rashba splitting display the opposite
spin orientation for the momentum-dependent spin-split band pair. A deeper analysis
reveals that the Sx component is present along the ky direction but lacking along the
kx direction, with the exception of the innermost ring/band in the Fermi surface. The
Sy component is present along the kx direction but not the ky direction. The kx and ky

directions in the plots are indicated by the horizontal and vertical green dashed lines,
respectively. Therefore, the spins are polarized perpendicular to the direction of the
wave vector or momentum, illustrating spin-momentum locking, a characteristic of the
Rashba effect. However, the presence of substantial Sz component reveals complex
spin structure as also observed in case of 111-STO 2DEGs. Thus, it can be inferred that
the crystal field plays an important role in defining the spin structure of an electronic
system.

3.3.4 Conclusion
In conclusion, we have examined the electronic and spintronic properties of the polar
perovskite oxide KTO surfaces with the Ta termination in (001) and (111) directions.
According to electronic structure calculations, 2DEG is present on both surfaces of
KTO, with parabolic bands close to the Fermi level. The in-depth investigation of the
distribution of 2DEG reveals that it is primarily accommodated in the 5d orbitals of Ta
atoms in the surface layers. Due to the strong SOC of Ta atoms and inversion symme-
try breaking at the surface, the Rashba spin splitting is visible in the bands. The work
function values for the (001) and (111) surfaces are calculated to be 4.2 eV and 5.1
eV, respectively. Fermi surfaces exhibit four- and six- fold symmetries for the (001)
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Figure 3.10: Constant energy contour plots of spin-texture (a)-(c) on Fermi surface (d)-
(f) corresponding to a cut at energy (E-EF ) = 0.6 eV for each spin component along the
cartesian axes (Sx, Sy, and Sz) calculated in kx-ky plane for KTO (111) surface. The
insets in (d)-(f) show the zoomed-in portions of the spin texture for the Rashba-split
band. The colors indicate the modulus as well as the orientation (up(red) or down(blue))
of the spin polarization.

and (111) surfaces, respectively. The peculiarities of the spin pattern in the two surface
directions highlights the important role played by the crystal field in defining the spin
structure of an electronic system. In the following section, we have examined the elec-
tronic, electrostatic, and spintronic properties in the heterostructure between the polar
perovskite oxides LVO and KTO in (001) and (111) orientations.

3.4 Rashba splitting in (001) and (111) LVO/KTO het-
erostructures

Polar/polar interfaces between perovskite oxides have lately drawn attention in addi-
tion to the non-polar/non-polar and polar/non-polar heterostructures118,119,269. Very
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recently, a high mobility 2DEG at the interface of two polar perovskite oxides LVO and
KTO is observed with a high SOC in system120,121. As a consequence of strong SOC
and the Rashba spin splitting, the magneto-transport measurements showed a signature
of in-plane anisotropic transverse and longitudinal magnetoresistance in LVO/KTO.
The epitaxial growth of LVO thin film on (001) KTO has already been reported experi-
mentally in 2004270. However, there is a lack of theoretical studies for this polar/polar
conducting heterointerface of LVO/KTO in spite of various exciting phenomena dis-
covered in other heterostructures. Its theoretical study would provide insight into the
interplay between SOC, electron correlation of d-orbitals, and interfacial charge trans-
fer. Moreover, the discovery of the Rashba effect in the 2DEG systems at the perovskite
surfaces and interfaces has led to the possibility of tuning its properties by an external
electric field133. The tuning of the Rashba effect on the polar surface of the KTO was
demonstrated by Shanavas et al. in 2014 by manipulating the 2DEG with an external
electric field116.

In this section, we have reported orientation-dependent structural, electronic, elec-
trostatic, and spintronic properties of polar-polar heterointerface of two insulators LVO
and KTO in (001) and (111) crystal directions for two types of terminations of KTO sur-
face slab, namely, asymmetric and symmetric terminations. The charge transfer from
the surface layers to the interfacial region due to the electronic reconstruction mecha-
nism results in high carrier density 2DEG. Due to the high SOC strength of bulk KTO
(400 meV)268 (owing to high-Z Ta atom), momentum-dependent Rashba spin splitting
is seen in the electronic bands originating from the symmetry-breaking electric field.
The Rashba coefficient αR in the range of 0.37−0.9 eVÅ is calculated for the spin-split
bands, offering a propitious platform for novel spintronic applications based on oxide
thin films and heterostructures.

3.4.1 Computational methodology
The first principle calculations based on DFT were performed using the PAW method
as implemented within the VASP201,202,233. GGA with PBE exchange-correlation func-
tional was used200. Structure relaxation was performed with DFT calculations while
electronic properties were investigated within DFT+U formalism with and without SOC.
In the DFT+U method, Hubbard correction U was used to account for strong on-site
Coulombic interactions between localized d electrons of transition metals Ta and V
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within Dudarev’s approach164 where only the difference Ue f f (U–J) is meaningful. A
value of 4 eV and 3 eV were kept fixed for Ue f f (U–J) for d orbitals of Ta and V
atoms, respectively. The structure optimization was done with the gamma-centered k-
point mesh of 6× 6× 1 to get more converged results. Self-consistent calculations of
charge density were done with the same k-mesh. A kinetic energy cut-off of 520 eV
was used for the plane-wave basis set. The lattice constants and atomic coordinates
were fully relaxed with the convergence criteria for total energy 10−3 eV. A vacuum of
19 Å was used for slab models to avoid the interlayer interaction between the adjacent
periodic images. SOC was considered in the second-variational method with magneti-
zation along the (001) quantization axis as implemented within VASP. To calculate the
energy contour plots of the spin texture in reciprocal space, PyProcar code was used203.

3.4.2 Structural properties
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Figure 3.11: Side view of the crystal structure of slabs of LVO/KTO heterostructure
in (001) orientation with (a)-(b) asymmetric and symmetric terminations of surfaces of
KTO.

Along (001) crystallographic direction, KTO consists of stacks of alternating planes
of charged layers (KO)−1 and (TaO2)

+1, while along (111) crystallographic direction,
alternate planes of charged layers (Ta)+5 and (KO3)

−5. Further, 5d orbitals of Ta are less
localized than 3d or 4d orbitals of V, Ti, or Nb in well-studied heterostructures leading
to higher electron mobility 2DEG due to the smaller effective mass of the electron. LVO
is a Mott-Hubbard insulator with a band gap of 1.08 eV154. It is structurally similar to
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KTO with (LaO)+1 and (VO2)
−1 alternate charged planes along (001) direction, while

(V)+3 and (LaO3)
−3 planes along (111) direction. So, the n-type interfaces in this

polar/polar HS system are (LaO)+/(TaO2)
+ and (LaO3)

−3/(Ta)+5 in (001) and (111)
directions, respectively. The geometrical crystal structures for the HS systems studied
are shown in Fig. 3.11 and Fig. 3.12 for (001) and (111) orientations, respectively.
Lattice constants of bulk KTO and LVO are 3.98 Å and 3.92 Å, respectively with a
lattice mismatch of 1.5%, where lattice mismatch is defined as (a f -as)/as; a f and as

being lattice constants of unstrained film and substrate, respectively. The negative value
of lattice mismatch indicates tensile strain in the film. The HS of LVO/KTO were
simulated with slab geometries of LVO and KTO comprising n-type interfaces using the
thin film slab model. For symmetric termination where both the terminating surfaces
of KTO are the same ((TaO2)+/(Ta)+5 in (001)/(111) direction), slabs with an unequal
number of (TaO2)+/(Ta)+5 and (KO)−/(KO3)−5 layers in (001)/(111) direction were
used, resulting in a non-stoichiometric system with 8.5 unit cells of KTO and 4 unit cells
of LVO. For asymmetric termination of surfaces of KTO, slabs with an equal number
of (TaO2)+/(Ta)+5 and (KO)−/(KO3)−5 layers in (001)/(111) direction were used with
9 unit cells of KTO and 4 unit cells of LVO. In both the symmetric and asymmetric
cases, the interfacial layer at the KTO side was composed of Ta atoms. This LVO/KTO
heterointerface in (001) orientation has been found to be conducting above the film
thickness of three monolayers in the recent experimental report120.

3.4.3 Electronic properties
By using first-principles electronic structure calculations, we explored the formation
of 2DEG in the polar/polar LVO/KTO HS. The total density of states, as well as the
projection of s, p, d, and f orbitals, are calculated for LVO/KTO and are shown in Fig.
3.13 and Fig. 3.15 for (001) and (111) orientation, respectively. A gap is observed
between the valence band (VB) and the conduction band (CB) and the Fermi level
is pinned inside the CB. VB is mainly composed of p orbitals while CB, precisely
the metallic states at the Fermi level are composed of d orbitals. We have calculated
electronic band structure with and without SOC in LVO/KTO HS along high symmetry
path Y-Γ-M for (001) and M-Γ-K for (111) orientation, respectively; Y, M, and K being
written in terms of π/2a. The band structure of LVO/KTO with SOC for the asymmetric
termination of KTO in (001) orientation is shown in Fig. 3.13 (a). It demonstrates that
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Figure 3.12: Side view of crystal structures of slabs of LVO/KTO heterostructure in
(111) orientation with (a)-(b) asymmetric and symmetric terminations of surfaces of
KTO.

the system is n-type conducting, and a 2DEG with almost parabolic bands is found
close to the Fermi level. This 2DEG can be attributed to the electronic reconstruction
mechanism at the interface due to polar discontinuity. At the interface (LaO)+/(TaO2)+,
there is charge discontinuity which causes a divergence in the electrostatic potential
(polar catastrophe) away from the interface. The electrostatic potential energy increases
as we move away from the interface due to the internal electric field of LVO. This causes
the transfer of electrons from the surface of LVO toward the interface. This mechanism
for the formation of 2DEG is similar to that in another polar/polar LTO/KTO system118.

When SOC is included in the electronic structure calculations, a clear Rashba spin
splitting appears for a variety of bands, most notably in the band at energy 0.32 eV
(E-E f ) highlighted in red color in Fig. 3.13 (a), where E f is the Fermi energy. At E-E f

= 0 and 0.32 eV, the charge carrier densities are determined to be 0.38× 1014 cm−2

and 1.93× 1014 cm−2, respectively. Furthermore, the Rashba strength of a material is
judged by three parameters viz. ER, αR, and KR with the calculated values for the HS
system being 4.5 meV, 0.9 eVÅ, and 0.009 Å−1, respectively.

The band structure of LVO/KTO HS for the symmetric termination of KTO in (001)
orientation with SOC as shown in Fig. 3.13 (b) emanates the n-type conductivity sim-
ilar to the asymmetric termination. Also, 2DEG is observed owing to the same mech-
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Figure 3.13: Electronic structure of (001)-oriented LVO/KTO heterostructure (a)-(b)
Calculated total as well as orbital projected DOS and band structure along the high
symmetry path Y-Γ-M with SOC for asymmetric and symmetric terminations, respec-
tively. Bands showing the prominent Rashba spin splitting are highlighted in red.
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Figure 3.14: Band structures of (001)-oriented LVO/KTO heterostructure having sym-
metric termination of KTO with electron spin projections along the (a) y, (b) z, and
(c) x-direction, respectively. Red and blue colors represent the positive and negative
components of spin projections, respectively.
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Figure 3.15: Electronic structure of (111)-oriented LVO/KTO heterostructure (a)-(b)
Calculated total as well as orbital projected DOS and band structure along high sym-
metry path M-Γ-K with SOC for asymmetric and symmetric terminations, respectively.
Bands showing the prominent Rashba spin splitting are highlighted in red.

anism as in asymmetric termination and the Rashba spin splitting is observed for the
bands markedly, at energy (E-E f ) 0.23 eV. The charge carrier densities calculated at
E-E f equal to 0 and 0.23 eV are 0.25×1014 cm−2 and 0.97×1014 cm−2, respectively.
The evaluated carrier density corresponding to the Rashba-split band at energy (0.23
eV) agrees with the experimentally measured carrier density of 1.02× 1014 cm−2 in
LVO/KTO system with a pronounced Rashba effect120. The values of the three Rashba
parameters ER, αR, and KR for the highlighted band (shown in red) come out to be 0.6
meV, 0.37 eV Å, and 0.003 Å−1, respectively. The values of the Rashba coefficient αR

and momentum offset KR are fairly in agreement with those determined experimentally
in LVO/KTO heterointerface120. To further analyze the spin polarization caused by the
Rashba effect, band structure plots with electron spin projections along the x, y, and z
axes are shown in Fig. 3.14. Along the chosen Γ-Y direction, the spins are polarized
along the x-direction with vanishing y and z components, as illustrated in these plots.
In other words, spins are polarized perpendicular to the direction of the wave vector
or momentum, demonstrating spin-momentum locking typical of the Rashba effect. It
is important to note that the band-anticrossing region of dxy and dyz/xz orbitals shows
larger Rashba-splitting and is zoomed in the inset of Fig. 3.14 (c).

Fig. 3.15 (a) shows the band structure of (111)-oriented LVO/KTO for the asym-
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metric termination of KTO with SOC stipulating the n-type conductivity in the system.
Also, 2DEG is observed in this crystallographic orientation due to charge discontinuity
at the n-type interface comprising of (LaO3)

−3 and (Ta)+5 layers. Remarkable Rashba
spin splitting is observed for the band at energy (E-E f ) 0.02 eV. The value of carrier
concentration corresponding to the highlighted band is 0.46×1014 cm−2. The values of
the Rashba parameters ER, αR, and KR are evaluated to be 1.6 meV, 0.7 eVÅ, and 0.004
Å−1, respectively. The band structure of LVO/KTO for the symmetric termination of
KTO in (111) orientation with SOC as shown in Fig. 3.15 (b) depicts the conducting
heterointerface. Moreover, the Rashba spin splitting is observed in the 2DEG for the
band at energy (E-E f ) –0.11 eV. The values of the Rashba parameters ER, αR, and KR

in this case, are calculated to be 0.8 meV, 0.39 eVÅ, and 0.004 Å−1, respectively. The
value of carrier concentration calculated for the highlighted band is 0.14×1013 cm−2.
The values of the Rashba parameters for the four cases of LVO/KTO heterointerface are
listed in Table 3.1.

Crystallographic
orientation

Termination
of KTO αR (eVÅ) ER (meV) kR (Å−1)

(001) Asymmetric 0.9 4.5 0.009
Symmetric 0.3 0.6 0.003

(111) Asymmetric 0.7 1.6 0.004
Symmetric 0.3 0.8 0.004

Table 3.1: Rashba parameters viz. Rashba coupling constant αR (eVÅ), Rashba split-
ting energy ER (meV), and Rashba momentum offset KR (Å

−1
) for (001)- and (111)-

oriented LVO/KTO heterointerface slabs for the cases of asymmetric and symmetric
terminations of KTO.

It is noteworthy that Shanavas et al. in 2014, reported αR of about 0.3 eVÅ for the
unrelaxed surface of bare KTO using DFT calculations116. It is worth mentioning that
the observed values of αR in LVO/KTO HS are higher than those of other perovskite
oxide heterostructures including asymmetric oxide HS LAO//STO/LAO (0.01− 0.04
eVÅ) depending on STO layer thickness, (BaOsO3)n/(BaTiO3)m multilayers with or
without strain (0.08− 0.4 eVÅ), BaIrO3/BaTiO3 (0.7 eVÅ), BaRuO3/BaTiO3 (0.25
eVÅ), and LTO/STO (0.18 eVÅ)133,271,272.

Furthermore, the value of the Rashba parameter αR and the amount of splitting de-
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Figure 3.16: Calculated d-orbital projected band structures on 5d and 3d orbitals of Ta
and V atoms, respectively with SOC along high symmetry path (a) Y-Γ-M for (001)-
and (b) M-Γ-K for (111)- oriented LVO/KTO heterostructures, respectively with asym-
metric termination. The radius of the circles represents the weight of the d orbitals. The
colors of the individual d orbitals are indicated in the plot.

Figure 3.17: (a)-(b) Calculated band structure plots with atomic projection including
SOC along high symmetry path (a) Y-Γ-M for (001)- and (b) M-Γ-K for (111)- oriented
LVO/KTO heterostructures, respectively with asymmetric termination. The radius of
the circles represents the weight of the individual atoms with the colors of the individual
atoms indicated in the plot.

pend on the orbital character of the bands in addition to the strength of the spin-orbit
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coupling. In the case of LVO/KTO HS, the bands that exhibit Rashba splitting are pre-
dominantly formed by 5d-orbitals of Ta atom with a little contribution from 3d-orbitals
of V atom owing to the high SOC of Ta atom. To investigate the d-orbital composition
of the bands showing Rashba splitting, we have plotted the d-orbital projected band
structure on 5d and 3d orbitals of Ta and V atoms, respectively for the asymmetric case.
As shown in Fig. 3.16 (a) and (b) for the (001)- and (111)- oriented LVO/KTO systems,
respectively, we have observed orbital-dependent Rashba splitting. In (001) orientation,
electrons occupying heavy bands dxz and dyz present Rashba splitting, whereas light dxy

bands are not influenced by the Rashba effect. In (111) orientation, the dz2 bands in
addition to the dxz and dyz bands mainly contribute to the Rashba splitting. The reason
for this orbital-dependent splitting of bands is that these orbitals are maximum affected
by the symmetry-breaking electric field (along the z-direction) which is responsible for
the Rashba effect. This is due to the hybridization of dxz and dyz orbitals to give orbital
polarization along the z-direction273 and the innate shape of dz2 orbitals. Shanavas et.
al in Ref.116 showed that the Rashba spin-orbit interaction in d-electron solids, which
originates from the broken inversion symmetry at surfaces or interfaces, is strongly de-
pendent on the orbital characters of the bands involved. Such an orbital dependence of
the Rashba splitting is also seen in other works274. To determine the atomic composi-
tion of the subbands just below E f , the band structure plots with atomic projection on
K, Ta, O, La, and V atoms for the asymmetric case in the (001) and (111) orientations
are shown in Fig. 3.17 (a) and (b), respectively. From the plots, it is clear that the contri-
bution to the subbands below E f from K, O, and La atoms is zero and the corresponding
bands have the d-orbital character of Ta and V atoms. Therefore, the electrons reside in
the d-orbitals of Ta and V atoms.

In addition, the electronic structure of the superlattice model (without vacuum) in
(001) orientation of LVO/KTO has been calculated to study the effect of two terminating
surfaces on the band structure. The advantage of the superlattice model is that no vac-
uum and thus no surfaces are required in the simulation cell, avoiding the contribution
of 2DEG from the surfaces. However, experimentally, this type of symmetric structure
with two identical interfaces is difficult to create. The thin film layer has a finite thick-
ness and a terminating surface on a substrate slab in most actual implementations275.
Except for a few bands with a solitary contribution from the surfaces, the band struc-
ture without SOC is found to be qualitatively comparable to that of HS with symmetric
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Figure 3.18: (a) Superlattice structure of LVO/KTO with two identical n-type interfaces
LaO/TaO2 (highlighted by dashed lines). (b) band structure plot with SOC along high
symmetry path Y-Γ-M for LVO/KTO superlattice model in (001) orientation.

termination of KTO slab in (001) orientation. The Rashba splitting was reduced to a
minimal amount with SOC, demonstrating that surface layers had a large influence on
the Rashba splitting in the bands. Fig. 3.18 depicts the superlattice structure employed
in the calculation as well as the corresponding band structure plot including SOC.

3.4.4 Electrostatic potential and charge transfer
When two dissimilar materials are joined to form the heterostructure, the electric dipole
at the interface causes the built-in potential or contact potential at the junction. This
contact potential is of key significance for the current transport as well as interfacial
properties like interfacial charge densities, dipole densities, and band offset276,277. The
electrostatic potential is calculated by first-principle calculations for the asymmetric
and symmetric slabs of (001)- and (111)- oriented LVO/KTO heterointerface and the
resulting plots are shown in the upper panels of Fig. 3.19 and Fig. 3.20, respectively.
In its raw form, the electrostatic potential is computed with atomic-level resolution and
thus oscillates rapidly within the unit cell. The planar average of the electrostatic poten-
tial277 along the z-direction, perpendicular to the interface of LVO/KTO HS is shown
with green oscillating lines. Furthermore, red curves show the macroscopic average or
nanosmoothed electrostatic potential in the direction normal to the interface. The crys-
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3.4 Rashba splitting in (001) and (111) LVO/KTO heterostructures

tal structures of the corresponding heterointerfaces are shown in the background of the
plots.

TO (001)

Symmetric (b)

LVO vacuum

WF

EF

Charge Density DifferenceCharge Density Difference

Ta

V

O

Figure 3.19: (a)-(b) The planar average of the electrostatic potential (oscillating green
curves) along the z-direction (perpendicular to the interface) and the macroscopic aver-
age of electrostatic potential (red curves) of (001)-oriented LVO/KTO HS for asymmet-
ric and symmetric terminations, respectively. The crystal structures of corresponding
HS systems are shown within the plots in the background; where green, cyan, magenta,
brown, and red spheres represent La, V, K, Ta, and O atoms, respectively. The Fermi
energy (EF ) is set to zero. The charge density difference plots of the corresponding
HS systems are also shown; the yellow-colored regions designate electron accumula-
tion, whereas the blue color reflects electron depletion in the HS. The zoomed-in charge
density difference at the interfacial region for symmetric termination is also shown in
the inset of (b).

The macroscopic average potential is not constant throughout the system. The
sloped curves or potential gradients for LVO film as well as KTO substrate in the HS
system as inferred from the plots indicate the presence of a residual macroscopic elec-
tric field in both polar LVO and KTO. The potential difference ∆V between VLVO and
VKTO when calculated for (001) orientation, comes out to be 6.34 eV and 4.80 eV
for the asymmetric and symmetric terminations, respectively. The corresponding val-
ues for (111) orientation are calculated to be 5.20 eV and 4.54 eV for the instances of
asymmetric and symmetric terminations, respectively. The work function, which is the
difference between the vacuum level and Fermi energy is calculated to be 7.1 eV and
6.8 eV for the asymmetric and symmetric termination in (001) direction, respectively.

83



Emergent properties in LVO-based perovskite oxide heterostructures

In (111) orientation, for asymmetric and symmetric termination cases, the evaluated
values of the work function are 6.1 eV and 6.2 eV, respectively.

Charge Density Di�erence Charge Density Di�erence

LVO/KTO (111)

(b)

vacuum

WF

EF

Figure 3.20: (a)-(b) The planar average of the electrostatic potential (oscillating green
curves) along the z-direction (perpendicular to the interface) and the macroscopic aver-
age of electrostatic potential (red curves) of (111)-oriented LVO/KTO HS for asymmet-
ric and symmetric terminations, respectively. The crystal structures of corresponding
HS systems are shown within the plots in the background; where green, cyan, magenta,
brown, and red spheres represent La, V, K, Ta, and O atoms, respectively. The Fermi
energy (EF ) is set to zero. The charge density difference plots of the corresponding HS
systems are also shown; the yellow-colored regions designate electron accumulation,
whereas the blue color reflects electron depletion in the HS.

Furthermore, the values of macroscopic average charge carrier densities at individ-
ual surfaces and the interface in (001)-oriented LVO/KTO with symmetric termination
of KTO are calculated using Maxwell’s equation ∇.E=ρ/ε0; ε0 is the permittivity of
vacuum. The 2D charge densities (in /cm2) are produced by integrating the volume
charge densities (in /cm3) along the direction normal to the interface. In (001)-oriented
LVO/KTO with symmetric termination of KTO, the carrier densities at the TaO2 sur-
face, VO2 surface, and interfacial region are −0.02, 0.012, and -0.012 in the units of
1014/cm2, respectively. Positive and negative signs represent holes and electrons, re-
spectively. As a result, the presence of holes on the VO2 surface, as well as electrons
at the interfacial region, indicates charge transfer from the latter to the former. Charge
density difference plots for the LVO/KTO HS are shown in the lower panels of Fig.
3.19 and Fig. 3.20 for (001) and (111) orientations, respectively to further corroborate
the directions of charge transfer as mentioned above. The charge density difference is
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calculated using the equation

∆ρ = ρLVO/KTO−ρLVO−ρKTO (3.1)

where ∆ρ is the charge density difference, ρLVO/KTO, ρLVO, and ρKTO are the charge
densities of the HS system, LVO slab, and KTO slab with the same atomic positions and
lattice constants. The LVO and KTO slab models are built in identical LVO/KTO HS
with the other part replaced by a vacuum. The yellow-colored regions designate the in-
creased charge density (electron accumulation) upon the formation of HS, whereas the
blue color reflects the decrease in charge density (electron depletion) in the HS. In Fig.
3.19 (a), the charge transfer from the surface (VO2)− layer to the interfacial (TaO2)+

and (VO2)− layers in (001) orientation for asymmetric termination of the KTO slab is
depicted by the corresponding colors. The surface layers of the KTO slab are unaffected
by the asymmetric termination in terms of charge transfer. For symmetric termination
of the KTO slab, the charge transfer from the surface (VO2)− layer to the interfacial
(TaO2)+ and (VO2)− layers is observed. The zoomed-in portion of the charge density
in the interfacial region is shown in the inset of Fig. 3.19 (b). In addition to the electrons
in the orbitals polarized along the z-direction of the V atom in the interfacial VO2 layer,
a distinct accumulation of electrons in dxy orbitals of the Ta atom in the interfacial TaO2

layer is illustrated in the inset. Also, a few layers from the surface on the KTO side (ter-
minated by (TaO2)+ layer) participates in the charge transfer upon the formation of the
heterostructure. In (111) orientation, the charge transfer from the surface (V)3+ layer to
the interfacial layers is noticeably observed in Fig. 3.20 (a) and (b) for asymmetric and
symmetric cases, respectively. Moreover, the spatial charge distribution in these plots
forms hybridized dxz and dyz orbitals, giving orbital polarization along the z-direction
as mentioned earlier.

3.4.5 Spin texture
In addition to the band structure analysis, we have also calculated the energy contour
plots of the spin texture in the reciprocal space (kx-ky plane) for the heterointerface
LVO/KTO for the two terminations of the KTO slab in (001) and (111) orientations. The
color bar on the right depicts the modulus as well as the orientation of spin polarization,
with up (red) and down (blue) spins. For asymmetric termination of the KTO slab in
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(001) orientation, the spin texture plots along the three cartesian axes (Sx, Sy, and Sz) at
an energy of E-E f = 0.32 eV are shown in Fig. 3.21 (a). From the plots, it is clear that
the 2D Rashba splitting is observed for the band highlighted in red color in the band
structure plot in (fig. 3.13). It is explicit that the Rashba bands have spin-polarization in
the x-y plane and negligible value of the Sz components. For (001) orientation having
symmetric termination of KTO slab, the spin texture plots along the three cartesian
axes are shown in Fig. 3.21 (b). It is quite distinct that the 2D Rashba splitting is
observed in the contour plot on the plane with energy E-E f = 0.23 eV similar to the
case of asymmetric termination. The bands reveal predominantly in-plane Sx and Sy

spin components with almost vanishing out-of-plane Sz component. The splitting in
reciprocal space is comparatively larger for the symmetric case as seen from the plots.

L
V

O
/K

T
O

 (
0
0
1
)

A
s
y
m

m
e
tr

ic
S

y
m

m
e
tr

ic

Sx Sy Sz

Sx
Sy Sz

(a)

(b)

Figure 3.21: Spin-texture on constant energy contour plots corresponding to a cut at en-
ergy (E-EF ) (a) 0.32 eV, (b) 0.23 eV for each spin component along the cartesian axis
(Sx, Sy, and Sz) calculated in kx-ky plane for the heterointerface LVO/KTO in (001) ori-
entation for asymmetric and symmetric terminations, respectively. The colors indicate
the modulus as well as the orientation (up(red) or down(blue)) of the spin polarization.

Similar plots of LVO/KTO in (111) orientation in Fig. 3.22 show all three com-
ponents present in the spin texture plots indicating a complex spin structure. Here,
splitting in reciprocal space is more for asymmetric termination, while both the termi-
nations show hexagonal symmetry in (111) orientation. Spin-texture plots for the bands
showing the Rashba splitting display the opposite spin orientation for the momentum-
dependent spin-split band pair. It should be noted that the spin-texture plots show de-
tailed information like different symmetries viz. four-fold and six-fold symmetries for
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3.4 Rashba splitting in (001) and (111) LVO/KTO heterostructures

(001) and (111) orientations of HS, respectively owing to the symmetry of the crystal
structure. As the ring size of the contour plot depends upon the shape of the subband
as well as the energy value of the isosurface plot, hence the four cases show differ-
ent ring sizes due to the distinct energies as well as the shapes of the subbands being
considered. As a result of this, there is a difference between the spin textures for the
asymmetric and symmetric terminations. Otherwise, other aspects like symmetry and
the presence/absence of out-of-plane spin components are similar for the two types of
terminations. Thus, only a profound understanding of this elusive competition between
the electron-correlations, SOC, and other effects like interfacial confinement as well as
crystal orientation would allow us to tune the Rashba splitting in these HS systems.
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Figure 3.22: Spin-texture on constant energy contour plots corresponding to a cut at en-
ergy (E-EF ) (a) 0.02 eV, and (b) −0.11 eV for each spin component along the cartesian
axis (Sx, Sy, and Sz) calculated in kx-ky plane for the (111)-oriented LVO/KTO heteroin-
terface for asymmetric and symmetric terminations, respectively. The colors indicate
the modulus as well as the orientation (up(red) or down(blue)) of the spin polarization.

3.4.6 Interface energetics
To estimate the interfacial thermodynamic stability of the n-type interfaces in these four
HS systems, we have calculated the cleavage energies using the following equation:

Ecleavage = (ELVO
slab +EKTO

slab −EHS)/A (3.2)

; where ELVO
slab , EKTO

slab , and EHS are the total energy values of LVO slab, KTO slab, and
LVO/KTO HS, respectively. “A” denotes the interfacial area. The LVO and KTO slab
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models are constructed in the same LVO/KTO HS with the other part replaced by a
vacuum. The cleavage energy can be explained as the energy per unit cell required to
separate the HS into individual components and its value governs the cohesive strength
of the interface between LVO film and KTO substrate, which can affect the thermo-
dynamic stability of the interface. The calculated cleavage energies for the n-type
(LaO)+/(TaO2)+ interface in (001) LVO/KTO are 0.16 eV2 and 1.41 eV2 for asymmet-
ric and symmetric cases, respectively. For (LaO3)

−3/(Ta)+5 interface in (111)-oriented
HS, the values are 0.75 eV2 and 0.27 eV2 for asymmetric and symmetric instances,
respectively.

3.4.7 Conclusions
In conclusion, we have investigated the orientation dependence of structural, electronic,
electrostatic, and spintronic properties in polar-polar perovskite oxide HS LVO/KTO
with the n-type interface for (001) and (111) crystallographic orientations. Electronic
structure calculations show an n-type conducting interface and the Rashba spin splitting
in the bands with values of αR in the range of 0.37− 0.9 eVÅ and ER in the range of
0.6−4.5 eV owing to the high SOC of Ta atoms and symmetry breaking electric field
present in the heterostructure. Orbital-dependent Rashba splitting is noticed due to the
occupation of heavy bands dyz/dxz and the additional occupation of dz2 bands in (111)
orientation. Spin-splitting is larger at the anticrossing regions of the dxy and dxz/yz sub-
bands. The values of the cleavage energies further confirm the thermodynamic stability
of the interfaces in the studied systems. The residual macroscopic electric field present
in the two constituent materials, as well as the contact potential at the interface of these
heterostructures, can be seen in the electrostatic potential plots. The spin texture on
energy contour plots calculated in the reciprocal space confirms the 2D nature of the
Rashba spin splitting of 2DEG in (001) orientation, while a complex spin structure is
observed in (111) orientation. Thus, our study widens the realm of perovskite-based
thin film heterostructures for future spintronic applications maneuvering the Rashba
effect with complex spin texture.
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C H A P T E R 4

Spin-polarized 2DEG at EuO/KTO
interface

”God does not play dice with the universe.”

Albert Einstein

4.1 Introduction
Spin-polarized 2DEG at the interface of oxide heterointerfaces is gaining considerable
attention as a result of its ground-breaking technical evolution in low-power memory
and logic devices. Not long ago, it was anticipated and observed that spin-polarized
2DEG was present at the interfaces of non-magnetic perovskite transition-metal ox-
ides with ABO3 stoichiometry244,259,278–281. An alternative way for creating the spin-
polarized 2DEG at the interface is to create a heterostructure comprising non-magnetic
perovskite oxide and magnetic material282–284. Likewise, magnetic interfaces in ox-
ide heterostructures include GdTiO3/STO285, SrMnO3/(LaMnO3)1/SrMnO3

286, and
between SrRuO3 and LSMO218. EuO is one of the magnetic materials that has re-
cently been predicted and validated experimentally for producing spin-polarized 2DEG
at oxide interfaces207,287–290. Additional study into the realization of spin-polarized
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2DEG includes the interface of EuO with oxygen-deficient STO291, and DFT investi-
gations of LAO/EuO heterointerface. The internal electric field of polar LAO drives
charge carriers into the 5d-conduction bands of FM EuO292,293. Experiments combined
with first-principles calculations reveal a substantial positive linear magnetoresistance
in the 2DEG at the EuO/STO interface below the Curie temperature of EuO294. In
addition, the use of a high-k 5d oxide, KTO, as a substrate material is currently at-
tracting interest in oxide heteroepitaxy120,121,263,295–297. Very recently, a new type of
high-mobility spin-polarized 2DEG has been reported at the interface between EuO and
KTO13,122,123,298. The spin-polarized 2DEG showed an anomalous Hall effect with a
Curie temperature of 70 K122. The broken space inversion symmetry at the interface
of EuO/KTO HS and significant atomic SOC strength of high-Z element Ta give rise to
Rashba spin-orbit field in the HS. The asymmetric potential at the interface generates
an out-of-plane electric field. In the rest frame of an electron, this electric field mani-
fests as an in-plane effective magnetic field BR acting on the electron spin. The Rashba
Hamiltonian HR =αR(σ×k).ẑ describes the orthogonal locking of electron spin and the
wave vector for the in-plane motion of the electron. αR, k, σ , and ẑ represent the Rashba
coupling constant, the wave vector of the electron, the vector of the Pauli spin matrices,
and the direction of the inversion-symmetry breaking field, respectively. The proximity-
induced exchange interactions at the interface also produce an effective magnetic field
Bex that acts in the direction of magnetization. It is worth noting that the presence of
significant SOC, exchange interactions, and certain band structure features could all be
leveraged to create topologically non-trivial states that can lead to QAHE299,300. The
quantized version of the anomalous Hall effect, in which the Hall conductance is quan-
tized in units of e2/h without the necessity for an external magnetic field in the system,
is known as QAHE. The appearance of a non-zero Chern number in the electronic bands
due to broken time-reversal symmetry in the absence of Landau levels or the external
magnetic field signifies quantized Hall conductance. It leads to topologically protected
dissipationless chiral edge states with no backscattering of electrons, which is revolu-
tionary for next-generation electronics. Highly celebrated 2D material graphene which
sparked a chain of scientific discoveries and industrial applications displays some spe-
cific features in the band structure such as the Dirac cone. However, because it lacks
the inherent magnetic ordering and has a low SOC strength, QAHE does not exist in the
graphene. Inducing QAHE in several graphene-based heterostructures by the proximity
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effect of magnetic and high spin-orbit coupling materials is a current scientific research
area of interest301–304. Furthermore, Rehman et al. theoretically reported the opening of
a non-trivial SOC gap to produce QAHE in heavy-element atomic layers on monolayer
CrI3

305. CrI3/X (X = Bi, Sb, or As) systems are predicted to exhibit QAHE associated
with the non-zero Chern number in the SO gaps. Berry curvature Ω(k) exhibiting sharp
peaks at the momenta of SOC-induced gaps pointing to the presence of a Hall plateau
and the non-zero Chern number indicating the existence of QAHE have been observed
recently306–309. The presence of proximity-induced Zeeman exchange splitting and the
Rashba spin-orbit field in the EuO/KTO HS warrants a thorough examination of the
system’s detailed electronic band structure using DFT calculations to look for the pos-
sibility of such quantum phenomena.
In this chapter, using a comprehensive DFT study, we examine the orbital, spintronic,
and topological properties of the 2DEG with detailed electronic structure calculations
in the EuO/KTO heterointerface. The non-stoichiometric geometry of the superlattice
structure causes the charge transfer at the interface creating the 2DEG. The hybridiza-
tion of Eu and Ta d orbitals causes spin splitting of the 2DEG due to the proximity effect
of EuO. Magnetic ordering at the interface is related to the occupation of 5dxy orbitals
of Ta at the interfacial layer on the KTO side. The Rashba SOC opens the gap between
the degenerate states at the crossing point of majority and minority spin bands in the
conduction band region near the Fermi energy suggesting the possibility of non-trivial
topology in the band structure. The non-zero Chern number and spikelike features of
calculated Berry curvature at these SOC-induced gaps reveal that EuO/KTO system
hosts non-trivial topological states. Negative magnetic anisotropy energy (MAE) indi-
cates that the magnetic easy axis is perpendicular to the interfacial plane.

4.2 Computational Methodology
The first-principles calculations based on DFT were performed using the PAW method
as implemented within the VASP201,202,233. GGA with PBE exchange-correlation func-
tional was used200. Structure optimization and electronic properties were investigated
within DFT+U formalism. In the DFT+U method, the Hubbard correction U was used
to account for strong on-site Coulombic interactions between the localized d and f elec-
trons of Ta and Eu, respectively within Dudarev’s approach164. Values of 7.3 eV and
1.1 eV kept fixed for the Hubbard U correction and exchange interaction parameter J,
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respectively for the f orbitals of Eu are well reported in the literature310. The corre-
sponding values of U and J used for the d orbitals of Ta were 5 eV and 1 eV, respec-
tively. The structure optimization was done with the gamma-centered k-point mesh of
5× 5× 2 to get more converged results. A kinetic energy cut-off of 520 eV was used
for the plane-wave basis set. The superlattice structure of EuO/KTO was made up of
two symmetric n-type interfaces (EuO)0/(TaO2)+. Bulk KTO and the rock salt EuO
have lattice constants of 3.98 and 5.14 Å, respectively. As a result, the EuO cell is
rotated at a 45◦ angle to match the perovskite KTO (substrate) in [001] orientation. The
successful growth of EuO films on KTO substrate by experimental groups justifies the
high lattice mismatch of –8.8% between the EuO and KTO systems13,122,123. SOC was
considered in the second-variational technique, which was implemented in VASP, with
magnetization in the direction of the quantization axis along (001). The spin quantiza-
tion axis was rotated from the x-y plane (in-plane) to the z-axis (perpendicular to the
interface) for MAE calculations, where the magnetic moment values were kept con-
stant. To get a more accurate value for MAE, the convergence criterion was raised
to 10−6 eV for self-consistent calculations including SOC. To confirm the non-trivial
topology of the electronic band structure, the Berry curvature and the Chern number
were calculated with the VASPBERRY code237 using the Bloch wavefunctions output
by the VASP code. PyProcar code203 was used to plot the spin texture on the constant
energy contour in the reciprocal space considering the non-collinear SOC calculations
using the VASP.

4.3 Electronic structure
Rare-earth monochalcogenide EuO in its bulk form has a rocksalt crystal structure and
is a ferromagnetic semiconductor in the ground state. FM ordering is driven by the
Heisenberg exchange coupling between the localized Eu-4f moments of 6.9 µB /Eu
below its Curie temperature (TC) of 69K311. The experimental electronic energy gap
is 1.12 eV in EuO, at room temperature312. Due to its exceptional semiconducting and
ferromagnetic (FM) properties, the rare-earth compound EuO has garnered considerable
attention for a long time and has potential in semiconductor-based spintronics such as
spin-filter tunnel barriers313,314.

Using spin-polarized calculations, a magnetic moment value of 6.9 µB is observed
on the localized 4f states of Eu. In order to get an idea of the relative position and occu-
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Figure 4.1: Total as well as atomic and orbital projected DOS in bulk EuO with spin-
polarization.

pation of 5d and 4f orbitals, the total and orbital-projected DOS for the ferromagnetic
EuO is calculated with spin-polarization and is shown in Fig. 4.1. A gap of 0.74 eV is
found between the valence and conduction bands in our calculations. This calculated
value is slightly lesser than the experimental reported value of 1.12 eV315. A sharp peak
corresponding to Eu-4f spin-up states is observed just below the Fermi level. The con-
duction band is mainly composed of Eu-d states in addition to a small contribution from
O-p states. On the other hand, the valence band below the Eu-4f peak is composed of
O-p states with a major contribution, along with a small contribution from Eu-5d states.
It is to be noted that in the Eu-4f peak, Eu-5d states are also there with lower density.
The valence band is the admixture of p states of O and 5d and 4f states of Eu. Thus
there is hybridization of the d and f states of Eu near the Fermi level. This causes the
spin splitting of 5d states of Eu which is induced by the localized 4f spins. As a result,
the ferromagnetic ordering in EuO is described by the super-exchange interactions be-
tween 4f and 5d orbitals of Eu. Next, the spin-polarized electronic band structure of
bulk ferromagnetic EuO is calculated along the high symmetry path Γ-X-W-L-Γ-K-X
and is illustrated in Fig. 4.2. It is observed that the semiconducting gap is a direct band
gap with the valence band maximum and conduction band minimum at the Γ point. The
nearly flat bands appearing right below the Fermi level corresponding to the sharp peak
in the DOS plot, are formed by highly localized 4f spin-up states. In contrast, spin-split

93



Spin-polarized 2DEG at EuO/KTO interface

Figure 4.2: Spin-polarized electronic band structure of bulk EuO along the high symme-
try path Γ-X-W-L-Γ-K-X. Red and blue lines correspond to the majority and minority
spin states, respectively.

conduction band states above the Fermi level, which are produced by 5d states of Eu,
are quite dispersive.

To determine the electronic properties of the EuO/KTO superlattice, we calculate
the spin-polarized electronic structure using first-principles calculations. In Fig. 4.3
(a), the computed total DOS is displayed along with the orbital projection on the atoms.
The plot illustrates the metallic n-type conducting heterointerface with partially occu-
pied states at the Fermi level or 2DEG with the spin splitting of the electronic states.
Polar KTO is made up of alternating (KO)− and (TaO2)+ charged planes whereas FM
EuO consists of (EuO)0 neutral planes. The HS is composed of nonstoichiometric KTO
substrate terminated with the (TaO2) monolayers on both sides to have two symmet-
ric EuO/TaO2 interfaces. The extra (TaO2)+ monolayer induces unbalance of charge,
leading to electron doping in the HS giving rise to 2DEG.

To determine the spatial distribution of the 2DEG in the depth of the superlattice
structure, we calculate the layer-wise DOS projected on the atomic layers. Due to the
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(b)(a)

Figure 4.3: Spin-polarized DOS (a) Total DOS along with the orbital projection on the
corresponding atoms, (b) Layer-wise projected DOS on the atomic layers shown in the
background of the plot.

mirror symmetry of the superlattice structure used for the calculations, only the first 8
layers are shown in the DOS plot (Fig. 4.3 (b)), with the atomic layers shown in the
background and the layer number marked on the right. The first two EuO layers con-
tribute to the states at the Fermi level to some extent whereas the KO layers (numbered
4, 6, and 8) do not contribute to the conducting states at the Fermi energy. The TaO2

layer at the interface (marked as 3) makes the most contribution to the 2DEG or states
at the Fermi level. Furthermore, the projection on the d orbitals of Ta in the interfacial
layer (numbered 3) as shown by colored lines depicts the major contribution from dxy

orbitals at the interface. As we go away from the interface, the contribution of TaO2

layers starts to diminish. This illustrates the confinement of the 2DEG at the interfacial
TaO2 layer on the KTO side. The exchange splitting of electronic states follows a simi-
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Figure 4.4: Spin-polarized electronic band structure (a) Band structure plot of the
EuO/KTO superlattice along the high symmetry path Y-Γ-M-X in the 2D Brillouin
zone as shown in the inset, with red and blue lines representing up and down spin, re-
spectively. (b) d-orbital projected band structure plot along the path Y-Γ-M with the
value of exchange splitting in the dxy orbitals indicated in the figure.

lar pattern, with the highest value found at the interfacial TaO2 layer. As a result of lifted
degeneracy caused by broken inversion symmetry at the interface, the light dxy band is
split towards lower energy in comparison to the two heavier dxz and dyz bands. Only
the dxy band is occupied at low carrier densities or at low Fermi levels, and therefore
only one type of carrier is used for transport. Further, the spin-polarized band structure
calculated along the high symmetry path Y-Γ-M-X as shown in Fig. 4.4 (a) reveals
the parabolic bands near the Fermi level around Γ. There are multiple band crossing
points between the majority and minority spin bands in Γ-M and Y-Γ directions. Along
the Y-Γ-M path, we can see heavy bands somewhat above the Fermi level, in addition
to the light parabolic bands. To investigate the orbital characteristics of these bands,
band structure with projection on the 5d orbitals of Ta along the path Y-Γ-M around the
Fermi level is shown in Fig. 4.4 (b). In the 2DEG, we see two types of charge carriers
with different orbital characteristics. Due to the splitting of t2g states, the dxy orbitals
primarily confined at the interfacial layer create the light parabolic bands closer to the
Fermi energy, but the anisotropic heavy dxz/dyz states are relatively away from the Fermi
level. This is because of the reduction in symmetry and the orbital reconstruction at the
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interface. 2DEG involving the dxy orbitals of interfacial Ta has a significant exchange
splitting of 0.73 eV resulting in a spin-polarized interface channel. The substantial ex-
change splitting between the two spin channels of 5dxy orbitals of interfacial Ta atom
due to hybridization with the exchange-split d orbitals of Eu atoms caused by the prox-
imity effect is the fundamental source of magnetism. To analyze the band crossing
points along Γ-M direction with dxy orbital character (responsible for interfacial mag-
netism) near the Fermi level, the band structure along the M’-Γ-M path is illustrated
in Fig. 4.5. The oppositely polarized spin bands with the crossing points α1 and α2

near the Fermi level are zoomed in the inset of Fig. 4.5. These band crossing points
appearing in the Ta states open up the possibility of creating a non-trivial topological
gap as SOC is turned on, which will be addressed later.

α1 α2

Figure 4.5: Band structure along M’-Γ-M path with the band crossing points of majority
and minority spin states, α1 and α2 are zoomed in the inset.

4.4 Spin and Charge density
Bulk EuO is an FM semiconductor with a magnetic moment of 6.9 µB per Eu ion.
The spin-polarized states localized on Eu 4f bands interact with the conduction band
formed by 5d orbitals, resulting in a substantial exchange splitting of 0.6 eV of the
empty conduction band. To calculate the magnetic moment on the individual atoms
in the superlattice due to the proximity effect, we perform spin-polarized calculations.
The magnetic moment generated on Eu atoms by f orbitals is calculated to be 6.9µB,
which agrees well with the bulk value. We also observe an induced magnetic moment of
0.165µB localized at the interfacial Ta atoms, originating from 5d orbitals. We calculate
the spin polarization at the Fermi level using equation 4.1, where ρ↑ and ρ↓ are the
total up and down spin DOS at the Fermi level, respectively. The spin polarization at
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the Fermi level is calculated to be 0.294, a positive value indicates that spin-up states
dominate spin-down states at the Fermi level, implying ferromagnetism at the interface.

P =
ρ↑−ρ↓
ρ↑+ρ↓

(4.1)

 

 

 

 

 

up down 

O Ta Eu K

Figure 4.6: Spin density distribution of the EuO/KTO superlattice with red (up spin)
and blue (down spin) isosurfaces. The inset of the figure shows the top view of the
interfacial TaO2 layer with the induced spin density in dxy orbitals.

We have shown isosurface plots for spin density distribution in Fig. 4.6 to get infor-
mation about the induced spin density at the interface. The net spin accumulation at the
interface is seen in the isosurface plots with red and blue colors showing up and down
spin densities, respectively. The spin density on the Ta atoms in the interfacial layer
is seen as red hue isosurfaces. Planar oxygen atoms in the interfacial TaO2 layer have
a magnetic moment or spin density that is opposite to that of the Ta atoms, whereas
apical oxygen atoms in the next EuO layer have a magnetic moment that is parallel to
that of the interfacial Ta atoms. The induced spin density in the dxy orbitals of the Ta
atom responsible for the spin-polarized 2DEG is further confirmed in the top view of
the interfacial TaO2 layer in the inset of Fig. 4.6. Fig. 4.6 also shows the values of the
induced magnetic moment on the Ta atoms in the TaO2 layers in EuO/KTO superlattice.
To get a quantitative picture of the spatial distribution of 2DEG with superlattice depth,
we integrate the partial DOS projected on each layer from E-E f = -0.77 eV (bottom
of 2DEG) to E f (Fermi energy) to get the electron number occupation of each layer,
which produces the metallic states of 2DEG at the Fermi level, as shown in Fig. 4.7 (a).
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This confirms that the electrons in the 2DEG are primarily localized on the KTO side,
particularly at the interfacial TaO2 layer, as previously stated. The number of electrons
continues to drop as we go away from the interfacial layer. The charge carrier density
of the 2DEG at the interface is calculated from the electron number occupation of the
interfacial TaO2 layer designated as 3. The corresponding values of carrier density of
2DEG at the interface nup and ndown are 1.00× 1014 cm−2 and 0.38× 1014 cm−2 in
the majority and minority spin states, respectively. The charge transfer at the inter-
face is depicted by the differential charge density plots of the EuO/KTO superlattice, as
illustrated in Fig. 4.7 (b). Accumulation (depletion) of electronic charge density is rep-
resented by the yellow (blue) color in the plot. There is relatively little variation on the
Eu atom in terms of charge transfer, the interfacial Ta atom, on the other hand, shows
significant accumulation and depletion of electrons in certain orbitals. The accumulated
electrons in Ta occupy dxy orbitals and dyz/dxz orbitals show depletion of electrons. As a
result, there is a redistribution of charge in the 5d orbitals of interfacial Ta atoms. Also,
charge accumulates in the p orbitals of O atoms in the interfacial EuO and TaO2 layers
due to the O atom’s high electronegativity.

Figure 4.7: (a) Layer decomposition of electron occupation in the 2DEG (b) Differential
charge density plot of the EuO/KTO superlattice. The yellow color represents electron
accumulation, while the blue color represents electron depletion.
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Figure 4.8: The band structure of the EuO/KTO superlattice with SOC with the orbital
character of the bands marked in the figure.

4.5 Rashba SOC and Berry curvature
To investigate the effect of spin-orbit interaction, SOC is incorporated into the electronic
structure calculations. Fig. 4.8 depicts the band structure with SOC in the 2D Brillouin
zone displaying the orbital character of the bands. It is quite interesting to note that
we do not see the conventional Rashba splitting in the bands, which consists of two
parabolas that are offset horizontally. Next, we wish to see the influence of SOC on
the band crossing points α1 and α2 around the Γ point towards the M’ and M points,
respectively near the Fermi level (as shown in the inset of fig. 4.5). It is noticed that
the Rashba spin-orbit gap (∼ 4.8 meV) appears to be opened at these band crossing
points as seen in the inset of Fig. 4.9, whereas, the system remains metallic with two
highly dispersive bands crossing the Fermi level. It is significant to notice that the
bands in the graphene-BaMnO3 system do not exhibit the conventional Rashba splitting
(two horizontally displaced parabolas) as also seen in EuO/KTO HS here. Also, the
crossing points of the majority and minority spin bands, create a Rashba spin-orbit
gap including SOC307. The broken time-reversal symmetry induced by the interfacial
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magnetic ordering caused by the proximity effect of EuO in the superlattice could give
rise to non-trivial topology around these SO-induced gaps. To confirm the non-trivial
topology of the electronic structure, the Berry curvature Ω(k) is calculated along the
high symmetry path M’-Γ-M for the bands around the Fermi level as shown in Fig. 4.9
together with the corresponding bands. The negative peaks of Ω(k) are observable at
the momenta of SO gaps around the Γ point (Fig. 4.9). Further, the anomalous Hall
conductivity (AHC) σxy is related to the Chern number C by σxy=Ce2/h. We calculate
the Chern number for the occupied bands with the VASPBERRY code based on Fukui’s
approach316 by integrating the Berry curvature Ωn(k) of each nth energy band over the
entire BZ and summing over all occupied bands using equation (2),

C = ∑
n

1
2π

∫
BZ

d2kΩn(k) (4.2)

A general way to calculate the gap Chern number is to add the Chern numbers of
all the bands below the band gap (Cgap = ∑Ci). We find the n-type metallic electronic
structure with a gap between the valence and conduction bands and Fermi level crossing
the conduction bands in EuO/KTO HS. We determine the Chern number of the SO
gap by adding the Chern numbers Ci for all the bands up to the Fermi energy. We
can incorporate the occupied states in the conduction bands below the Fermi level, by
including the contribution from these bands to the Chern number as well. This also
contains the two bands with the SOC-induced gaps at α1 and α2. With a magnitude
of 6, the estimated Chern number, C=−6, indicates the existence of six topologically
protected chiral edge states. In a few other systems, large Chern values up to C = 6 have
already been reported317,318.

Moreover, the idea that one can determine the Chern number of occupied states for
semiconductors is generally understood. Whereas the metallic electronic structures like
those in the current EuO/KTO instance are peculiar. Nonetheless, the Chern number has
been calculated for metallic electronic states in a few previous studies318,319. Lukas et
al.318 reported two potential QAHE states in the 2D limit of magnetic Weyl semimetal
Co3Sn2S2 based on stoichiometry. The monolayer with the stoichiometry Co3SnS2 is
found to be a semimetal with a Chern number of 6. The energy-dependent AHC for
Co3SnS2 monolayer reaches up to almost 6e2/h corroborating the quantization of the
AHC. However, since Co3SnS2 lacks a global band gap, its AHC changes sharply as
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Figure 4.9: The Berry curvature along the high symmetry path M’-Γ-M along with the
bands having the Rashba spin-orbit gap opened at the crossing points α1 and α2. The
zoomed-in spin-orbit gaps are shown in the inset.

the energy varies around E f . Because Co3SnS2 monolayer is semimetallic, the projec-
tions of the bulk conduction and valence are separated by a gap, which is joined by
six edge bands. The aforementioned illustration vividly highlights the importance of
obtaining a non-zero Chern number in a system that has the potential of hosting non-
trivial topological chiral edge states but lacks the global gap. It is worth mentioning
here that on the same grounds of obtaining non-zero Chern numbers, it was expected
that ferromagnetic RuCl3 and RuBr3 monolayers and BaTiO3/Ba2FeReO6/BaTiO3 het-
erostructures would exhibit QAHE. But because the systems were overall metallic, a
gap would need to be created, potentially with the help of strain engineering, to ac-
quire the quantized portion of conductivity319,320. Additionally, the graphene-BaMnO3

system realizes a hybrid QAH state with the trivial metallic states at the fermi level
against the backdrop of topologically non-trivial bands with a robust quantized anoma-
lous Hall conductivity307. Similar to the preceding point, strain engineering may be
used to establish the gap necessary to produce this quantized portion of anomalous Hall
conductivity in the EuO/KTO system by pushing apart the two additional bands that
exist at the fermi level. As a result of proximity coupling between ferromagnetic insu-
lator EuO and the perovskite oxide KTO containing heavy metal atom Ta, non-trivial
topological states are found at the interface of EuO/KTO.

We also calculate the spin texture of the bands having SO gap on the constant energy
contour in the reciprocal space. The constant energy contour has fourfold symmetry as
seen in Fig. 4.10. A section of the in-plane counterclockwise tangent electron spins
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Figure 4.10: The spin texture of the bands with the Rashba spin-orbit gap on the con-
stant energy contour in reciprocal space. A portion of the anticlockwise helical spin of
the outer band labeled 1 is zoomed in the inset.

in a helical pattern signifying the linear Rashba effect for the outer band labeled 1 is
zoomed in the inset of Fig. 4.10. The inner band marked as number 2 depicts a single
winding of electron spin i.e. electron spin completes a single revolution by 2π without
changing its chirality as it moves clockwise around constant energy contour in a helical
pattern.

Finally, the value of the MAE has been obtained according to the expression MAE =

E⊥−E‖ to find the direction of the easy magnetization axis in the EuO/KTO heteroin-
terface. In the above expression, the E⊥ and E‖ are the total energies of the EuO/KTO
superlattice determined with the magnetization direction perpendicular and parallel to
the interfacial plane, respectively. The total energy values are calculated by changing
the magnetization axis from the in-plane direction [100] to out-of-plane [001] direc-
tion. The MAE for this superlattice is determined to be -0.7 meV; a negative value
indicating the PMA321, which is important for spintronic and magnetoelectronic ap-
plications. Thus the spins are oriented out-of-plane or perpendicular to the interface.
The computed MAE value in the EuO/KTO superlattice is comparable to that in the
LSMO/LAO superlattice321.

4.6 Conclusions
In conclusion, we investigate the spin-polarized 2DEG at the interface of the EuO/KTO
superlattice using first-principles calculations. We show that the magnetic ordering at
the interface is related to the occupation of more extended 5dxy orbitals of Ta with
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0.165 µB magnetic moment in the d orbitals per Ta atom. A substantial exchange split-
ting value of 0.73 eV larger than that of bulk EuO is observed. The gap-opening at
the crossing point of majority and minority spin states, on incorporating the SOC raises
hope for the presence of non-trivial topological states. The pronounced negative spikes
of Berry curvature Ω(k) at the momenta of these SO gaps around the Fermi level and the
integral value of Chern number confirms the non-trivial topology of the band structure.
If the additional bands at the fermi level can be driven away such as through strain en-
gineering, it can display QAH insulating characteristics. The spin texture of the bands
with the SO gap on the constant energy contour in the reciprocal space reveals the heli-
cal spin texture with single spin winding having opposite chirality, characteristic of the
Rashba effect. According to the negative MAE, the magnetic easy axis is perpendicular
to the interfacial plane. As a result, our study adds a viable option to the list of mag-
netic oxide interfaces with PMA, the Rashba effect with a distinct helical spin texture
as well as the non-trivial topological states, which are highly desirable in the low-power
spintronics, spin-orbitronics, and nanoelectronics.
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C H A P T E R 5

Summary and Future Outlook

”I never think of the future – it comes soon enough.”

Albert Einstein

5.1 Summary
This final Chapter of the thesis provides an overview of the key conclusions of the
research work that have been provided in the form of individual chapters.

Chapter 1 begins with a succinct backdrop of the study. The next section of this
chapter provides an overview of strongly correlated materials, including Mott-Hubbard
and charge-transfer insulators. After that, it provides a quick review of 2D magnetic
TMC and oxide heterostructures, two classes of strongly correlated materials. We have
also included a brief history of magnetism in solids and the exchange interactions that
mediate the magnetic ordering in order to provide some understanding of magnetism in
solid-state systems. The concept of SOC has then been explained, with emphasis placed
on the Rashba effect and its emergence in oxide heterostructures, followed by a short
description of SOC-driven topological states, particularly the quantum anomalous Hall
effect (QAHE). Towards the end of chapter 1, the theoretical background of various
computational methods useful in understanding the calculation of results presented in
this thesis has been provided.
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Chapter 2 infers to the ab initio study of electronic and ground state magnetic
properties in bulk and layered transition metal chalcogenides. In this context, the first
section of this chapter investigates the electronic structure and magnetic ordering in tri-
clinic CuSeO3. The electronic structure suggests that CuSeO3 in the triclinic phase is
a charge-transfer insulator. We find the non-collinear antiferromagnetic configuration
as the ground-state magnetic ordering. This can be attributed to the hybridization of
Cu-d and O-p orbitals, giving rise to Cu-O-Cu superexchange interactions. We observe
a spiral spin texture in the reciprocal space with a finite out-of-plane spin component.
Spintronics of such non-collinear antiferromagnetic charge transfer insulating states is
a relatively new and rapidly developing field of physics. In the following section of
this chapter, the vdW layered transition metal ternary chalcogenide CoAsS with strong
electron correlations is explored for its potential in spintronics. The dynamically stable
CoAsS monolayer via its rich magnetic and electronic phase diagram has been demon-
strated as a quasi-2D magnetic material. Because of the broken time-reversal symmetry
and SOC, a topological state with a non-trivial Chern number is revealed at the critical
Coulomb parameter using Kubo’s approach. These results make the CoAsS monolayer
very appealing for low-power-consumption nanoelectronics and spintronics.

Chapter 3 focuses on the emergent phenomena in perovskite oxide heterostruc-
tures based on polar perovskite oxide LaVO3 (LVO). In this regard, the first section of
the chapter explores the electronic properties in the heterostructure between a Mott in-
sulator LVO and a band insulator SrTiO3 (STO) with two distinct orientations (001) and
(111). The electronic structure confirms that this heterointerface comprising two bulk
insulators is n-type metallic in both orientations. Because of the peculiar orbital recon-
struction at the two interfaces, we notice the difference in orbital occupation as well
as orbital degeneracies. Furthermore, the Fermi surface reveals fourfold/sixfold sym-
metry as well as the presence/absence of open orbits in the (001)/(111) orientations.
Thus, unique orbital-occupation and degeneracies due to orbital reconstruction as well
as symmetry of Fermi surface highlights the important role played by crystal field in
determining the electronic properties in LVO/STO heterostructure. In the subsequent
section of this chapter, we have examined the (001) and (111) surfaces of polar per-
ovskite oxide KTaO3 (KTO) terminated with the Ta atoms for electronic and spintronic
properties. We observed the presence of 2DEG with parabolic bands near the Fermi
level at both the surfaces of KTO. The distribution of 2DEG is primarily contained in
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the surface layers of KTO in the 5d orbitals of Ta atoms. Due to the significant SOC
of Ta atoms and the breaking of inversion symmetry at the surfaces, the Rashba spin
splitting is visible in the bands. The spin texture on the Fermi surface and constant
energy contours corroborate the 2D nature of the Rashba spin splitting on the (001)
surface, While a complicated spin structure is seen on the surface of (111)-KTO. The
final section of this chapter is devoted to the emergent properties in polar-polar het-
erostructure of perovskite oxides LVO and KTO depending on the crystal orientation.
The charge transfer from the surface layers to the interfacial region due to the electronic
reconstruction mechanism results in high carrier density 2DEG. Momentum-dependent
Rashba spin splitting is seen in the electronic bands originating from the symmetry-
breaking electric field. We demonstrate the orbital dependence of the Rashba effect in
this heterostructure on account of orbital reconstruction at the interface. Spin-splitting
is larger at the crossing regions of the dxy and dxz/yz sub-bands. Further, the spin texture
of the Rashba-split bands highlights the complexity of the orientation-dependence in
the LVO/KTO heterostructure.

Chapter 4 is based on a theoretical understanding of high-mobility, conducting, and
spin-polarized 2DEG at the EuO/TaO2 interface of a ferromagnetic insulator EuO and
non-magnetic polar perovskite KTO. The presence of proximity-induced Zeeman ex-
change splitting and the Rashba spin-orbit field in the EuO/KTO superlattice warrants a
thorough examination of the system’s detailed electronic band structure to look for the
possibility of non-trivial quantum phenomena. 2DEG is confined on the KTO side par-
ticularly at the interfacial TaO2 layer in the dxy orbitals of Ta due to orbital reconstruc-
tion as confirmed by distributions of spin and charge density. The substantial exchange
splitting (0.73 eV) between the two spin channels of interfacial Ta-5dxy orbitals due
to the proximity effect of ferromagnetic EuO results in a spin-polarized 2DEG at the
interface. The band crossing points between the majority and minority spin bands open
a gap when SOC is turned on. The large spikes of the Berry curvature at the momenta
of SO-induced gaps and integral Chern number demonstrate the non-trivial band topol-
ogy. We observe the Rashba-type spin texture of the bands having the SO-induced gap
showing single spin winding of electron spin with opposite chirality without noticing
the conventional Rashba splitting in the bands. The magnetic easy axis is perpendicular
to the interfacial plane. Hence our findings suggest that EuO/KTO system has potential
in low-power quantum electronics, spintronics, and spin-orbitronics.
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5.2 Future Outlook
Strain engineering has been extensively employed to modulate physical properties, such
as optical, electrical, and magnetic properties by altering the lattice and electronic struc-
ture of 2D materials. It appears to be a highly efficient method for controlling the
properties of 2D materials due to their exceptional sensitivity to applied strain and ul-
trahigh flexibility relative to bulk materials. In addition to having the ability to influence
the intrinsic vdW magnetism, the strain has the potential to induce magnetism in non-
magnetic 2D materials. Another typical method for obtaining adjustable features is the
application of an electric field. Since high electric fields (such as those from gates or
interfaces) are common in nanosystems, this is especially appropriate for 2D materials.
The energy levels of 2D materials can be changed and split by the electric field, which
in turn finely controls the electronic structures. Further, charge transfer modifies the
local spin population in 2D magnetic materials, modulating the magnetic properties.
Therefore, in our future work, we will study the effect of strain and electric field in
magnetic and non-magnetic 2D materials to enhance or induce magnetic properties.

Multiferroic behaviour is referred to the co-existence of two or more ferroic orders
such as ferroelectricity, (anti-)ferromagnetism, and ferroelasticity. The magnetoelectric
effect, which enables the control of electric polarization by a magnetic field and the con-
trol of magnetization by an electric field, is one of the functions that can be produced by
the strong coupling between several ferroic orders. Therefore, the fervent research on
multiferroics has been driven by both the fascinating physics underlying the complex
spin-charge ordering in these materials as well as their intriguing potential for use in
multifunctional computing and memory systems in the future. As a result, a lucrative
research area has developed in conjunction with the consolidation of spintronics, owing
to proliferation of spintronic functionalities in multiferroic materials. Oxides concen-
trate a lot of multiferroic examples, often with a strong magnetoelectric coupling. As
a result, oxide heterostructures represent a fascinating platform for the demonstration
of magnetoelectric coupling using spintronic functionalities such as magnetoresistance,
anisotropic magnetoresistance, giant magnetoresistance, or tunnel magnetoresistance.
Therefore, in our future work, multiferroic oxide heterostrutures will be explored for
energy-efficient electric field control of magnetism for spintronics applications.
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N. Reyren, A. Barthélémy, M. Bibes, J. E. Villegas, C. Ulysse, X. Lafosse,
M. Pannetier-Lecoeur, S. Caprara, M. Grilli, J. Lesueur, and N. Bergeal, “Field-
effect control of superconductivity and Rashba spin-orbit coupling in top-gated
LaAlO3/SrTiO3 devices,” Sci. Rep., vol. 5, p. 12751, 2015.

[127] A. Fête, S. Gariglio, A. D. Caviglia, J.-M. Triscone, and M. Gabay, “Rashba in-
duced magnetoconductance oscillations in the LaAlO3 – SrTiO3 heterostructure,”
Phys. Rev. B, vol. 86, p. 201105, 2012.

[128] D. Bucheli, M. Grilli, F. Peronaci, G. Seibold, and S. Caprara, “Phase diagrams
of voltage-gated oxide interfaces with strong Rashba coupling,” Phys. Rev. B,
vol. 89, p. 195448, 2014.

[129] H. Liang, L. Cheng, L. Wei, Z. Luo, G. Yu, C. Zeng, and Z. Zhang, “Nonmono-
tonically tunable Rashba spin-orbit coupling by multiple-band filling control in
SrTiO3-based interfacial d-electron gases,” Phys. Rev. B, vol. 92, p. 075309,
2015.

[130] S. Bandyopadhyay and M. Cahay, Introduction to Spintronics, 2015, ch. 6, pp.
129–137.

121



[131] G. Dresselhaus, “Spin-orbit coupling effects in zinc blende structures,” Phys.
Rev., vol. 100, pp. 580–586, 1955.
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[201] P. E. Blöchl, “Projector augmented-wave method,” Phys. Rev. B, vol. 50, pp.
17 953–17 979, 1994.

[202] G. Kresse and D. Joubert, “From ultrasoft pseudopotentials to the projector
augmented-wave method,” Phys. Rev. B, vol. 59, pp. 1758–1775, 1999.

[203] U. Herath, P. Tavadze, X. He, E. Bousquet, S. Singh, F. Muñoz, and
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diction of two-dimensional diluted magnetic semiconductors: Doped monolayer
MoS2 systems,” Phys. Rev. B, vol. 87, p. 100401, Mar 2013.

[216] A. N. Andriotis and M. Menon, “Tunable magnetic properties of transition metal
doped MoS2,” Phys. Rev. B, vol. 90, p. 125304, Sep 2014.

[217] X. Zhang and Q. Li, “Electronic and magnetic properties of nonmetal atoms
adsorbed ReS2 monolayers,” J. Appl. Phys., vol. 118, no. 6, p. 064306, 2015.

[218] J. He, K. Wu, R. Sa, Q. Li, and Y. Wei, “Magnetic properties of nonmetal atoms
absorbed MoS2 monolayers,” Appl. Phys. Lett., vol. 96, no. 8, p. 082504, 2010.

129



[219] J. Choe, K. Lee, C.-L. Huang, N. Trivedi, and E. Morosan, “Magnetotransport in
Fe-intercalated T S2: Comparison between T = TiandTa,” Phys. Rev. B, vol. 99,
p. 064420, 2019.

[220] M. Habib, Z. Muhammad, R. Khan, C. Wu, Z. ur Rehman, Y. Zhou, H. Liu,
and L. Song, “Ferromagnetism in CVT grown tungsten diselenide single crystals
with nickel doping,” Nanotechnology, vol. 29, no. 11, p. 115701, 2018.

[221] D. Gao, Q. Xue, X. Mao, W. Wang, Q. Xu, and D. Xue, “Ferromagnetism in
ultrathin VS2 nanosheets,” J. Mater. Chem. C, vol. 1, pp. 5909–5916, 2013.

[222] T. Li, S. Jiang, N. Sivadas, Z. Wang, Y. Xu, D. Weber, J. E. Goldberger,
K. Watanabe, T. Taniguchi, C. J. Fennie, K. Fai Mak, and J. Shan, “Pressure-
controlled interlayer magnetism in atomically thin CrI3,” Nat. Mater, vol. 18, pp.
1303–1308, 2019.

[223] S. Jiang, L. Li, Z. Wang, K. F. Mak, and J. Shan, “Controlling magnetism in 2D
CrI3 by electrostatic doping,” Nat. Nanotechnol, vol. 13, pp. 549–553, 2018.

[224] L. Thiel, Z. Wang, M. A. Tschudin, D. Rohner, I. Gutiérrez-Lezama, N. Ubrig,
M. Gibertini, E. Giannini, A. F. Morpurgo, and P. Maletinsky, “Probing mag-
netism in 2D materials at the nanoscale with single-spin microscopy,” Science,
vol. 364, no. 6444, pp. 973–976, 2019.

[225] N. Ru, J.-H. Chu, and I. R. Fisher, “Magnetic properties of the charge density
wave compounds RTe3(R=Y, La, Ce, Pr, Nd, Sm, Gd, Tb, Dy, Ho, Er, and Tm),”
Phys. Rev. B, vol. 78, no. 1, 2008.

[226] H.-S. Kim and H.-Y. Kee, “Crystal structure and magnetism in α−RuCl3: An
ab initio study,” Phys. Rev. B, vol. 93, p. 155143, 2016.

[227] J. S. Oh, H.-S. Yu, C.-J. Kang, S. Sinn, M. Han, Y. J. Chang, B.-G. Park, K. Lee,
B. I. Min, S. W. Kim, H.-D. Kim, and T. W. Noh, “Manifestations of quasi-
two-dimensional metallicity in a layered ternary transition metal chalcogenide
Ti2PTe2,” Chem. Mater., vol. 28, no. 21, pp. 7570–7573, 2016.

[228] J. Chang, L. F. Register, S. K. Banerjee, and B. Sahu, “Density functional study
of ternary topological insulator thin films,” Phys. Rev. B, vol. 83, p. 235108,
2011.

[229] J. Seo, D. Y. Kim, E. S. An, K. Kim, G.-Y. Kim, S.-Y. Hwang, D. W. Kim, B. G.
Jang, H. Kim, G. Eom, S. Y. Seo, R. Stania, M. Muntwiler, J. Lee, K. Watanabe,
T. Taniguchi, Y. J. Jo, J. Lee, B. I. Min, M. H. Jo, H. W. Yeom, S.-Y. Choi, J. H.
Shim, and J. S. Kim, “Nearly room temperature ferromagnetism in a magnetic
metal-rich van der Waals metal,” Sci. Adv., vol. 6, no. 3, 2020.

130



[230] Z. Fei, B. Huang, P. Malinowski, W. Wang, T. Song, J. Sanchez, W. Yao,
D. Xiao, X. Zhu, A. F. May, W. Wu, D. H. Cobden, J.-H. Chu, and X. Xu,
“Two-dimensional itinerant ferromagnetism in atomically thin Fe3GeTe2,” Nat.
Mater, vol. 17, no. 9, pp. 778–782, 2018.

[231] B. L. Chittari, D. Lee, N. Banerjee, A. H. MacDonald, E. Hwang, and J. Jung,
“Carrier- and strain-tunable intrinsic magnetism in two-dimensional MAX3 tran-
sition metal chalcogenides,” Phys. Rev. B, vol. 101, 2020.

[232] X. Chen, J. Qi, and D. Shi, “Strain-engineering of magnetic coupling in two-
dimensional magnetic semiconductor CrSiTe3: Competition of direct exchange
interaction and superexchange interaction,” Phys. Lett. A, vol. 379, no. 1, pp. 60
– 63, 2015.

[233] G. Kresse and J. Furthmüller, “Efficient iterative schemes for ab initio total-
energy calculations using a plane-wave basis set,” Phys. Rev. B, vol. 54, pp.
11 169–11 186, 1996.

[234] A.-L. Dalverny, J.-S. Filhol, F. Lemoigno, and M.-L. Doublet, “Interplay be-
tween magnetic and orbital ordering in the strongly correlated cobalt oxide: A
DFT + U study,” J. Phys. Chem. C, vol. 114, no. 49, pp. 21 750–21 756, 2010.

[235] H. Hsu, P. Blaha, R. M. Wentzcovitch, and C. Leighton, “Cobalt spin states and
hyperfine interactions in LaCoO3 investigated by LDA+U calculations,” Phys.
Rev. B, vol. 82, p. 100406, 2010.

[236] A. Togo and I. Tanaka, “First principles phonon calculations in materials sci-
ence,” Scr. Mater., vol. 108, pp. 1–5, 2015.

[237] H.-J. Kim, “VASPBERRY,” 2018.

[238] X. Kou, S.-T. Guo, Y. Fan, L. Pan, M. Lang, Y. Jiang, Q. Shao, T. Nie, K. Murata,
J. Tang, Y. Wang, L. He, T.-K. Lee, W.-L. Lee, and K. L. Wang, “Scale-invariant
quantum anomalous hall effect in magnetic topological insulators beyond the
two-dimensional limit,” Phys. Rev. Lett., vol. 113, p. 137201, 2014.

[239] M.-h. Zhang, C.-w. Zhang, P.-j. Wang, and S.-s. Li, “Prediction of high-
temperature chern insulator with half-metallic edge states in asymmetry-
functionalized stanene,” Nanoscale, vol. 10, pp. 20 226–20 233, 2018.

[240] S.-j. Zhang, C.-w. Zhang, S.-f. Zhang, W.-x. Ji, P. Li, P.-j. Wang, S.-s. Li, and
S.-s. Yan, “Intrinsic dirac half-metal and quantum anomalous hall phase in a
hexagonal metal-oxide lattice,” Phys. Rev. B, vol. 96, p. 205433, 2017.

131



[241] Y.-p. Wang, W.-x. Ji, C.-w. Zhang, P. Li, P.-j. Wang, B. Kong, S.-s. Li, S.-s. Yan,
and K. Liang, “Discovery of intrinsic quantum anomalous hall effect in organic
mn-dca lattice,” Appl. Phys. Lett., vol. 110, no. 23, p. 233107, 2017.

[242] H. Y. Hwang, Y. Iwasa, M. Kawasaki, B. Keimer, N. Nagaosa, and Y. Tokura,
“Emergent phenomena at oxide interfaces,” Nat. Mater., vol. 11, no. 2, pp. 103–
113, 2012.

[243] C. Cancellieri, A. S. Mishchenko, U. Aschauer, A. Filippetti, C. Faber, O. S.
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