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Abstract

Many of the exciting features of the Standard Model of the elementary particles are inherently
non-perturbative. A theoretical understanding of many physics aspects beyond the Standard
Model of elementary particles also requires a non-perturbative framework. One such frame-
work involves discretizing quantum field theories on a spacetime lattice. We can use this
lattice regularization method to study supersymmetric versions of physics beyond the Stan-
dard Model. This method can also investigate the non-perturbative physics of quantum field

theories that are holographically dual to theories containing gravity.

In this thesis, we discuss the spacetime lattice setup, and with the examples of different
models, we will see the numerical capability of this tool in exploring field theory regimes
that are not accessible through perturbation theory. We use an efficient version of the Monte
Carlo algorithm to update the field configurations in the path integral and eventually reach
the equilibrium configurations. The thesis reports the investigation of the possibilities of non-
perturbative supersymmetry breaking in quantum mechanics models with different superpo-

tentials to test the algorithms and numerical setup.

The gauge/gravity duality conjecture states that certain classes of field theories that do
not contain gravity are equivalent to specific types of quantum gravitational theories. A ver-
sion of the conjecture connects weakly coupled gravitational theories to strongly coupled
field theories. Though there has been excellent progress in understanding and verifying the
gauge/gravity duality conjecture by studying the maximally supersymmetric Yang-Mills the-
ories in four spacetime dimensions, we will mainly focus on the non-conformal analogs of the

conjecture in lower dimensions.

This thesis mainly discusses the numerical simulation results of two lower-dimensional
models. One is the bosonic version of the BMN (Berenstein, Maldacena, and Nastase) matrix
quantum mechanics and the other is a two-dimensional Yang-Mills theory containing four
supersymmetries. We focus on the transition between different phases of the theories as the

deconfinement phase transitions are dual to quantum black hole solutions.

The bosonic BMN matrix model is obtained by removing the fermionic degrees of freedom
from the full BMN matrix model. Though the bosonic model does not admit a holographic

dual, we find that it still undergoes a deconfinement phase transition. Our numerical results




Xiv

suggest that the phase diagram smoothly interpolates between the bosonic BFSS (Banks, Fis-
chler, Susskind, and Shenker) and the gauged Gaussian model, with first-order deconfinement
phase transition at all couplings. After this, we will focus on the thermal phase structure of
a two-dimensional Yang-Mills theory that contains four supersymmetries. Our simulation re-
sults show that this model admits a deconfinement phase transition in the limit of a large
number of colors. We also show that the nature of the transition looks similar to its maximally
supersymmetric cousin in the weak coupling regime. The thesis is concluded with a discussion

of the models investigated and their numerical results, along with possible future directions.
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Introduction

1.1 Motivation

Quantum field theory is a suitable framework for describing all the non-gravitational inter-
actions between particles of the Standard Model. However, some features of the interactions
in the Standard Model of elementary particles cannot be accessed by perturbation theory, for
example, the physics of the strong force, which does not have a possible expansion using a
small parameter. Also, many aspects of physics beyond the Standard Model (BSM) require a
non-perturbative set up to formulate a theoretical understanding. Along with various non-
perturbative methods used to tackle regimes of theories where perturbative tools fail, one that
is highly used is Lattice Field Theory. It is based on the path integral formulation introduced by
Feynman in the mid-20th century [5]. For an introduction to lattice field theory, the reader can

refer to [6-8].

In lattice field theory, we discretize continuous fields on a spacetime lattice. With the help




of Monte Carlo [9-11], we sample the fields of the theory with an associated probability dis-
tribution given by the action and let them evolve subject to a transition probability using the
Metropolis algorithm. We can estimate the observables that we are interested in measuring by
making use of the fields that evolved over a large Monte Carlo time. We successfully employ
this method to investigate the thermodynamics of various supersymmetric systems in dimen-
sions less than three in this thesis. Supersymmetry (SUSY) is an idea that predicts a partner
particle for each particle in the Standard Model such that the spins of the two superpartners
differ by half an integer. In simpler terms, it is an idea of connecting bosons with fermions
and vice versa. We will discuss various supersymmetric gauge theories and their importance
from a point of view of holographic duality in later chapters. Supersymmetric Yang-Mills
(SYM) theories and their non-perturbative studies play an important role in BSM physics and
string theory. Understanding these SYM theories can help us probe the thermodynamics of
dual gravity theory. The gravity dual is expected to be only for field theories that are maxi-
mally supersymmetric and undergo a phase transition. However, only a limited study exists
in probing the thermodynamics of the theories that are not maximally supersymmetric. This
thesis attempts to probe the thermodynamics of such theories and motivate the possibility for
these theories to be another set of candidates, which can help us understand the nature of the

quantum gravitational theory, such as string theory.

In this chapter, we will look at the formalism related to the lattice approach and briefly
touch on various problems that one can expect to face while working with this approach.
Chapter 2 will focus on probing supersymmetry breaking in quantum mechanics with vari-
ous superpotentials using the lattice approach. Chapter 3 will introduce the reader to various
supersymmetric gauge theories and how these theories at strong coupling and finite tempera-
ture can help us to understand its dual gravity counterpart. It will also include the problems
that appear in this non-perturbative approach, specifically to matrix models. Chapters 4 and
5 will discuss the study of supersymmetric matrix models in one and two dimensions, respec-

tively. We provide a summary and future directions in Chapter 6.

1.2 Euclidean Path Integral

For a theory with a scalar field ¢(x), the dynamics can be described by minimizing the action

(S[¢(x)]). According to Feynman [5], the contribution to the dynamics of the theory is not




only from a classical path but rather from all possible paths. Every path contributes to the
dynamics with equal amplitude but with a different phase, exp(iS[¢(z)]/h). Using the path

integral approach, the partition function can be written as:

z_ / D iSO/, (1.1)

The expectation value of an observable O takes the form

(0) =271 / Do Ofp(x)] 16@N/R, (1.2)

The phase factors in the above equations give rise to oscillations that are difficult to deal
with in the Monte Carlo method. We can avoid this difficulty by Wick rotating ¢ — —i7 and
studying the thermal partition function instead of real-time processes. The thermal parti-
tion function is sufficient to study the phase structure of a theory, which is the focus of our
work. Then, the contribution to the dynamics of the system will be coming from weight
exp(—SE[¢(z)]/h). We see that the contributions from trajectories that are away from the clas-
sical trajectory are exponentially small. The expectation value of an observable, given by Eq.

(1.2) in EBuclidean signature becomes ':

(0) = 271 / Do O] e 519, (1.3)

where the partition function takes the form:

Z= / De e 519, (1.4)

When we discretize the theory on a lattice to simulate using numerical methods, we impose
certain boundary conditions on the fields. The different boundary conditions for fermions and
bosons can be understood in various ways. Let us look at the implementation of boundary

conditions using the thermal Green’s function G'g for a bosonic scalar field gZ; [12]:

Grx,yiti,ts) = 271 Tr (e—ﬁKT [gs(x, t)o(y, tQ)D : (1.5)

'From now on, we will work with Euclidean signature; hence we will not use any subscript E for simplification
purposes. Also, from now on, we will work with units 2 = 1.




where T stands for time ordering, 3 is the inverse temperature, K is the Hamiltonian of the

system, and the fields are taken at two different spacetime points (x, t1) and (y, t2).

Now take t; = 7 and to = 0, where the time ordering operator for the fields with ¢; > ¢,

gives o(x, 7)(y,0). Then Eq. (1.5) becomes

Grxyim,0) = 27 Tr [ K (x, 7)d(y, 0)] . (1.6)

Making use of the cyclic property of the trace, we get

Gp(x,y;7,0) = 27 Tr [¢(y,0) e "X §(x,7)| . (1.7)

Introducing identity as I = e #X¢fX the above expression becomes

Grlxyim,0) = 271 Tr [ KPR G(y,0) K G(x,7)] (18)

Following on the same lines as that of the Heisenberg time evolution, we get e ¢(y, 0) e #K =

¢(y, B). Hence, the thermal Green’s function takes the form
Gp(xyi0) = 27" Tr |7 o(y, B) d(x,7)| . (1.9)

Since ¢ are bosonic fields, we can interchange them in Eq. (1.9). On comparing Egs. (1.6) and

(1.9) we see that ngS(y, B) = gz@(y, 0).

Instead of bosons, if we had fermions, then while performing the same procedure as above,
we see that there can be an additional negative sign coming from interchanging the fermions
in Eq. (1.9). Thus, for fermions 1 the relation becomes U(y, B) = —i(y,0); whenever we put
fermions on a lattice with closed boundary conditions at finite temperature, we need to impose
anti-periodic boundary conditions. On the other hand, if we put bosons on a lattice, we need

to impose periodic boundary conditions.




1.3 Fields on a Lattice and Monte Carlo

As discussed in the previous section, with the help of the Euclidean path integral, we can
understand the dynamics of the theory by regularising it on a spacetime lattice with appro-
priate boundary conditions for the fields. The circumference of the temporal circle, 5, which
is given by the product of lattice spacing (a) and the total number of lattice sites N, gives us
the information of the system at temperature 7' = 1. The fields on the lattice no longer stay
continuous; rather, they live on discrete spacetime points. The derivative operators change to
finite difference operators, and integration over continuous fields changes to summation over

discrete lattice fields. To understand this in a quantum mechanical setup, we see that?

N-—1

87¢ ¢T+1_¢T p
9(7) = 6. o /0 %%-

a

The fields can be simulated on a lattice using various numerical methods. The one which
we have used throughout this thesis is the Monte Carlo method. We note that implementing
fermions on a lattice is slightly non-trivial because of the fermion doubling problem. Instead of
one fermion on the lattice, we get extra copies of fermions, which takes us away from our
original setup. By naively discretizing the fermions, we get 2¢ flavors of fermions, where d
is the number of spacetime dimensions of our theory. We need to take appropriate steps to
remove the fermion doubling problem. We have used Wilson fermions in our supersymmetric
quantum mechanics setup to counter fermion doubling, which is discussed in detail in the next

chapter. Simulating gauge fields on a lattice is introduced in chapter 3.

Let us now move our focus toward simulating a field theory on a lattice. To simulate the
fields on a lattice, we take the help of the hybrid Monte Carlo (HMC) method. For this, we deal
with the Hamiltonian (H) of the theory, which requires us to introduce conjugate momenta (p)

to the field ¢. The HMC method is described as follows:

¢ We can set the initial configurations of the field (¢) either to be zero (cold start) or to be

any random value (hot start).

¢ Draw momenta (p) from a Gaussian distribution.

2For a difference operator, we can take the forward, backward, or symmetric differences, depending on the
problem.




¢ Save the initial values of fields (¢, p) so that, if required, we can access these values later.

¢ Update the fields using the leapfrog method for a specific trajectory length using Hamil-

ton’s equation of motion.

¢ The new configuration is either accepted or rejected with the help of the Metropolis test,

which can be understood as follows:

— If the Hamiltonian of the new configuration is less than the Hamiltonian of the old

configuration, then the new configuration is accepted.

— If the Hamiltonian of the new configuration is more than the Hamiltonian of the old
configuration, then the new configuration is conditionally accepted. The condition
can be understood as follows:

+ Generate a random number u between 0 and 1.

+ Compute AH = Hyq — Hnew, Which is the change in action between the old
and new configuration.

+ If u < exp(AH), accept the new configuration.

+ If u > exp(AH), reject the new configuration.
¢ If the step is rejected, load the old configuration again, which was initially saved.

* Repeat the steps of the HMC update for this new configuration.

Performing this procedure for a large number of steps, we get a Markov chain, which is a

sequence of random field configurations

N R A

Any member of this generated Markovian chain has memory only of its previous member.

Hence, this chain with a very large length will approach the equilibrium configuration, after

which the values of ¢’s will just fluctuate around the equilibrium value. The initial stage,

when the members of the chain follow a certain trend towards the equilibrium value, is called

thermalization. This data is discarded for any calculation as the configuration has not reached its

equilibrium distribution. When the members of the chain start fluctuating around a particular

value, that stage is called thermalized stage. Only the thermalized data is used for analyzing the




data. The expectation value of the observable given in Eq. (1.3) becomes a statistical average

over the thermalized data set as: N

1 ,
(0) =+ ; O(¢"). (1.10)

A larger sample size leads to a lesser statistical error on the estimated value of the observ-
able as the size of the error goes like < 1/v/N, where N is the thermalized sample size. We
should also take into account that while averaging, we should only consider the uncorrelated
data from the generated chain. This can be done by calculating the autocorrelation length of the
generated configurations and performing analysis after filtering out correlated data. The auto-
correlation times can be reduced by using Hybrid Monte Carlo, in which the role of action in

the transition probability gets replaced by the Hamiltonian. The conjugate momentum values,

in that case, are sampled from a Gaussian distribution.

1.4 Supersymmetric Yang-Mills

Another important aspect of this thesis, apart from the non-perturbative setup, is dealing with
supersymmetric theories. As discussed in the first section of this chapter, a non-perturbative
study of supersymmetric Yang-Mills (SYM) theories is expected to play an important role in
understanding physics beyond the Standard Model and quantum theories of gravity, such as
string theory. Understanding these SYM theories can help us probe the dual gravity side using
the gauge/gravity correspondence, based on original work by Maldacena, which connected N =
4 SYM and Type-IIB supergravity on AdSs x S5 [13]. Supersymmetric theories are based on
the idea that every particle has a superpartner, which differs by half-integer spin from each
other and is related via a supersymmetry transformation. The generator of supersymmetry

transformation is called supercharge, Q, which can be understood as

Q|Boson) = |Fermion), Q|Fermion) = |Boson). (1.11)

SUSY is not an internal symmetry; rather, it is a spacetime symmetry. The two super-

charges, Q and Q, anti-commute as follows

{Q,0} x P, (1.12)




where P, is the generator for infinitesimal translations. We see that SUSY is naively broken on
a lattice since we cannot realize infinitesimal translations on the lattice. However, we can still
preserve a subgroup of the SUSY transformations on a lattice; we will discuss this in detail in
the coming chapters. Hence, using the lattice setup, we can explore the strong coupling nature
of the SYM theories and get information about the thermodynamics of the gravitational dual
theories using gauge/gravity correspondence. The idea of AdS/CFT can be generalized to
tield theories without gravity in d dimensions and theories with gravity in d + 1 dimensions.
We look to explore the non-conformal analog of this correspondence by studying theories in

d < 4. One such example is discussed in chapter 5, which is ' = (2,2) SYM in two dimensions.

Another supersymmetric theory we discuss in chapter 4 is based on the BMN matrix model.
Since a non-perturbative formalism of string theory is based on the Matrix theory, the BFSS
matrix model (and its mass-deformed cousin, the BMN matrix model) are the ideal candidates
to understand M theory. The BFSS model describes M theory in the light-cone gauge, in the
large-N limit. The BMN model describes a certain limit of the Type II string theory on a pp-
wave background rather than the flat spacetime. Apart from broken SUSY on a lattice, one
can encounter the issue of flat directions, which is discussed in detail in chapter 3. Another
problem one encounter during lattice simulations, which can appear independent of whether
fields are matrices or not, is the notorious sign problem. It is discussed in detail in the next
section. In the next chapter, we will work with supersymmetric quantum mechanics on a

lattice to test our simulation setup.

1.5 Witten Index and Sign Problem

The Witten index can be treated as a twisted partition function and can be defined as [14]
Z =W =Tr[(-1)FePH], (1.13)

where (—1)F includes a minus sign for fermionic states of Hamiltonian H. The supersymmetry
algebra in this Hamiltonian formalism is completed by nilpotent supercharges Q and Q along
with their commutation with Hamiltonian (H) i.e. [Q, H] = 0. The Witten index corresponds
to the sum of all differences between fermionic and bosonic energy states. If the Witten index
is zero, then there is the same number of negative and positive contributions coming from

configurations in the path integral, and there is no zero energy state, |0), which means SUSY is




broken. If there are different numbers of normalizable zero energy states, then the Witten index
is non-zero, indicating SUSY is intact in the theory. For a zero energy state, Q|0) = Q|0) = 0. In
Hamiltonian terms, we write it as Hp|0)p = Hp|0)p = 0. The multiplets of different bosonic

and fermionic states are discussed in detail in the next chapter.

In our theory, when we integrate out fermions, the bosonic action picks contributions from
the fermionic Pfaffian, which could have a fluctuating phase e’®. This can be understood by
considering the following partition function for the action containing a boson ¢ and fermions
 and v

Z= / DGDYDep e S10-0], (1.14)

On integrating out fermions, the partition function becomes
Z = / D¢ det(M(¢)) e 5819, (1.15)

where det(M(¢)) is the fermionic determinant. If the fermionic determinant is not positive
definite, then we encounter a sign problem in the numerical runs. The more this determinant
switches its sign, the more dominant the sign problem will be. Here, in Eq. (1.15), we have
a determinant instead of a Pfaffian because we have two fermionic fields instead of one. In
SUSY broken case, the Witten index and hence the partition function is zero. Therefore, the
observables defined in Eq. (1.3) becomes ill-defined. To counter this, we impose anti-periodic
boundary conditions for fermions for which the partition function is not zero even in the SUSY
broken case, and the simulation results can be treated as reliable. However, one still needs to

be aware that this problem can still show up in certain regimes of the coupling.

Another drawback in Monte Carlo simulations is that they cannot be applied to systems
with complex actions since the probability weight itself can be complex. This can be dealt with
using other numerical methods, such as the complex Langevin method, but we will not discuss

that as it is beyond the scope of this thesis.







Probing Non-perturbative Supersymmetry

Breaking through Lattice Path Integrals

Contents of this chapter is partially based on:

¢ Pub. [1]: N.S. Dhindsa and A. Joseph, “Probing Non-perturbative Supersymmetry Break-
ing through Lattice Path Integrals”, Eur. Phys. ]J. Plus 137, 1155 (2022), arXiv:2011.08109
[hep-lat].

As discussed in the previous chapter, we can use supersymmetric quantum mechanics as
a test bed to illustrate several properties of systems containing bosons and fermions. This
work can also help us with a better understanding of the non-perturbative lattice setup and

the numerical Monte Carlo algorithm before we shift our focus toward matrix models.



https://link.springer.com/article/10.1140/epjp/s13360-022-03389-w
https://arxiv.org/abs/2011.08109
https://arxiv.org/abs/2011.08109

2.1 Supersymmetric Quantum Mechanics

Since Witten’s seminal work [15], the idea of non-perturbative supersymmetry (SUSY) break-
ing has been investigated extensively in the literature. These investigations range from study-
ing the properties of supersymmetric quantum mechanics to supersymmetric gauge theories
in various spacetime dimensions [16-25]. This chapter investigates non-perturbative SUSY
breaking in various quantum mechanics models by regularizing them on a Euclidean lattice.
Supersymmetric quantum mechanics models have been the subject of thorough investigations
in the context of various physical systems (see Ref. [26] for a review). For example, the su-
persymmetric anharmonic oscillator has been simulated on the lattice, by several groups, with
great success (see Refs. [27-33]). In this chapter, we explore supersymmetric quantum me-
chanics with various types of superpotentials, including the shape-invariant potential and the
interesting class of PT-symmetric potentials. After verifying the existing simulation results
in the literature on the supersymmetric anharmonic oscillator, with the help of a lattice reg-
ularized action, and an efficient simulation algorithm, we use the same setup to probe SUSY
breaking in models with three different types of potentials. They include a degree-five po-
tential, a shape-invariant potential of Scarf I type, and a PT-invariant potential. The models
discussed in this work were simulated using lattice regularized versions of the Euclidean path
integrals. The Hybrid Monte Carlo (HMC) algorithm was used to update the field configura-
tions in simulation time. We note that for general PT-symmetric models with complex actions,
we can use the complex Langevin method to explore non-perturbative SUSY breaking. (See

[34-36] for some recent results.)

The plan of this chapter is as follows. In this section, we continue the discussion of su-
persymmetric quantum mechanics in the continuum and on a lattice. In Sec. 2.2, we cross-
check our simulation results with the ones existing in the literature for the supersymmetric
anharmonic oscillator. In Sec. 2.3, we study the model with degree-five superpotential. Our
simulation results indicate that SUSY is dynamically broken in this model, which agrees with
the analytical result in Ref. [15]. In Sec. 2.4, we study the model with a particular type of
shape-invariant potential known as the Scarf I potential. Our simulations indicate that this
model also has an intact SUSY and thus confirms the numerical results given in Ref. [37]. In
Sec. 2.5, we study the possibility of SUSY breaking in certain models with PT-invariant super-
potentials. Our simulations point to intact SUSY in these models as well. The conclusions on

PT-invariant models also agree with the recent simulation results obtained using the complex




Langevin method [35]. We provide conclusions and the possible future directions for this work

in Sec. 2.6.

211 Continuum Theory

The Euclidean action of supersymmetric quantum mechanics has the off-shell form
? 1 2 o 1 2 !
§= | dr (~500% + Vo — S B+ TW(6)p — BIV(9) ). 2.1)

Here, the integral is over a compactified time circle of circumference 3 in Euclidean time. The
fields ¢ and B are bosonic, while 1) and 1) are fermionic. They depend only on the Euclidean
time variable 7. The derivative with respect to 7 is denoted as 0. The superpotential W (¢)
ultimately determines the interactions in the theory. The primes denote the derivatives of
superpotential with respect to ¢(7) at a given time 7. It can be understood as W' (¢) = %KZ((?)) T

and W7(6) = G5y |

The above action is invariant under two supercharges,  and Q. They obey the following

algebra
{Q,Q} =0, {@a @} =0, {Qa@} = 20;. (2.2)

The auxiliary field B appearing in action can be integrated out using its equation of motion

B = —W’'(¢). Then the on-shell action takes the form

5= [ ar (~500%0-+ G0+ TW @0 + 5 W) ) 23)

The supercharges @ and @ act on the fields in the following way

Q¢ = Ja Q%Z) = - T¢) + W/a QE = 07 (24)

and

Qp=—9, Qb=0, QY =09+ W' (2.5)

We can verify the algebra given in Eq. (2.2) by using the supersymmetric transformations




provided in Egs. (2.4) and (2.5). Two of the verification examples can be seen as such

{Q.Qt¢ = (QRQ+QQ)e,
= 2QQ9,
= 2Q9,
= 0 (2.6)

and

{Q.Q}¢ = (QR+QQ)9,
= —Qv+Qv,
= (=00 + W) + (8¢ + W),
= 20:¢. (2.7)

Similarly, this algebra can be tested for other fields in the theory; some identities will re-

quire the help of equations of motion for the proof.

To check whether the theory we are dealing with is inherently supersymmetric or not can
be tested by a non-perturbative setup. SUSY breaking can be accounted for for many reasons.
We can have a SUSY broken softly by explicitly adding SUSY breaking term. We will see an
example of this in the coming chapters when we will add SUSY-breaking terms to counter flat
directions. But in this chapter, we will check for whether the SUSY is broken spontaneously or
not. Spontaneous supersymmetric breaking (55B) happens when the system is supersymmet-
ric, but its ground state is not supersymmetric. If the ground state is a singlet and the model is
invariant under supersymmetric transformations, then SUSY is preserved in the model. If the
ground state is degenerate and the model is invariant under supersymmetric transformations,

that is the case of broken SUSY. In this chapter, we will refer to SSB as SUSY broken case.

Since SUSY is not broken explicitly in our models, we are interested in detecting the pres-
ence or absence of SUSY breaking that can arise from non-perturbative effects. A lattice for-
mulation of quantum theory is inherently non-perturbative, and thus, we can detect SUSY

breaking by simulating the model with the help of a suitable Monte Carlo algorithm.




The partition function, as discussed in the previous chapter, of the model is
Z::/D¢D¢D¢E”W%W, (2.8)

with periodic temporal boundary conditions for all the fields.

In the Hamiltonian formalism, the supersymmetry algebra can be realized as {Q, Q} = 2H.

The Hamiltonian operator takes the form [38]

1 [(Hg O 1[(-02+W?-w" 0
2\ o Hp) 2 0 —O2+ W2+ W

H= = : (2.9)
where the upper component is for the bosonic sector, and the lower component is for the

fermionic sector.

Consider the case when SUSY is preserved in the system. Then the Hamiltonian H, corre-
sponding to the Lagrangian in Eq. (2.1), with energy levels E,,, n = 0,1,2,..., will have the
ground state energy Ey = 0 which is a bosonic state |by) i.e. |by) = 0. The normalized bosonic

and fermionic excited states

1 ~ 1
’bn+1> - ﬁ@‘fn% ’fn> = m@’@wﬁ (2.10)

form a SUSY multiplet, with n = 0, 1,2, .. ., satisfying the algebra Eq. (2.2). In the above, |b) is
the ground state of the system. Assuming that the states |b,,) and | f,,) have the fermion number
charges F' = 0 and F' = 1, respectively, when periodic temporal boundary conditions are
imposed for both the bosonic and fermionic fields, the partition function Eq. (2.8) is equivalent

to the Witten index W [14]. We can see that
Z = W="Tr |:(—1)F€7’8H:| ,

= {bolbo) + 3 [(bualbara) = (Falfu)) 1| @11)
n=0

does not vanish due to the existence of a normalizable ground state. This, in turn, makes the

normalized expectation values of observables well-defined.

In the SUSY broken case, we end up in a not-so-trivial situation. The Hamiltonian H cor-

responding to the Lagrangian in Eq. (2.1) has a positive ground state energy (0 < Ey < Ej <




Ey < --+). The SUSY multiplet withn = 0, 1,2, ... is defined as

1 = 1
‘bn> = \/EQ|fn>a |fn> = ﬁ@‘@z) (2-12)

Differently from the unbroken SUSY case, when SUSY is broken, the supersymmetric par-

tition function

Z = W=Tr [(—1)%—&1}
= i{(<bn|bn>_<fn|fn>)eﬁEn} (2.13)
n=0

vanishes due to the cancellation between bosonic and fermionic states. Now if we define the

expectation value of an observable as

(0) = % / DpO(¢p)e ), (2.14)

and in SUSY broken case partition function vanishes; as a consequence, the expectation values

of observable as defined in Eq. (2.14) are ill-defined.

In order to avoid this difficulty, we can consider the system at non-zero temperature to
examine the question of SUSY breaking. Thermal boundary conditions explicitly break SUSY.
However, we can take the zero-temperature limit, and in this limit, if Ey > 0, we infer that

non-perturbative SUSY breaking occurs in the model.

We can make use of three different observables to probe SUSY breaking. These observables
are the Ward identities, the expectation value of the action, and the expectation value of the
first derivative of the superpotential. In a model with unbroken SUSY, the Ward identities
should fluctuate around zero in the middle region of the lattice. The expectation value of the
action should behave in a certain way (which we will see later) when SUSY is preserved. The
expectation value of the first derivative of the superpotential should be zero in a model with

intact SUSY and non-zero otherwise.

We can derive a Ward identity by rewriting the expectation value of an observable, say,

O(¢) by considering the infinitesimal transformations ¢ — ¢’ = ¢ + d¢ with D¢’ = D¢. Under




these transformations () becomes

o = ;;/ Dy O(¢)e ™),
= 3 [ D00 Ol -550) + 3 [Deso@e S -s(6). @19)

In the above, we have expanded the exponential up to the first order. Upon neglecting the

0500 term we get

(0) = (0) — % / DpO(¢)8S(p)e @) +% / DpsO(p)e (@), (2.16)

Thus we are left with (045) = (6O). Since the action is invariant under the infinitesimal

transformation ¢, we must have (04S) = 0. This results in the Ward identity

(50) = 0. 2.17)

If this relation is respected in our numerical simulations, then we have a SUSY-preserving

theory.

2.1.2 Lattice Theory

Let us consider the path integral quantized version of the model, discretized on a one-dimensional

Euclidean lattice. The different variables in the above action are made dimensionless in terms
of lattice spacing a. The mass dimensions of different variables are given as: [0;] = 1,[¢] =
—1/2,[W'] =1/2,[M] = 1, [¢)] = 0. Hence the fields in discretized format are made dimension-
less as a~/2¢ — ¢, ¥ — ¢, al/2W’ — W'. The lattice has N, number of equally spaced sites
with the lattice spacing a = SN, where §3 is inverse temperature. The lattice action has the

form

S = S5+ S TiMisty, @1

ij
where the bosonic part of the action is

1 1
Sp = Z (—2¢z’Dz‘2j¢j> T3 Z WiW;. (2.19)

)




The indices ¢ and j represent the lattice sites, and they run from 0 to /N, — 1. The fermion
operator is denoted as M, and the elements of this matrix, A;;, connect the sites i and j. W;

denotes the superpotential at site i.

Let us look at the Ward identities on the lattice. Consider the following two supersymmetry

transformations
5105 = ye, 0o = €,
61¢; = (Digdr. — W)e, 021 = 0,
S1; = 0, Satp; = —€(Didpy + W), (2.20)

where € and € denote the infinitesimal Grassmann odd variables that generate supersymmetry.

Let us take O;; = ¢;th;. Upon using the transformation d; in the expression for the Ward
identity, we get
(02045) = 0. (2.21)

This gives
(i - 62005 + d2¢p - ¥;)) = 0. (2.22)

Applying the supersymmetry transformation ds it becomes

(@i(Djwdr + W) + ;1) = 0. (2.23)

We note that when we apply the transformation J; on the same observable gbiij, our result

vanishes trivially. Taking @j = ¢;1); we have

(6,045) = 0. (2.24)
Expanding the terms
(i - 01¢pj 4 016 - 1)) = 0. (2.25)
Upon simplification, this becomes
(¢i(Djrpr — W) + P15) = 0. (2.26)




Equations. (2.23) and (2.26) are our Ward identities. Note that the Ward identities are
functions of sites ¢ and j. In the simulations, we fix i = 0 and ;7 = n to monitor the Ward

identities. We have

wa(n) = (¢o(Dnrpr — Wy)) + (othn). (2.28)

If SUSY is preserved in the model, these quantities should fluctuate around 0, at least in
the middle region of the lattice, where the effects from higher excited states and other lattice

artifacts are the lowest.

Let us try to show an example of how these supersymmetries keep the action invariant.

For simplification purposes, we will start from continuum action as

5,5 = / dr 6, (—;wfqb 0+ W (B + 3 [W(9)] 2) . (2.29)

The dynamic ¢ term in action can be integrated and takes the form £ (9-¢)%. Now operating

supersymmetry transformation on the resultant equation

028

[ ar (007 + G0 4 5w @0 + 5 W) )
- / dr ((9,0)02(0:0) + 62(B0r1) + GW" (D)) + W (8)52(W'(9))) ,
_ / dr (0,0 € 0,00 — €(0r6+ WO + W(0)0) + W (@)W (9)ew) . (2.30)

One term in the above equation is not listed, which is operating transformation on the
second derivative of superpotential, as it gives 1/ after operating supersymmetry and 4?2 = 0.

Now let us expand the above equation

525 / dr € (07 0r) — (0rdp + W) (07 + W (9))) + W ()W (9)1)) ,
_ / dr — & ((0,6W" ($) + W'O,) |

= / dr 0, (—eW'(9)v). (2.31)




Now, this is a total derivative term in the above equation. Hence when we discretize and
impose periodic boundary conditions, the term vanishes, keeping action invariant under su-
persymmetry transformation, 62,5 = 0.. The same can be checked with other transformations.
If we impose thermal boundary conditions, then this equation does not vanish, and we have

to take zero temperature limit and continuum limit to preserve supersymmetry.

For supersymmetric quantum mechanics on the lattice, we can use a simple scaling argu-

ment (see Ref. [39]) to show that the expectation value of the total action
1
(S)exact = §Nd.0.f., (2.32)

where Ng . ¢. is the total number of degrees of freedom. For a lattice with N sites, there are two
degrees of freedom per site, and thus there is a total of 2N, degrees of freedom in the lattice
theory. Thus we have

1 1
<S>oxact = iNd.o.f. = 5(2NT) = NT' (233)

In our simulations, we will use
AS = (SYexact — (S) = N — (S) (2.34)

as an indicator of SUSY breaking.

In order to simulate the fermionic sector of the theory, we replace the fermions with pseudo-

fermions x [40]. Then the action in Eq. (2.18) takes the form
S =5+ Sr. (2.35)

Expressing the bosonic action Sp, given in Eq. (2.19), with the help of the symmetric dif-

ference operator defined in Eq. (2.44), we get

Sp= [_ é (Gidirs + didhi—a — 2¢7) + %W{Wi’ . (2.36)

i

Simulating fermions on the lattice can be a very computationally challenging task. If we

look at the partition function given in Eq. (2.8) for the action given in Eq. (2.3). The form of the




partition function is given by

Z = / D¢DYDyp e SB5F (2.37)
_ / DEFDYDp e~ 55~ @IvHEW" (9)0) (2.38)
= / DGDYDy ¢S5~ VMY, (2.39)

The fermionic action is bilinear in fermionic fields, so the integration over the fermions can

be carried out, and the partition function becomes

Z = / D¢ det(M) e~ °B. (2.40)

Now if we consider the effect of fermions on the numerical runs, we will need to compute
this fermionic determinant for every field configuration at every lattice site. This computa-
tion, even for smaller lattices, is very expensive. To reduce the computational cost, quenched
approximations have been used by fixing the fermionic determinant as constant. But as the
fermionic determinant itself is a function of the bosonic fields, keeping it constant by updating
the bosonic fields with a standard algorithm is highly non-trivial. Hence we have to work with
dynamical fermions. The standard way of dynamically updating the fermionic determinant is
by introducing a Grassmann even field known as the pseudo-fermion (we denote the pseudo-
fermion as y). We can write det(M) as /det(MT M) since the determinant of the fermionic

matrix is real. Then we have
\/det(MTM) = / Dy e X (MTM)™hx (2.41)

On the lattice, the fermionic part of the action takes the following form in terms of the

pseudo-fermion field

Sp=3Y (Xi(MTM);jlxj) (2.42)

i

The inverse of the matrix M7 M is computed using the conjugate gradient method when it

acts on a vector ‘s’ and iteratively solves (M7 M)s = x.

To probe SUSY breaking, we can also study the expectation value of the first derivative




of the superpotential. This quantity is related to the auxiliary field B through the relation
B = —W'. We have (W’) = 0 when SUSY is preserved and non-zero otherwise. (See the work
by Kuroki and Sugino [41] for more details.)

We can express the elements of the fermionic matrix (M = 0, + W") as

M;j = Dy + Wi, (2.43)

where D;; is taken as symmetric difference operator

1
D;; = 3 (0ji+1 — 0j,i—1) - (2.44)

It is well known that for supersymmetric theories on a lattice, the presence of fermion dou-
blers breaks SUSY. We could include a Wilson-mass term in the model to remove the doublers
[42] and get the expected target theory in the continuum. The Wilson-mass matrix K;; has the
following form

1
= (85,541 + 0ij—1 — 2645) . (2.45)

Kij = m5ij - 9

For a particular superpotential derivative of the form W'(¢) = m¢ + g¢™, we replace mass

m by Wilson mass matrix on the lattice, and the superpotential derivative becomes

Wi = Z Kijo; + g99i'. (2.46)
J

The second derivative from this equation takes the form

Wi o= Kij 4+ nge! =65,

1
Wz/], = méij - =

5 (5i,j+1 + (51"]'_1 — 2(5@') + ngqb?‘léij. (2.47)

Put Eq. (2.47) and Eq. (2.44) in fermionic matrix equation (2.43)

1 1 B
Mij = 5 i1 = dji-1) +mdij — 5 (Si41 + 0ij1 = 2035) + ngy’ 1835,
My = (14+m+ng¢}") 8 — diji. (2.48)




For the simulations, we will use a relatively more efficient algorithm, the Hybrid Monte
Carlo (HMC) algorithm. As part of this algorithm, we take p and 7 as the momenta conjugate
to the fields ¢ and x, respectively. Then the Hamiltonian of the system takes the form

1
H = §Z(p?+7r§) + Sp + Sr. (2.49)
i

This Hamiltonian is then evolved using a discretized version of Hamilton’s equations in a
fictitious time 7, using a small step size e. At the end of the evolution, we get a new Hamil-
tonian H'. We then accept or reject H' using the Metropolis test. (See Refs. [11, 43] for more
details on the algorithm.)

2.2 Supersymmetric Anharmonic Oscillator

Let us consider the superpotential
Lo, 1 4
W(9) = 5me? + 196", (2.50)

where m is the mass, and g is the coupling constant. In Ref. [27], it was concluded, using Monte
Carlo simulations, that SUSY was preserved in this model. As a cross-check of our simulation

code, we will reproduce the results.

The superpotential at a lattice site i takes the following form

Ny—1
W = Z Kijbj + g0}
=0
1
= meo;+ ¢ — 5 (Gi1 + dit1) + g9} (2.51)

The fermionic matrix, introduced in Eq. (2.43), becomes

Mi; = (1+m+3g¢7) 6ij — 6ijsa. (2.52)

To understand how the boundary condition affects this fermionic matrix, let us take an




example of the following 3 x 3 matrix.

1 +m—|—393:3 0 —s
M = -1 1+m+ 3ga? 0 ) (2.53)
0 -1 1 +m + 3gx3

where ’s” is used as a factor for twisting the boundary values. In periodic boundary conditions,
take s = 1, and in anti-periodic boundary conditions, take s = —1. The determinant of this

matrix is given as
3

(M| =] (1 +m+3ga7) —s. (2.54)
=1

Hence with anti-periodic boundary conditions, this determinant from Eq. (2.54) is given by
I, (L+m+ 3gz?) + 1, which makes sure that it stays positive in the simulations, which is

not the case with periodic boundary conditions.

In the simulations we used the following dimensionless variables: m = mpuysa, g =
Iphysa2, and ¢ = @pnysa /2. We performed the simulations for N, = 16,32, and 48 with
inverse temperature 8 = 0.5,1.0,1.5, and 2.0. We keep myppys = 10, gphys = 100 constant in the

runs by changing N, and hence moving towards continuum.

Let us look at the time series plot for various observables for one set of simulations. It can
be clearly seen in this plot (Fig. 2.1) that all observables behave nicely over the Monte Carlo

time. The plot shown is for a subset of total runs.

In Fig. 2.2 (left) (W) per site against N is shown for various /8 values. The data fluctuate
around zero within error bars indicating that the model has intact SUSY. A linear  — oo fit to
the N — oo, extrapolated data gives us —0.0036(27). In Fig. 2.2 (right) we show AS per site
against IV, for various j values. A linear § — oo fit to the N, — oo, extrapolated data gives us

0.0032(26). Thus we conclude that SUSY is preserved in the model.

In Fig. 2.3, we show the simulation results for Ward identities. They show small fluctua-
tions around zero in the middle regions of the lattice. Note that the simulation data are con-
taminated due to excited states and other lattice artifacts around the edge regions of the lattice.
Thus we do not include them in the fits. To be on the conservative side, we discarded data in
the first and last N, /4 regions. We note that the strength of the fluctuations tends to reduce as

(3 is increased (temperature is reduced). A linear § — oo fit for the averaged value of Ward
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FIGURE 2.1: Time series plot for normalized bosonic action, fermionic action, the derivative
of superpotential, and one of the ward identities at the 24th lattice site for degree four su-
perpotential with N, = 48, 5 = 0.5, mphys = 10,and gpnys = 100. It can be clearly seen that
fermionic and bosonic action values normalized by N fluctuate around 0.5, which repre-
sents intact SUSY. Ward identity at a lattice site at the center of the lattice and the derivative
of superpotential fluctuates around 0, which confirms that SUSY is preserved in this model.
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FIGURE 2.2: Supersymmetric anharmonic oscillator. (Top) The expectation value of (W’)
per site against NV,. (Bottom) AS per site against N;. We used 8 = 0.5,1.0, 1.5, and 2.0 with
Mphys = 10 and Jphys = 100.




identity in the middle region after discarding first and last N, /4 regions gives us —0.019(2) for
Fig. 2.3(a) and 0.008(2) for Fig. 2.3(b). Here also, the data suggest that SUSY is preserved in
the model.

Taking into account the combined results shown in Figs. 2.2 and 2.3, we conclude that

SUSY is preserved in the supersymmetric anharmonic oscillator.

2.3 Model with Odd-Degree Superpotential

In this section, we consider a model with degree-five superpotential. According to Ref. [19],

SUSY is dynamically broken in this model. Our goal is to cross-check this result numerically.

Our lattice prescription gives the following form for the derivative of the superpotential

Ny—1
Wi =) Kidj+go;
=0
1
= mo; + ¢ — 3 (¢i—1 + div1) + g0 (2.55)

The dimensionless parameters are m = Mypys@, § = gphysa”/ 2 and ¢ = Pppysa~ /2. We keep
Mphys = 10, gphys = 100 constant in the runs by changing N, and hence moving towards

continuum.

In Fig. 2.4 (left) (W) per site against N; is shown for various /3 values. It is non-vanishing
for all 8 values and deviates away from zero as 3 (temperature) is increased (decreased). In
Fig. 2.4 (right), we show the plot of AS per site against N, for various 3 values. The data do
not fluctuate around zero. As (3 is increased AS increases. Thus we conclude that SUSY is

broken in this model.

The simulation results for Ward identities are shown in Fig. 2.5. We show the Ward identity
Eq. (2.27) on the left panel. We see that the fluctuations are reducing in the middle region of
the lattice as 3 is increased. A linear 3 — oo fit to the averaged data in the middle region (from
N;/4 to 3N;/4) gives us —0.002(3). It is not possible to conclude whether SUSY is broken or
not from this data alone. On the right panel, we show the Ward identity Eq. (2.28). It has large
fluctuations around zero in the middle region of the lattice, and it does not diminish as g is

increased (temperature is decreased). A linear 5 — oo fit to the averaged data in the middle
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FIGURE 2.3: Supersymmetric anharmonic oscillator. Ward identities for different 5 values
on a lattice with N, = 48 with mppnys = 10 and gpnys = 100. As § is increased (temperature
is decreased), the data points approach closer to zero in the middle region of the lattice, as
expected for a theory with intact SUSY.




region (from N;/4 to 3N,/4) gives us —0.044(3). Though the Ward identity fits suggest an
intact SUSY, the fluctuations in the Ward identities, in this case, are higher as compared to the

degree-four superpotential (anharmonic oscillator) case.

Taking into consideration the overall trend from Figs. 2.4 and 2.5, we conclude that SUSY

is broken in the model with degree-five superpotential.

2.4 Model with Scarf I Superpotential

This section shows the simulation results for the model with a shape-invariant potential, known

as the Scarf-I superpotential [44, 45].

The potential has the form

W'($) = A tan(ag) — B sec(ad), — g <ap< g (2.56)
where A > B > 0and o > 0.
We will focus on the case B = 0. Then
, s s
Wi(¢) = \a tan(ag), — 5 <ap < 5 (2.57)

The parameter o has the dimension of the square root of energy, and A is a dimensionless

coupling.

This model was studied recently by Kadoh and Nakayama in Ref. [37], using a direct
computational approach based on transfer-matrix formalism. It was shown there that SUSY

was preserved in this model.

With this potential, we use the dimensionless parameters, o = ozphysal/ 2 \= Aphys and ¢ =

qﬁphysa_l/ 2 on the lattice. The simulations are performed for Aphys = 10 and aphys = v/60.
At a lattice site k the derivative of the superpotential has the form W, = Aa tan(agy,).

In Fig. 2.6 (left) we show W' per site against N,. As [ is increased (temperature is de-

creased), this observable approaches zero (data points with triangle symbols), suggesting that
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FIGURE 2.4: Model with degree-five superpotential. (Top) The expectation value of (W)
per site against V. (Bottom) AS per site against V;. We used 8 = 0.5,1.0, 1.5, and 2.0 with
Mphys = 10 and Iphys = 100.
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FIGURE 2.5: Model with degree-five superpotential. Ward identities for the model with
different /5 values on a lattice with N, = 48, mphys = 10, and gpnys = 100.




SUSY is preserved in the model. Fig. 2.6 (right) shows AS per site against N, for various
B values. Although all data points are close to zero, we see that they do not point toward a

consistent trend suggesting an intact SUSY.

The Ward identities for various 3 values are shown in Fig. 2.7 for a lattice with IV, = 48.
Here also we discarded the contaminated data in the edge regions of the lattice. We see that in
the middle region of the lattice, the Ward identities approach closer to zero as /3 is increased.
A linear § — oo fit to the averaged data in the middle region gives us 0.003(1) for Fig. 2.7(a)
and —0.001(1) for Fig. 2.7(b). Thus, the data suggest that SUSY is intact in this model.

Taking into account the overall trend of the data from Figs. 2.6 and 2.7, we can conclude

that SUSY is preserved in the model with Scarf I superpotential.

2.5 Models Exhibiting PT-Symmetry

Another interesting class of models we investigated on the lattice is the quantum mechan-
ics with a particular type of PT-invariant superpotentials. Here, P and 7" denote the parity
symmetry and time-reversal invariance, respectively. One of the motivations for considering
PT-symmetric theories is the following. It is possible to obtain a real and bounded spectrum
if we impose PT-symmetric boundary conditions on the functional-integral representation of
the four-dimensional —\¢* theory [46]. In addition, the theory becomes perturbatively renor-
malizable and asymptotically free. These properties suggest that a —\¢* quantum field theory
might help describe the Higgs sector of the Standard Model. It could also play a vital role in the
supersymmetric versions of the Standard Model. Our one-dimensional model investigations

can be considered the first step toward explorations in this direction.

The action of the supersymmetric quantum mechanics in Minkowski space is given by

Su = [ <;<at<z>><at¢> O — W ()~ [W’<<z>>]2> . (2.58)
Under the Wick rotation
t —  —iT, (2.59)
0
5 — 5 (2.60)
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FIGURE 2.6: Model with Scarf I superpotential. (Top) The expectation value of (W’) per site
against N,. It approaches zero as 3 is increased (temperature is decreased), agreeing with
what is expected for a model with intact SUSY. (Bottom) AS per site against N.. We do not
see a consistent trend suggesting intact SUSY from this observable. We used N, = 16, 32,
and 48, and for each N, we used 8 = 0.5, 1.0, 1.5, and 2.0 with Aphys = 10 and opnys = V60.
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FIGURE 2.7: Model with Scarf I potential. Ward identities for various 8 values on a lattice
with N, = 48. The dimensionless parameters used are Apnys = 10 and opnys = V60. In
the middle region of the lattice, the Ward identities approach closer to zero as § is increased
(temperature is decreased), indicating unbroken SUSY in this model.




the above action becomes

S = i / i ((6750:0)(000) + #50w ~ W0y~ 3 (W]
= < (0:0)(016)) — DO — IW" (9)) — ;[W’w)f)

= Z'/dT <2(at¢)(3t¢) + Vo) + YW (¢)1p + % [W/(¢)]2)
= iSp=iS. (2.61)

Under Parity transformation, P, we have

t — t, (2.62)

B(1), (1), ¥(t) — (), e(1), ¥(t). (2.63)

Under time reversal symmetry, 7', we have

t - —t, (2.64)
A (2.65)
o), (), ¥(t) — d(=1), (1), (). (2.66)
Under PT transformation
o 1 . AT el 1 ’ 2
Su = [ ar(5@0)@0) + 0w - 7w @) - 5 W) @67

s = [ an (0050000 + (50w - T - 5 [i7])

= /_Z dt <;(at¢)(8t¢) Oy — W ($)) — % [/WV/’} 2) , (2.68)

where W is representing the transformed superpotential under PT transformations. The ac-

tion is PT symmetric for certain classes of W(¢). In Ref. [47], it was shown that a two-




dimensional supersymmetric field theory, with a PT-symmetric superpotential of the form

W(6) = 575 (19)"* (2:69)

with 4, a positive parameter exhibited intact SUSY. We have

W) = 55T+ 0)9) = ~iglio) 270)

Under PT transformation

W'(¢) = —(=i)g(—ig)""" = —(=i)(=1)(~1)°g(i¢)"** = —ig(—1)°(i¢)"**  (2.71)

Taking the square

(2.72)

Thus the term —3 [W’ (¢))? in the action is PT invariant. Similarly we can show that
W”(¢) = W"(¢) under PT transformation, making the term —yW”(¢)y in the action PT

symmetric.

A recent study using complex Langevin dynamics showed that SUSY is not dynamically
broken in these models in zero and one dimensions [34, 35]. Since Monte Carlo is reliable
only when the action is real, we simulated a subset of these PT-symmetric potentials with real
actions. Complex Langevin dynamics or any other compatible method should be used for a

full analysis of the model with a general § parameter.

At a lattice site k, the PT-invariant superpotential has the following form

Wi =3 fd (i) . 2.73)




Its derivative is

Wi=Y Kijdy —ig (ion)' ™" (2.74)
J

Although we have massless theories as the continuum cousins, we need to introduce Wilson-
type mass terms in the simulations, as shown in Eq. (2.74). We perform simulations for various
mass values and then take the limit m — 0. Since the action needs to be real for Monte Carlo
simulations to be reliable, we have investigated only models with § = 0,2, and 4. Numerical
Monte Carlo analysis with such models in the non-perturbative quantum mechanical setup has
not been done before, though in Ref. [47] using perturbative calculations, it was shown that in

a two-dimensional supersymmetric field theory exhibiting PT"symmetry SUSY remains intact.

The superpotentials take the following forms for these J values

=0 Wi = Gutméy— 5 1 +dre) + 90 275)
S=2: W[ = Gutmor— (k1 + o) g0, (2.76)
S=4: W[ = gutmoi—g (k1 + o)+ 9ok 277)

In Fig. 2.8 (left) we show W’ per site against N for various ¢ values. In Fig. 2.8 (right) we
show AS per site against N for various 0 values. Both plots are produced at mys = 0. For
d = 0, we were able to simulate at mppys = 0 value itself as the fermionic determinant is always
positive definite in this case, and both m and g physically represent the same quantity. For
0 = 2,4, larger mass values were needed to keep the fermionic determinant positive definite.
These models were simulated with various mpys values, and then we took the myys — 0
limit. The data in Fig. 2.8 (left) do not lie exactly on top of zero, making it difficult to conclude
straight away that SUSY is preserved in this model, but the behavior improves as we move
towards larger N, value. A linear N, — oo fit to the data with 5 = 2.0 for all ¢ values is given
in Table 2.1. The data in Fig. 2.8 (right) fluctuate around zero within error bars for all § values

suggesting that SUSY is preserved in this model.

In Fig. 2.9, the Ward identities are plotted for all the mass parameter values used in the
simulations. We used my,ys = 0 for § = 0; myppys = 20, 30,40 for § = 2; and my,ys = 6, 8,10 for
0 = 4 in the simulations. We see that in Fig. 2.9, the data fluctuate around zero in the middle

region of the lattice for all the § values. In Table 2.1, we show the linear mpnys — 0 fits to the




§ | AS/N. | WYN; | fw) | (w)

0 [0.0004(23) | —0.004(3) | 0.001(2) | —0.002(2)
2 | 0.003(1) | —0.001(1) | 0.0005(15) | 0.0001(15)
4 | —0.003(3) | 0.018(4) | 0.019(7) | 0.003(7)

TABLE 2.1: Supersymmetric quantum mechanics with PT-symmetric superpotential. The
fit values of various observables in the N — oo limit taken linearly for different ¢ values for
B = 2.0 and gphys = 10.

Ward identities (for § = 2,4). As mentioned above, for 6 = 0, we were able to simulate the

model at the my,ys = 0 value itself.

Thus taking into consideration the overall behavior of the data in Figs. 2.8 and 2.9, we

conclude that SUSY is preserved in these models with PT-invariant potentials.

2.6 Summary

In this chapter, we have investigated non-perturbative SUSY breaking in various quantum
mechanics models using lattice regularized path integrals. We employed Hybrid Monte Carlo
(HMC) algorithm to perform the field updates on the lattice. After reproducing the exist-
ing results in the literature for the supersymmetric anharmonic oscillator, we investigated
SUSY breaking in a model with a degree-five superpotential and a shape invariant (Scarf I)
superpotential. We then moved on to simulating the exciting case of models exhibiting PT-
invariance. We simulated these models for various values of the parameter § appearing in
the PT-symmetric theory without violating the Markov chain Monte Carlo reliability criteria.
Our simulations indicate that non-perturbative SUSY breaking is absent in quantum mechan-

ics models exhibiting this type of PT symmetry.

For the case of models with PT symmetric superpotentials, an investigation that takes
care of arbitrary § values needs a simulation algorithm that can handle complex actions, such
as the complex Langevin method. Ref. [34] shows that PT symmetry is preserved in zero-
dimensional supersymmetric theories. Recently, this study was extended to supersymmetric
quantum mechanics models with arbitrary ¢ parameter [35] and there, with the help of com-
plex Langevin simulations, it was shown that SUSY is preserved in these models. Our results

in this paper complement these investigations.

It would be interesting to reproduce the conclusion in Ref. [47] using non-perturbative
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methods such as Monte Carlo or complex Langevin dynamics. There, it was shown that SUSY
remains unbroken, using perturbative calculations, in a two-dimensional supersymmetric field
theory exhibiting PT" symmetry. It would also be interesting to perform simulations in four-
dimensional supersymmetric models exhibiting PT" symmetry and thus comment on the na-

ture of the spectrum of the theory and implications to Higgs physics.

In the next chapter, we will move towards slightly complicated systems in which point-like
tields on a lattice site are replaced by N x NN matrices. As it has been motivated, those models

will take us towards understanding non-perturbative aspects of string theory.







Matrix Models

Non-perturbative aspects of string theory can be captured by investigating the strongly cou-
pled regimes of theories such as matrix models and supersymmetric Yang-Mills in various

dimensions. In this chapter, we will discuss the general aspects of these theories.

3.1 Motivation

One of the major developments in various attempts to understand the features of quantum
gravity was the observation that the lower-dimensional models of matrices could capture the
dynamics of string/M-theory in an appropriate limit of the parameters. One of the first exam-
ples was the relation shown by Ref. [48] between the (non-supersymmetric) (0+1)-dimensional
¢ = 1 matrix model and the two-dimensional bosonic string theory. This program of con-
necting quantum mechanical models to string/M-theory was extended by Banks, Fischler,

Susskind, and Shenker (BFSS) through their proposal that the dimensional reduction of ten-




dimensional N' = 1 super-Yang-Mills (SYM) with gauge group SU(NV) describes M-theory
in the light-cone gauge, in the large-N planar limit [49]. A few years later, Berenstein, Mal-
dacena, and Nastase [50] extended this model by introducing a supersymmetry preserving
one-parameter deformation. The resulting theory, known as the BMIN matrix model, describes
a certain limit of Type II string theory on a pp-wave background rather than the flat spacetime

relevant to the BFSS model.

Though there has been excellent progress in understanding and verifying the gauge/gravity
duality conjecture by studying ' = 4 SYM in four dimensions using ideas of integrability, the
lower-dimensional non-conformal analogs of the four-dimensional theory have not attracted
as much attention. This thesis is one attempt to understand the non-conformal analog of
gauge/gravity correspondence. Only a handful of analytical attempts using certain approxi-
mations have been made so far [51, 52]. Since it is difficult to verify the duality conjecture in
the finite-temperature setting relevant to these cases, we need a method that can provide in-
formation about their strongly coupled regimes. This opens up the possibility of exploring the
dual field theories using the ideas and tools of lattice field theory. Though there are several ap-
proaches to putting SYM theories on a lattice, the lattice regularization of such theories breaks
supersymmetry. This happens because supersymmetry transformations anti-commutes and
connect with the generator of infinitesimal space-time translations, but on the lattice, no such
infinitesimal translations exist, leading to broken SUSY. Hence on the lattice, all the supersym-
metries are not preserved, but we are able to preserve a subset of supersymmetries. However,
when we take the correct continuum limit, a — 0, by fine-tuning all the SUSY-breaking terms,

we end up recovering all the supersymmetries.

In this regard, there has been good progress in understanding various aspects of (0 + 1)-
dimensional matrix models as well as the thermodynamics of stacks of Dp branes, with p = 1
and 2, using the (p + 1)-dimensional dual supersymmetric theories in Euclidean lattice space-

times [53-73].

3.2 SYM families

The idea of AdS/CFT correspondence from the field theory side can be investigated from the
non-perturbative study of maximally supersymmetric Yang-Mills (MSYM) theories. Maximal

theories with sixteen supercharges and even with lesser supersymmetries can be constructed




from N =1SYM in higher dimensions. The different families of SYM theories are as follows:

e O=16

d=10,N=1 — d=6/N=2 — d=4N=4 — d=3N=38

~ d=2,N=(88) — d=1BFSS — d=0,IKKT

e =28

d=6,N=1 — d=4N=2 — d=3N=4 — d=2N =(4,4)

e O=14

d=4N=1 — d=3N=2 —= d=2N=(2,2)

We note that implementing all these theories on spacetime lattices would be a daunting
task. In the next two chapters, we will discuss two important models from the above set of
theories. One is a mass-deformed version of the BFSS matrix model, i.e., the BMN matrix
model [50], but without fermions. In the BMN model, SO(9) rotational symmetry of scalar
fields gets explicitly broken into SO(6) x SO(3). The lattice setup for this model is significantly
simpler as compared to the other model discussed in this thesis, which is the two-dimensional
SYM theory with four supercharges. The latter theory is discretized on a lattice with the help
of a procedure known as twisting. (The twisting method will be introduced in chapter 5.) The

BMN matrix model has been the topic of a couple of studies on the lattice [68, 72, 74].

We can obtain the lower-dimensional SYM theories from the higher dimensional N = 1
SYM by using the Kaluza-Klein compactification. We can compactify ten-dimensional V' = 1
SYM to one dimension to obtain the BFSS model. (We will discuss the BFSS model in chapter
4.)

We note that when we compactify a specific dimension:

¢ There is no derivative term along that direction,

¢ Fields in the theory no longer are functions of that direction,




¢ Gauge field along that direction changes to a scalar field.

Hence for the BFSS model, we have to compactify nine spatial dimensions, which in turn
gives nine scalars in the theory. For the IKKT matrix model, we have to compactify all ten

dimensions; hence we get ten scalars in the theory.

3.3 Gauge Fields on a Lattice

The d-dimensional gauge field A,, which is N x N traceless anti-hermitian matrix, with a =
1,2,---,d, is slightly different from bosons or fermions as far as its lattice implementation is
concerned. If we put a gauge field on a lattice site, then it becomes difficult to preserve gauge
invariance. Hence, the other option is to place the gauge field on a lattice link resulting in a
setup where the gauge field is not the fundamental object, rather, its cousin, the group-valued

Wilson link (U,,).
The Wilson link (or the link field) U, (n) attached to a lattice site n has the form
Ua(n) = et (3.1)

oriented from site n to n + ji,, with /i, denoting the unit vector along the a-th direction. It

transforms in the following way under a gauge transformation on the lattice:
Ua(n) = G(n)Us(n)GT (n + fig). (3.2)

Here, G(n) is an element of the gauge group, say, SU(V) of the lattice theory.

We consider the non-abelian fields of lattice theory on an anti-Hermitian basis. The gauge

links in the continuum theory appear through the continuum covariant derivative as:

D, = aa : +[Aaa ] (33)

On a lattice, in order to preserve gauge invariance, the derivative operator changes to a

difference operator. On a field, say, X,, which is an NV x N matrix sitting on a particular site of




the lattice and transforms in the adjoint representation, this operator becomes

D, Xo(n) = Ug(n)Xo(n + 1)UI (n) — Xo(n). (3.4)

We can also consider higher orders of difference operators, which can take us to the con-

tinuum limit more quickly. In such a setup, we call the lattice action as improved action.

Now as we know how to put gauge fields on a lattice, along with bosons and fermions,
we are ready to test our Monte Carlo simulations on matrix models. However, we need to
be aware of some of the problems that we can encounter while simulating matrix models.
We discuss two such problems, finite and large N effects, and flat directions, in the next two

sections.

3.4 Large N

The importance of a large N limit, specifically in the case of SU(INV) gauge theories, can be
understood from the fact that gauge/gravity duality correspondence can only be valid in the
large N limit. Even without gauge fields, the thermodynamics of matrix models (e.g., the
IKKT model) have a strong dependence on N. We will see finite-N effects in the various
thermodynamic observables of the two models - the Gross-Witten-Wadia (GWW) model and
the IKKT model.

The GWW model [75] is the gauge theory unitary matrix model in two spacetime dimen-
sions with the unitary matrices mapped to the links on the lattice. As discussed in the original
work, it is sufficient to consider only one plaquette action for the two-dimensional model to

understand the thermodynamics of the system.

The action of the model is
N
§= -+ Tr (U+U"), (3.5)

where U is an N x N unitary matrix, A is t' Hooft coupling given as A\ = g?N. The Polyakov

loop winding observable,

P, = < % Tr (Uk)> (3.6)




has the following analytical form

¢ First Polyakov loop winding P = Pp_;:

1-4 ,2<20
pP= (3.7)
§ L, A>20
¢ Higher windings
1- 22 Lpldg )y a<2
po_ -2 =P 38)
0 L, A>2
where 73,&3) are the Jacobi polynomials.

Now if we simulate this model with the Monte Carlo method, we see that higher windings

have a strong dependence on N as can be seen in Fig. 3.1
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FIGURE 3.1: Polyakov loop windings in the GWW model for various values of N. It can be
seen that higher Polyakov loop windings exhibit strong /N dependence for larger couplings.

Hence the finite IV effects can be easily seen in the higher windings of the Polyakov loop,




where at strong coupling, for lower N values, the calculated values are away from the analyt-
ical calculation, and as N is increased, the difference decreases. Therefore, to get valid results,
one needs to work with different N values and take the 1/N — 0 limit to approach the exact

analytical results.

Another simple model in which we will see the finite N effects is the IKKT model, which
we can achieve by dimensionally reducing /' = 1 SYM in ten dimensions to zero dimensions.

We will only work with the bosonic version of this model. The action for the same is

S = —% ZTr([Xi, X7, (3.9)
i.j

where X’s are N x N hermitian traceless matrices with i and j = 1,2,...,10. The action
has SO(10) rotational symmetry as all the matrices can be rotated with each other internally
without affecting the action. Since we are in zero dimensions, it is easy to see that the t" Hooft
coupling can be absorbed in the scalars (X’s). This model has been studied extensively in
the context of probing spontaneous symmetry breaking (SSB). With the help of Monte Carlo
simulations, it has been argued that SO(10) symmetry stays intact in the bosonic model and
the full model with phase-quenched simulations [76, 77]. Furthermore, there have been studies
based on the complex Langevin method, which show that SO(10) symmetry gets broken into
SO(d) x SO(10 — d) [78, 79] due to SSB. However, our motivation for studying this model is
actually to see how the finite- NV effects change the results of SSB in the bosonic IKKT case. We
use the eigenvalues, & with ¢ = 1,2,---,10, of a 10 x 10 tensor matrix, I;;, constructed from

the ten scalars, as the order parameter to probe SSB. We have

%:%ﬁ@wu (3.10)

The variation of the eigenvalues against /V can be seen in Fig. 3.2. If all the eigenvalues for
N — oo stay clubbed together, then there is no SSB in theory. If for N — oo, the eigenvalues
split such that d eigenvalues are clubbed together with some finite value, and the rest 10 — d
eigenvalues are almost zero, that will show that the SO(10) symmetry has broken into SO(d)
and SO(10 — d). This spontaneous symmetry breaking can tell us about the emergence of
space-time. But we can only check with the full IKKT matrix model. Here, our motivation for

studying this bosonic IKKT model is to show how finite IV can affect the analysis of a theory.
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FIGURE 3.2: The eigenvalues of the tensor constructed from the ten scalars in the bosonic
IKKT model given in Eq. (3.10). It can be seen that the scalars show finite N effects in this
model, and a consensus on the result can only be achieved in the large-N limit.

We do see that symmetry remains intact in this model, but to see the same, we need large
enough values for N. The nature of the 1/N effects can be checked with the help of the fit
a+bN~2 At N — oo, all the eigenvalues are clubbed together around 0.255, indicating intact

symmetry of the model.

3.5 Flat directions

In SUSY theories, the runaway behavior of scalars in the presence of flat directions is another
issue we need to deal with in Monte Carlo simulations. Along the flat directions, the scalars
commute, [ X;, X;] = 0, but their eigenvalues keep on increasing since they have access to the
continuum branch of the spectra [80]. This problem can be seen through the growth in the

values of the scalar fields during a Monte Carlo calculation.

The behavior of the scalars can be treated in a manner equivalent to that of the D branes in
the corresponding string theory. If the scalars clump around the origin, forming a bound state,
then that corresponds to a bunch of D branes coming together. If the scalars show runaway
behavior, then on the gravity side, it can be interpreted as the clump of D branes dispersing
into a gas. To see how the flat directions affect the Monte Carlo simulations, we can look at
one of the configurations in the supersymmetric BESS model. Though the bosonic version of

its mass deformation is discussed in the next chapter, this configuration is mentioned to show




how the flat directions appear in the simulations of a particular theory. The extent of nine
scalars in the supersymmetric BFSS model, without any mass deformation, is shown in Fig.

3.3.
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FIGURE 3.3: Extent of nine scalars in the supersymmetric BESS model at dimensionless
temperature T' = 0.2 with N = 12 and 24 lattice sites. It can be seen that two of the scalars
run away because of the presence of flat directions, making the simulations unreliable.

In the simulations, to tackle this flat direction issue, we can take N to be very large, which
is difficult in supersymmetric theories as simulating fermions with large matrix sizes becomes
computationally difficult. Another method for tackling the issue is to add a mass deformation
to the scalar potential, such as m2X? [81], which controls the flat directions. We can work with
different deformation values and then take the m — 0 limit for different observables to get the

thermodynamics of the original target theory.

In the next two chapters, the models discussed are the BMN model and N = (2,2) SYM in
two dimensions. The BMN model is already a mass deformation of the BFSS model; hence flat
directions in that model are already under control. In the other model, i.e., in the N' = (2, 2)

SYM, we had to add an extra scalar potential term to curb the issue arising from flat directions.







Non-perturbative phase structure of the bosonic

BMN matrix model

Content of this chapter is partially based on:

¢ Pub. [3]: N. S. Dhindsa, R. G. Jha, A. Joseph, A. Samlodia, and D. Schaich,
“Non-perturbative phase structure of the bosonic BMN matrix model”, JHEP 05, 169
(2022), arXiv:2201.08791 [hep-lat].

The gauge/gravity duality conjecture tells us that at large N and finite temperature, there
are often transitions between different quantum black hole solutions, which are dual to con-
finement transitions in the field theory. In this regard, the DO brane matrix model is an excep-

tion, with only a single deconfined phase at all temperatures in the planar limit. Though in



https://doi.org/10.1007/JHEP05(2022)169
https://doi.org/10.1007/JHEP05(2022)169
https://arxiv.org/abs/2201.08791

Ref. [71] first results of the confined phase are discussed in the theory at finite /V, whether the
theory stays in confined phase as N — oo still needs more investigation in supersymmetric
BFSS model. Hence more studies are required around this topic before concluding that the
DO brane matrix model exhibits two different phases and hence a phase transition. However,
this behavior of having only a deconfined phase at all couplings is drastically altered if we
consider either a one-parameter deformation of the BFSS model, i.e., the BMN model, or if we
decouple the fermions and study the bosonic sector of the BFSS model. In both cases, there
is a well-defined confinement transition. The dual black hole solutions of the BMN model
in the deconfined phase and the details of the phase transition were studied in Ref. [82]. It
remains a challenge to understand the phase diagram for finite couplings and to verify the

results obtained using gravity computations.

The BMN model is a one-parameter deformation of the BFSS model—the dimensional re-
duction of (9+1)-dimensional N' = 1 SYM with gauge group SU(/V) down to 0+ 1 dimensions.

In Euclidean time the action of the BFSS model is

2 1

N (B
SBrss = 4)\/ dr TT{ —(DrXi)” =5 > X X)
0 i<j (4.1)

+ \IIZZ’Y;UDT\IIU + \Ilg'yéa [Xla \IIU} }7

where D;- = 0; - +[A;, ] is the covariant derivative, X; are the nine scalars from the reduc-
tion of the ten-dimensional gauge field, and ¥, is a sixteen-component spinor. The indices
i,7=1,---,9whilea,0 = 1,--- ,16. The degrees of freedom transform in the adjoint represen-
tation of the SU(XV) gauge group. The anti-Hermitan gauge group generators are normalized
as Tr(TATP) = —§ 4. The trace ‘Tr’ is taken over the gauge indices. In this (0+1)-dimensional
model, the 't Hooft coupling A = ¢2,,N is dimensionful, [\] = 3. The model is compactified on
a circle with circumference 3 = T~!, which corresponds to the inverse temperature because
we impose thermal boundary conditions — periodic for the bosons and anti-periodic for the

fermions.

The action of the BMN model is obtained by adding the following mass and scalar-trilinear

terms to Eq. (4.1)

N B 2 2 2
S.=-1 dTTf[(”XI) b (Bx) s Bz, V2

X X7 Xkl . 4.2
o, 3 6 1 Y 5 LIk XXXk (4.2)




Here p is the deformation parameter, with dimension ;1] = 1. We divide the indices i, j
into two sets: I,J, K =1,2,3and A = 4,---,9. The scalar mass terms break the SO(9) global
symmetry of the BFSS model down to SO(3) x SO(6). As 1 — oo, the model reduces to a
free supersymmetric Gaussian model, and it can be studied perturbatively for large p [83, 84].
Since we are interested only in the bosonic sector, we can remove the fermions to obtain the

action of the bosonic BMN (BBMN) model

N [P 1
SBBMN = ¢ ; dr Tr [ —(D-X)” - 2 DX X
i<j
4.3)
2 2 42
) (o e |

Refs. [68, 71, 72] have numerically explored the phase structure of the full BMN model, with
Ref. [68] reporting two different phase transitions — a confinement transition signaled by the
Polyakov loop, and a “‘Myers transition” signaled by the trilinear ‘Myers term” — which merge
into one for the dimensionless BMN deformation parameter i = p/ A/3 < 3 (where ) is the
dimensionful "t Hooft coupling). When these transitions are distinct, Ref. [68] observes the My-
ers transition to be between two deconfined phases, one where the system fluctuates around
the trivial configuration and the other with fluctuations around expanded fuzzy spheres. More
recently, as our work was in progress, Ref. [71] revisited the phase structure of the BMN model,
introducing constraints on the Myers term to suppress fuzzy sphere contributions and focused

on the confinement transition.

In this chapter, we report a detailed study of the phase structure that results from including
the BMN deformation and decoupling of the fermions. While removing the fermions com-
pletely eliminates the () = 16 supersymmetries of the BMN model and its holographic con-
nection to quantum gravity, we take this step in order to accelerate numerical computations.
This makes it easier to study larger lattice sizes and N and thereby obtain more precise and
reliable results for the phase structure. These robust results will provide a solid starting point

for subsequent efforts to analyze the full supersymmetric theory.

The bosonic BMN model was investigated in Refs. [74, 85] for a fixed ;1 = 2, finding a
single first-order transition in the large-/N limit, at the dimensionless critical temperature T, =
T/A\Y3 = 0.915(5). It was not clear from this work whether different /i values might exhibit

a Myers transition distinct from the confinement transition that was previously reported for




the full BMN model by Ref. [68]. Addressing this question is part of the motivation for our
investigations. While our work was underway, another work [71] appeared, reporting a single
tirst-order phase transition for 0.375 < 1z < 3 (the range where the two transitions had merged
for the full BMN model [68]).] We pushed further into the large-Ji regime, which allowed us to
conclude that the bosonic BMN model features a single first-order transition for all values of

the deformation parameter.

Our goal is to explore the functional form of the dependence of the bosonic BMN critical
temperature T. on the deformation parameter . To this end, we analyze twelve different
values of /i spanning two orders of magnitude between the previously studied i — 0 and
ft — oo limits. As ;i — 0, we recover the bosonic version of the BFSS model. Although early
numerical and analytic bosonic BFSS investigations reported two near-by phase transitions [86,
87], more recent lattice calculations find only a single confinement transition with fc|ﬁ:0 =
0.8846(1) [71, 88]. In the ;i — oo limit, the system reduces to a solvable gauged Gaussian model,
and for large i, the critical temperature is found to scale as CFC = (61n (3 + 2\/3))_1ﬁ [89, 90].

These two limits serve as consistency checks for our lattice computations.

The chapter is organized as follows. In Sec. 4.1, we discuss the lattice formulation and
define the relevant observables we study. In Sec. 4.2, we present our results for a wide range of
0.5 < 11 S 45 with N = 16, 32, and 48. The data leading to these results are available through
Ref. [91]. We additionally discuss a separatrix method that we employ as a novel means to
precisely estimate the critical temperature. We then study the iz dependence of these critical
temperatures, fitting them to different functional forms for small and large ji. In Sec. 4.6, we

summarize our results for this model.

4.1 Bosonic BMN model on a lattice

We discretize the bosonic BMN model on a lattice with IV, sites. The inverse temperature be-
comes § = alN,, where ‘a’ is the lattice spacing with dimension [a] = —1. The integration
becomes a summation over the lattice sites: foﬁ dr — a Zg;al. The dimensionful gauge field
A, is mapped to a dimensionless gauge link U(n) connecting the sites n and n + 1. We also
work with dimensionless scalars X;(n) = aX;(7) once we are on the lattice. To discretize the

covariant derivative D, X;(7) we use the gauge link to define the finite-difference operator

Our i is equivalent to 3u in the conventions of Ref. [71].




Dy X;(n) = U(n)X;(n + 1)UT(n) — X;(n). Finally, we introduce the dimensionless lattice pa-
rameters ji,; = ap and M,y = a3\ to end up with a lattice action for the bosonic BMN model

that has the same form as Eq. (4.3) while employing only dimensionless lattice quantities

N N-—1 1
Slat — m Z TI' — (D+X1)2 - 5 Z [XUXJ]Q
a n=0 Z<]
(4.4)
2 2 \/5

The following dimensionless combinations of parameters are particularly useful because

they can be considered consistently in both the lattice and continuum theories:

T

T _ 1 //1\/ K _ Hlat 2
1/3 1/3° 1/3 = 1/3 o
A N- )\lat A )‘lat .
While taking the continuum limit, N; — oo, we need to keep the quantities defined in
the above equation fixed. Using this simple lattice action, we generate ensembles of matrix
configurations using the hybrid Monte Carlo algorithm implemented by the publicly available

parallel software presented in Ref. [92].2 As our main goal is to analyze phase transitions, we

concentrate our lattice calculations around the transition regions.

Let us look at first how to derive the internal energy, which is a useful observable in our
calculations. To obtain the expression for the internal energy, we consider deforming the par-
tition function by a small amount from Z to Z’, which is expressed by the following set of

transformations:

/_é/ 1 (4! :ﬁ () — @ )
t'="75t A (t) 5,A(t), X; (t) \/;Xl(t). (4.6)

Note that we have [DX’'] = [DX] and [DA’] = [DA]. For the bosonic BMN model, it is

2github.com/daschaich/susy
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convenient to break up the action Eq. (4.3) into two pieces

S =S+ 5, 4.7)
N [P 1
= — | drTr| — (D X:)?— =) [X;, X)? 4.
N [P B2y bR e V2
= —— Tr|{ —X — X4 - — X1 X7 Xk ). 4.
S, YA dr 1‘( g X1 + 36 CA 5 Lr X1 X Xk 4.9)

Applying Egs. (4.6), and defining A = 3’ — 3, we find

S"'=5y+5,, (4.10)
, N/5 3AB 9 )

= - Tr( — f—§ :XZ»,X~ AB?), 4.11
S} so+4A i dr Tr 2 B Kj[ i |+ O(AB?) (4.11)

s=5- 2 [(arm (#f (bxr) w22l (hx,)’

_ 5\6f2'UABﬁ€[JKX]XJXK> + O(AB2) (4.12)

The partition function therefore becomes

2(8) = [IDX5 (DAY % = [IDX]slDA)y e SeFd70a

= Z(8) [1+ EAB+O(AB?)]. (4.13)

Hence, we can write

E _E 1 A RAC)
N2~ \/BNZ T Z(B)AI/BN2 Alérgo ApB ' (4.19)
Using Egs. (4.7)—-(4.12) in Eq. (4.14) we get
E 1 1 B 3 9 n 2 W 2
N A1/3ﬁ<4m /0 dr Tf( -5 XX 2 (5x0) 2 (G Xa)
= s (4.15)
5v2
+ HGIJKXIXJXK> >

Upon discretizing the bosonic BMN model, as discussed in Sec. 4.1, the dimensionless lat-




tice internal energy takes the form reported in Eq. (4.17)

> Nr—1 2 2
E 1 3 w12 2Miat 2 Miat w2
]\72_4N)\4/3NT< Z%)Tr<_QZ[XZ’XJ] Ty X7 — 18 X4
lat "= v<d (4.16)
+ 5@”“ e XTXI XK,

We focus our analyses on the following four observables, again employing dimensionless

quantities that connect smoothly between the continuum and lattice theories:

¢ The internal energy. As derived above, on the lattice, this is

o Nr—1 2 9
E E 1 3 21 7
—_— = E Trl — =2 E X',X'2— latX2_ latX2

N2 MBNZaNEN < n=0 ( 2 i<j[ o o (4.17)

lat ©'7
5 2/t K

¢ The scalar-trilinear term, also known as the Myers term. In the continuum, we define

this as the dimensionless quantity

geM_v2 1
X 12N A3

</d7’ €IIK Tr(X[XJXK)>. (418)

On the lattice, it takes the form

. \/§ N-—1
M = m Z €IIK Tr (X]XJXK) . (4.19)

n=0

¢ The Polyakov loop magnitude. The Polyakov loop is the holonomy around the time

direction and is the order parameter for the confinement transition in the large-N limit.

We have
1T 6d A
\P]—<‘N r P exp [—/0 T T]

where P exp is the path-ordered exponential. Translating this on to the lattice,

Ny—1
1P| = <;f Tr ( 11 U(n)) ‘> 21
n=0

* The ‘extent of space” — terminology motivated by the holographic dual of the full BMN

> : (4.20)




model — which is given by the sum of the squared scalars. In the continuum, we consider

the dimensionless quantity

~ R2 1
2= = 2
= 22/3 T 2N A2/38 </d7 Tr (Xz)> (4.22)

On the lattice, this becomes

R? = - /3 <Z Tr (X?) > (4.23)

2NN

In addition, to help identify and characterize transitions, we also consider two further ob-

servables related to those above:

¢ The susceptibility of the Polyakov loop magnitude,
x= N2 ((PP) - (1P)?). (4.24)

¢ The specific heat, which on the lattice takes the form

C, = Af{ié\ﬂ <(E _ <E>)2 - E’>, (4.25)

with E from Eq. (4.17) and

Nr—1 2
~ 20 It
/ 2 lat 2 lat
E = < § Tr<—3§ [X:, X] ——ga X7 — 1; X2

4x”/ SN2 —
< (4.26)

lat
5 2[L

The behavior of these six observables in different regimes can be understood as follows:

¢ Internal energy (given by Eq. (4.17)), Extent of space (given by Eq. (4.23)) and Myers
term (given by Eq. (4.19)) behave similarly. Before transition, all these observables are
constant. As the temperature is increased, these observables showed a sharp change in
their value, indicating a phase transition. After the transition, there is no sharp change in
the observables. Rather, they change as a smooth function of temperature. For BESS (i.e,

i = 0), this behavior at high temperatures is studied using non-lattice calculations [93].




For the BMN model, though, the exact dependence on temperature for these observables

needs probing.

¢ Polyakov loop (given by Eq. (4.21)) before transition represents the configuration in the
confined phase. Hence |P| = 0 is expected in this phase. But as in the numerical simula-
tions, this magnitude of the Polyakov loop is obtained from its real and imaginary parts
ie, |P| =, /Pfeal + Pi%nag, which are not zero rather they wander around zero. Hence
in the numerical runs confined phase can be observed when P = 1/N. Around the
transition, the Polyakov loop shows a sharp transition, and it slowly moves towards the
deconfined phase where | P| = 1. For high temperatures when the theory is not confined,
the behavior of the Polyakov loop can again be predicted from non-lattice simulations

[93].

¢ Internal energy, Extent of space, Myers term, and Polyakov loop shows sharp change
around transition. Hence we can check for the exact transition point by tuning their sus-
ceptibilities. At the transition point, their susceptibilities will peak, and that will be the
critical transition point. The susceptibility of the Polyakov loop is one such observable
(given by Eq. (4.24)). The expression of internal energy already contains the contribution
from the scalars quadratic term and the trilinear term. Hence we will not tune suscep-
tibilities of scalars extent and Myers term independently. The susceptibility of internal

energy can be interpreted from the specific heat term (given by Eq. (4.25)).

Considering both the Polyakov loop susceptibility and the specific heat will allow us to
search separately for the confinement transition and the Myers transition reported by Ref. [68]
(for the full BMN model). The latter is signaled by the energy (in addition to the Myers term)

and hence by the specific heat.

In contrast to lattice studies of finite-temperature transitions in higher-dimensional field
theories, the absence of any spatial volume in lattice discretizations of matrix models means
that the thermodynamic limit corresponds to increasing the number of colors, N — oo. Prior
studies of supersymmetric matrix models [64, 65] have found that N > 16 is needed to control
finite-/V artifacts in this context [69]. We, therefore, consider N = 16, 32, and 48, finding that
we need to increase IV as [i decreases in order to keep finite-V artifacts negligible compared to

our statistical precision.

In addition to the N — oo thermodynamic limit, lattice analyses also need to consider the




i N T. A

0.5 48 0.900(2) 0.000(3)
1.0 48 0.903(1) 0.000(2)
2.0 48 0.912(1) 0.000(2)
4.0 32 0.949(2) 0.001(4)
6.0 32 1.016(4) 0.004(6)
9.0 16 1.158(8) 0.000(20)
10.0 16 1.213(8) 0.010(26)
11.0 16 1.275(3) 0.000(10)
13.0 16 1.398(8) 0.012(18)
15.0 16 1.531(9) 0.012(23)
21.54 16 2.04(3) 0.01(6)
44.66 16 4.00(3) -

TABLE 4.1: The critical temperature T, for the 12 Ji values considered in this work. As i

decreases, larger N is needed. We determine 7. either from the peak of the Polyakov loop
susceptibility or from the separatrix method. The last column shows the values of the A

parameter defined by Eq. (4.28). At for the runs is given by A = (TNT)_?’, where N, is
fixed as 24 throughout the runs.

N; — oo continuum limit. We did some preliminary calculations with IV, = 16,24 and 32 for
N =16 and iz = 0.0, 6.0. These calculations indicated that NV, = 24 appears sufficient to keep
finite- N artifacts negligible compared to our statistical precision. Therefore we proceed by
fixing N, = 24 in our calculations. This is also consistent with earlier lattice studies [68, 74, 85,

88].

4.2 Determination of the critical temperature

As a first look at our lattice results, we collect some representative plots for the six observables
summarized above. In Fig. 4.1, we consider ;i = 1 with N; = 24, scanning the small range
0.896 < T < 0.906 around the transition and observing clear growth in the Polyakov loop
susceptibility and specific heat peaks as the number of colors increases from N = 32 to 48. We
see similar behavior in Fig. 4.2 for i = 6 and N, = 24 with 1 < T < 1.03, here comparing N =
16 and 32. Ref. [91] provides a comprehensive release of our data, including full accounting
of statistics, auto-correlation times, and other observables computed in addition to the six
highlighted in Figs. 4.1 and 4.2. The wider temperature range plot for the configurations with
i =1 with N, = 24 are shown in Figure 4.3 with N = 32.
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FIGURE 4.1: The six observables discussed in the text, for i = 1 and N; = 24, in a small
range of temperatures 0.896 < 7' < 0.906 around the transition. As N increases from 32 to
48, there is clear growth in the Polyakov loop susceptibility and the specific heat peaks in

the final row.
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FIGURE 4.2: The six observables discussed in the text, for i = 6 and N; = 24, in a small
range of temperatures 1 < 7" < 1.03 around the transition. As in Fig. 4.1, increasing N
from 16 to 32 produces clear growth in the Polyakov loop susceptibility and the specific heat
peaks in the final row.
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Using N, = 24, we performed similar scans in the temperature for all 12 values of 0.5 < fi <
44.66 listed in Table 4.1. In addition to identifying the critical temperature T, from the peak
in the Polyakov loop susceptibility, we also carry out analyses using the separatrix method.
This is a novel way to determine the critical temperature away from the thermodynamic limit,
which can work well even when susceptibility peaks are difficult to resolve. While Ref. [94]
introduced the Polyakov loop separatrix method specifically for (non-supersymmetric) SU(3)
Yang-Mills theory, it generalizes to N > 3. The idea is to consider the unit disk in the plane
of the real and imaginary parts of the Polyakov loop and separate this into two regions such
that Polyakov loop measurements for deconfined ensembles fall predominantly in one region
while those from confined ensembles fall predominantly in the other. A simple ratio S (f) is

defined, which is given by configurations inside the disk by the total number of configurations.

¢ In the confined phase, all the configurations are centered around the zero value of the

scatter plot, hence the separatrix ratio, S(T) ~ 1.

¢ In the deconfined phase, all the configurations become deconfined, and they sit in one
of the vacua, leaving no configurations inside the disk, hence then the separatrix ratio,

S(T) ~ 0.

¢ During the transition, configurations start moving from the confined to the deconfined
phase, and hence when half of the configurations are deconfined, we consider it as the

transition point. At that point S(7) = 0.5.

Therefore a simple ratio S (T') then changes from 0 deep in the deconfined phase to 1 deep
in the confined phase, with the transition identified as the (interpolated) point where this ratio
crosses 0.5.% Fig. 1 in Ref. [94] illustrates the equilateral triangle used as the SU(3) separatrix.
As we are working with different NV values, our separating disk will be a polygon with NV sides.
For example, if we are working with IV = 4, the separating disk will be in the form of a square.
For very large values of N, a polygon can be roughly replaced by a circle. For our N > 16,
we approximate the corresponding N-gon by a circle of radius s < 1, so that we just have to
consider the Polyakov loop magnitude |P|. This circle with radius rg will act as a separator

disk between confined and deconfined configurations.

We treat the radius 75 as an adjustable parameter,* which introduces a systematic uncer-

%Ref. [74, 85] considers a similar ratio but identifies the transition as the point where it becomes non-zero.
“In Ref. [94], the separatrix is defined using the position of the minimum between two peaks in the distribution
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FIGURE 4.4: Polyakov loop scatter plots for N = 32 with i = 1 for three values of T.
The separatrix is a circle of radius rg = 0.4 shown by the two colors. Panel (d) shows the

resulting S (T) that identifies the critical temperature T, ~ 0.901. (Note the T, = 0.903(1) in
Table 4.1 comes from N = 48.)

tainty from our choice of rg. For all i we consider, we find rg = 0.4 provides stable and reliable
results. We also observe that the systematic dependence on our choice of g becomes less sig-
nificant as zi increases. In Figs. 4.4 and 4.5, we show representative Polyakov loop scatter plots,
separatrices, and the resulting S(T) for 7i = 1 with N = 32 and i = 44.66 with N = 16, respec-
tively. In Fig. 4.6, we have plotted the separatrix ratio with the different radii of the circle that
is used as a separator. The plot is for ;1 = 2.0 and N = 32. It shows how with different sizes of

circles, we can still get good precision of critical transition point up to certain orders.

The N eigenvalues of the Polyakov loop provide yet another means both to estimate the
critical temperature and to characterize the phases between which the system transitions. Deep
in the confined phase, the angular distribution of these eigenvalues is uniform around the unit

circle, while deep in the deconfined phase, their distribution is localized around some angle,

of Polyakov loop measurements.
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which we can set to § = 0 by convention. This behavior can be modeled as

1 1
p(0) = — 4+ —cosf —m<f<m, (4.27)
2w qm

where the positive parameter ¢ — oo in the uniform limit, while a gap opens for ¢ < 2. In
Fig. 4.7, we show a representative example of this gap opening at the critical ZA} identified from
the Polyakov loop susceptibility and separatrix, confirming that the corresponding transition
is between the uniform confined phase and the gapped deconfined phase. In this figure, we
consider our most challenging data set with the smallest & = 0.5 and three N = 16, 32, and 48.
Comparing these three values of NV allows us to confirm that the transition becomes sharper
as N increases: the distribution for 7' = 0.895 < T, becomes more uniform for larger N while

the size of the gap for T' = 0.905 > 7. also increases.

Contrary to the challenging 1 = 0.5 simulations with different N values, if we try to look
at the scatter plot of the Polyakov loop distribution and its corresponding eigenvalues distri-
bution, the different phases can be easily distinguished. Let us look at the scatter plot and
Polyakov loop eigenvalues with ;1 = 2.0 for three different temperatures. One temperature is
near the computed transition temperature 7 = 0.913, one significantly before the transition
T = 0.8, and the other significantly after the transition T = 1.3. It can be seen from Figs.
4.8 and 4.9 that as the temperature changes from low to high and passes via the transition
point, the scatter plot easily captures the confined and deconfined phase information, and the
same can be seen from eigenvalues distribution plot which changes from uniform phase to

non-uniform phase and finally to gapped phase.

Finally, we also check that the Myers transition and the confinement transition occur at the

same critical temperature by defining

(4.28)

to quantify the difference between the locations of the specific heat and Polyakov loop sus-
ceptibility peaks. Our results for A in Table 4.1 vanish within uncertainties for all 7 < 40,
consistent with the existence of only a single phase transition. For i = 44.66, we do not ob-
serve well-defined peaks and rely on the separatrix method to determine T.. If there were
separate phase transitions signaled by these observables, in order to be consistent with these

results, their critical temperatures would need to be too close to resolve with N' < 48.
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¢) Temperature way after the transition.
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FIGURE 4.10: The T—fi phase diagram of the bosonic BMN model from our N, = 24 results

for ﬁ computed with N = 16, 32 and 48. The red curve shows our fit of the ;7 > 10 results to
Eq. (4.33), while the blue curve shows our fit of the i < 10 results to Eq. (4.34). Our results
self-consistently identify the i, ~ 10 separating the small- and large-i regimes. The inset
zooms in on the ;i — 0 limit. The shaded regions indicate two different phases, the confined
phase (orange shade) and the deconfined phase (blue shade).

4.3 Critical temperature dependence on deformation parameter

Figure 4.10 plots our critical temperature results obtained above to visualize the phase diagram
of the bosonic BMN model in the T—7i plane. We now analyze the dependence of T. on the
deformation parameter. Considerations of the simplified ;i — oo and 1z — 0 limits suggest that

this dependence must differ for large vs. small /.
Our results confirm this and also identify the ji, ~ 10 separating these two regimes.

First, for large 1i the expected critical temperature is easy to calculate using the argu-

ment [89, 90] that for a model with D > 1 matrices (bosonic or fermionic), of masses w; > 0

with j =1,---, D, the inverse critical temperature f3. is given by the solution of
D
e =1, (4.29)

j=1




For the case of the bosonic BMN model with D = 3 + 6, the large-y. critical temperature is

the solution of

3e Pu/3 L ge=Pr/6 _ 1 =, (4.30)
which gives
1 T T 1
==t —.089305... (4.31)
phe  w i 6In(3+2V3)

A similar analysis can be done for the full BMN model, which reduces to a supersymmet-
ric Gaussian model in the i — oo limit. In this case, Refs. [90, 95, 96] have perturbatively
computed the critical temperature of the confinement transition up to next-to-next-to-leading

orderin 1/1% < 1

~ m 320 1 458321 1765769 In3\ 1 1
T a 1+ —= - + = —=+0| =] (4.32)
3 3 76 7

= 12In3 12 144

In the i — oo limit, this produces a smaller 7, /; ~ 0.076 compared to the bosonic BMN
result in Eq. (4.31). Motivated by the functional form of this perturbative result, we adopt the

following ansatz to fit our T, results for sufficiently large z
(4.33)

where we expect C = 1/[61n(3 +2/3)] ~ 0.0893 from Eq. (4.31). The fit to our results for
it > 10 shown in Fig. 4.10 indeed produces C' = 0.0893(6), providing a good check of our

numerical setup and code.

< 10, consistent with the

~

Also, from Fig. 4.10, we can observe that this ansatz fails for 7,
expected breakdown of the perturbative expansion when the coupling 1/i% is too large. In
the small-zi regime, we must use a different fit form to describe the dependence of the critical
temperature on the deformation parameter. While it might be possible to carry out a strong-
coupling expansion in this regime, for the purposes of this work, we will simply employ an
empirical expansion in powers of ji. The recent Ref. [71] takes the same approach, employing
the quadratic ansatz

T. = A+ Bi?, (4.34)

where A is the constant critical temperature of the bosonic BFSS model.




Coefficient | Value Reference
A 0.8846(1) Ref. [71]
A 0.8995(7) This work
B 0.00330(2) | Ref. [71]
B 0.0032(1) This work
C 0.0893 Refs. [89, 90]
C 0.0893(6) This work
H 47(3) This work
F —15(3) x 10 | This work

TABLE 4.2: Comparison of the values of the fit parameters appearing in Eqgs. (4.33) and
(4.34).

We will also use Eq. (4.34) to fit our T- results for small . Using our conventions, Ref. [71]
reports A = 0.8846(1) and B = 0.00330(2) from a fit to their critical temperature results for
0375 < p < 3 (ie, 0.125 < p < 1 in their conventions). The fit to our results for 0.5 <
f < 10 shown in Fig. 4.10 produces A = 0.8995(7) and B = 0.0032(1), with purely statistical
uncertainties. While our result for B agrees with Ref. [71], there is a clear tension in A. The
inset in Fig. 4.10 makes it clear that our numerical results demand A > 0.89 regardless of the
range of /1 we include in our fit. Finite-/V and discretization artifacts could play a role in this
disagreement. So far, we have considered only NV < 48 rather than the N < 64 that Ref. [71]
was able to reach. Although we use the same N, = 24 as Ref. [71], our first-order lattice finite-
difference operator in Eq. (4.4) differs from the second-order discretization they employ. The
lattice action of Ref. [71] also includes a Faddeev-Popov term from gauge fixing to the static

diagonal gauge, though we do not expect this gauge fixing to affect the critical temperature.

Table 4.2 summarizes our findings for the coefficients in Egs. (4.33) and (4.34). We note
that H and F' are new predictions from this work. Comparing these with the perturbative
computation for the full BMN model in Eq. (4.32), we see that our non-perturbative results
for the bosonic case are both a few times larger: Hppymn ~ 47 compared to Hevmn =~ 8, while

Fpmn =~ —15 x 10 compared to Fagvn =~ —4 x 103

4.4 Order of the phase transition

We expect that the phase transition we observe is of the first order. We confirm this in two
ways. First, in the left panel of Fig. 4.11, we plot the distribution of the Polyakov loop mag-

nitude for three temperatures around the critical JA“C ~ 0.949, for a representative ;i = 4 with
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FIGURE 4.11: Signs that the phase transition is first order, for ;i = 4. (a) The distribution of

the Polyakov loop magnitude has support across two different regions for 7, ~ 0.949, sug-
gesting a developing two-peak structure. (b) Normalizing the Polyakov loop susceptibility
by N? produces the same peak height for N = 16 and 32, indicating that the maximum Y is
scaling with the number of degrees of freedom oc N2.

N = 32. While the |P| distributions for 7' = 0.945 and T = 0.953 each have a single peak
in two different regions, respectively corresponding to the confined and deconfined phases,
the distribution for 7' = 0.949 has support across both of these regions. This suggests that a
developing two-peak structure would be visible for larger N > 32, which is characteristic of
phase coexistence at a first-order transition. The same can also be seen from the Monte Carlo
time history of the Polyakov loop for temperature T = 0.949 as shown in Figure 4.13. To il-
lustrate a more developed two-peak structure, Polyakov loop magnitude distribution is added

for i = 2.0 with IV = 48 in Figure 4.12.

Second, in the right panel of Fig. 4.11, we check the scaling of the Polyakov loop suscep-
tibility with N. Because the thermodynamic limit for the bosonic BMN matrix model corre-
sponds to N2 — oo, this scaling can distinguish between first- and higher-order phase transi-
tions [97, 98]. Considering the same [i = 4, we plot x/N? against T for both N = 16 and 32.
Within uncertainties, both values of N produce the same peak height, again suggesting a first-

order transition where the maximum x would scale with the number of degrees of freedom.

4.5 Dependence of the internal energy on T and /i

Finally, we comment on the internal energy of the bosonic BMN model. Let us begin in the

i — oo limit, where this system reduces to a gauged Gaussian model with D = 9 scalar
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FIGURE 4.12: Polyakov loop magnitude distribution at three different temperatures for i =
2.0 with NV = 48. A two-peak structure appears to develop more clearly as compared with
lower N values.
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FIGURE 4.13: Polyakov loop time history over certain Monte Carlo simulation period for
the configuration with T = 0.949, N = 32, N, = 24. As can be seen from this history, the
Polyakov loop continuously moves from one phase to other, indicating a first-order phase
transition in this theory.
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FIGURE 4.14: Internal energy vs. temperature for various ji values and N = 32. We see that

for T < T, the energy has no temperature dependence, and after the transition, it depends
linearly on temperature.

matrices. For general D, Ref. [51] computed that the internal energy of this Gaussian model is

1 5 3 ~ 1
E=1(0-1T+ O<m> (4.35)
for high temperatures and large N. Plugging in the D = 9 relevant for the bosonic BMN model,
we want to explore how this result will be modified for finite 7i. We expect that the relevant

parameter will be % = %, so that

B =6T[14 ] <z) | +0(5) (4.36)

2

for some as-yet-unknown function f.

In Fig. 4.14, we show our lattice results for the temperature dependence of the energy for
i =1,2,and 4 with N = 32. Although our lattice calculations focus on the transition regions,
we do consider enough 7' > T points in the deconfined phase to clearly see the leading-order
linear dependence predicted by Eq. (4.35). This is in contrast to the f-independent energy in
the T < T, confined phase. Although the energy depends on /i in both phases, we observe
that the high-temperature slope is insensitive to the deformation parameter within the range
1 < < 4. A precise determination of f(7'/u) will be interesting to pursue through future

generations of bosonic BMN lattice calculations.




4.6 Summary

In this chapter, we have presented a lattice study of the non-perturbative phase structure of
the bosonic BMN matrix model. Our main results for the transition temperatures 7. for twelve
0.5 < i < 44.66, collected in Fig. 4.10, show how our numerical investigations smoothly
connect the bosonic BFSS model in the ;7 — 0 limit to the known behavior of the ;i — oo gauged
Gaussian model. In addition to monitoring several standard observables and susceptibilities,
we have also applied a novel separatrix method to determine these critical temperatures. We
observed only a single transition, finding evidence that it is of the first order and analyzing the
Polyakov loop eigenvalues to confirm that it separates the uniform confined phase from the

gapped deconfined phase.

Using our results for T., we have investigated the functional forms of the dependence of
the critical temperature on the deformation parameter in both the small- and large-ji regimes.
Our results for the parameters of these functional forms, collected in Table 4.2, agree with some
existing values in the literature and also provide some new predictions. However, there is a
disagreement with the results from Refs. [71, 88] for fc in the ;1 — 0 bosonic BFSS limit, which

deserves further investigation.

For these future investigations, we are particularly interested in exploring smaller i, which
will require larger N > 48 to overcome challenges associated with flat directions and metastable
vacua that make the numerical calculations more difficult. We also have lattice investigations

of the full BMN model underway [72], with similar plans to pursue smaller z with larger N.

We have already mentioned our ambition to determine the function f(7'/u) that modi-
fies the dependence of the internal energy on the temperature and deformation parameter in
Sec. 4.5. In that section, we also raised the possibility of generalizing the bosonic BMN model
to a different number of scalar matrices, D # 9. It would be interesting to explore how the
phase diagram and the order of phase transitions depend on D. Ref. [99] recently addressed
this problem for the analogous generalization of the i = 0 bosonic BFSS model, investigating
that system for a range of D and concluding that the transition changes from first order to sec-
ond order for D ~ 36. In the future, we hope to report how the BMN deformation affects this
phenomenon. In the next chapter, we move towards another non-conformal theory, which is

slightly more complicated than this one, the A" = (2,2) SYM in two dimensions with fermions.
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5.1 Motivation

In this chapter, we will present the study of SYM in two dimensions with four supersymme-
tries. The motivation to study this particular theory is to understand how close this theory is

to its cousin which has a holographic dual.

It can be extremely hard to study strongly coupled supersymmetric Yang-Mills (SYM) the-
ories using perturbative methods. A lattice formulation of these theories provides an inher-
ently non-perturbative way to investigate them at strong coupling and finite V. A naive lattice
regularization of SYM theories lacks supersymmetry at finite lattice spacing!. However, it is
possible to construct supersymmetric lattice actions at finite lattice spacing for certain classes
of SYM theories if they have a sufficient amount of supersymmetry in the target continuum
theory. It is fortuitous that these lattice constructions can be done for all theories with holo-

graphic dual for all d < 4.

The holographic duality imposes a strict condition on the number of supersymmetries in
the gauge theory, and it is often an interesting question how the reduction of supersymmetry
can affect the holographic features of the theory. In this sense, our main goal is to investigate
the thermal phase structure of the 1 + 1-dimensional SU(/V) Yang-Mills theory with four su-
percharges and compare it with that of the 1 4+ 1-dimensional SU(XN) Yang-Mills theory with
sixteen supercharges. Although it is known that this theory does not have a holographic dual,
we would like to understand how close it is to its sixteen supercharge counterpart, which has
a well-defined dual. In order to pursue this question, we focus on the presence of a possible
deconfinement transition which is a characteristic feature of the sixteen-supercharge theory
[66, 67, 107, 108] at finite temperatures. This large N transition is captured by the spatial Wil-

son loop as the order parameter.

In this chapter, we will discuss the existence of bound states at large N, as captured by
the clumping of the scalars of the theory around the origin, despite the presence of classical
flat directions [2]. Such bound states have already been observed in the 0 + 1-dimensional
sixteen-supercharge theory [53]. We continue the discussion about the bound states in this
work. We also revisit the absence of dynamical supersymmetry breaking of this theory using

energy density and Ward identities [23, 109] with a relatively larger V.

1See Ref. [100-106] for detailed constructions of these theories.




The theory under consideration does not exhibit the sign problem when the continuum
limit is taken properly [23, 110-113]. The coupling regimes we have probed and the sufficiently
larger lattice volumes used ensure that our numerical calculations are free from this notorious

sign problem [23].

The chapter is organized as follows: In Sec. 5.2, we present the supersymmetric lattice
construction of the two-dimensional theory with four supercharges. Results of the numerical
calculations are discussed in Sec. 5.4. There we discuss the energy density, Ward identities,
behavior of scalars, presence of the spatial deconfinement transition, and the dependence of
the critical coupling 7¢ on the aspect ratio «. In Sec. 5.5, we provide the conclusions and discuss

the directions for future work.

5.2 Two-dimensional theory with four supercharges

The theory we are interested in, the 1 4 1-dimensional Yang-Mills theory with four super-
charges, can be obtained by dimensionally reducing the four-dimensional N' = 1 SYM. The
theory can be put on a lattice with the help of either twisting or orbifolding procedures. We
will take the help of the twisting procedure to put it on a lattice. The parent four-dimensional

theory, in Euclidean spacetime, has the following global symmetry group
G =50(4)g x U(1), 6.1)

with SO(4) ; and U(1) denoting the Euclidean rotation symmetry and chiral symmetry, respec-

tively. After dimensional reduction, the global symmetry group becomes
G =S50(2)g x SOQ2)z, x U()g,, (5.2)

with SO(2) ; denoting the Euclidean rotation symmetry, SO(2)p, the rotation symmetry along
the reduced dimensions, and U(1)y, the chiral symmetry. But U(1)g, can be treated locally

equivalent to SO(2) Ry 1-€.,

S0(2) 5 X SO2), X U(1) g, ~ SOQ) x SOQ), X SO2)p, - (5.3)

In order to have a lattice construction that preserves one supersymmetry charge, we need




to twist the theory by combining the R-symmetry group with the Euclidean rotation group.
The twisting process is nothing but a change of variables in flat Euclidean spacetime. We have

the following two possible twist options:

e A twist:
SO(2) = diag(SO(Q)E X U(1)RQ>. (5.4)

e B twist:
SO@2) = diag (SO(Q)E X 50(2)&). (5.5)

We work with the B twist in our calculations. After twisting, the fermions and super-
charges of the theory decompose into integer-spin representations of the twisted rotation group
SO(2)'. The model under consideration has four bosonic and four fermionic degrees of free-

dom. It also has four real supercharges.

After the twist, the gauge field (A,, a = 1,2) and the scalars (X,) of the theory transform
identically under the twisted rotation group, and both are N x N anti-hermitian matrices. Thus,
we can combine them to form a complexified gauge field A, = A, + iX,. These complexified
gauge fields, A, in the continuum are mapped to link fileds living between n and n + i, on

lattice as: Uy, (n) = ea(™),

The action of the twisted theory is composed of a complexified gauge field .4, and twisted
fermions (Grassmann valued fields), which we denote as 7, 14, and xa, = —Xpa- The super-

charges also undergo a decomposition similar to that of the fermions: Q, Q,, and Q.

The supercharge Q acts on the twisted fields in the following way

QA, = ta,
QA, =0,
Qihg =0,
OXab = —Fab
Qn=d,
Qd = 0. (5.6)

In the above equation, an extra bosonic degree of freedom can be seen, the auxiliary field




d, which is introduced to close the algebra. The equation of motion for this auxiliary field is

d = [Dq, D) . (5.7)

The complexified covariant derivatives have the following form

Dy =04+ Aq,

Dy =0,+ A, (5.8)
The complexified field strength is given as

Jrab = [Daupb] y

Fab = [Da, D] - (5.9)

Hence the twisted action involving all the above-discussed fields can be written in a Q-exact

form as

S = i\;Q/dzx Tr (xab]-"ab + 1 [Da, D) — ;nd> . (5.10)

Here, ) is the "t Hooft coupling. After performing the Q variation on the action and integrating

over the auxiliary field d, we get the twisted action

— 1 o
S = a dQI' TI‘< - -/T-.abfab + 5 |:,DCL7 Da}2 _ XabD[a 1/} b] - nDawa> . (5.11)

This action can be discretized on a two-dimensional square lattice spanned by two orthog-
onal unit vectors with the help of the geometrical discretization scheme [114] as shown in Fig.

5.1.

Let us take N; and N, as the number of lattice sites along temporal and spatial directions,
respectively. Denoting 3 and L as dimensionful temporal and spatial extents, respectively, and

a as the lattice spacing, we define

B=aN,, L=aN,. (5.12)

Periodic boundary conditions are imposed for all fields along spatial and temporal direc-




FIGURE 5.1: Orientations of fields on a unit cell for two-dimensional SYM theory with four
supercharges.

tions, except for fermions, where anti-periodic boundary conditions are introduced along the
temporal direction. All fields and variables on the lattice are made dimensionless using A. We

can define dimensionless temporal and spatial extents as
rr=VAB=1/t, 1, = VAL, (5.13)

with ¢ denoting the dimensionless temperature. We also introduce the aspect ratio o, defined

as

N,
_ Tz _ N 14
“ N, G-14)
The complexified gauge fields are mapped to complexified Wilson links as

Ag(x) = Uy (1), (5.15)

living on the links (n, n + i, ) of a square lattice, where fi, denotes the unit vector in the a-th

direction. They transform under U (V) lattice gauge transformations as:




Uy (n) = Gn)Uy(n)GT(n + 1iy). (5.16)

Supersymmetry invariance then implies that v, (n) also lives on the same links and trans-
forms identically. The scalar fermion 7(n) is associated with a site and transforms the following

way under gauge transformations

n(n) — G(n)n(n)GT (n). (5.17)

To have gauge invariance, we associate x,,(n) with a plaquette. In practice, we introduce
diagonal links running through the center of the plaquette and choose x.(n) to lie with op-
posite orientation along those diagonal links. The placements and orientations of the fields

ensure a gauge invariant lattice action. x,,(n) transforms in the following way

Xav() = G(n + fig + fip) Xap(n) G (n). (5.18)

Covariant difference operators replace the covariant derivatives [114] as

f1(1_)](.04('”) = fa(n)aa(n) - Ha(n - ﬂa)fa(n - ﬂa)7
D) f(n) = U (n) fo(n + fia) — fo(n)Ua(n + fip). (5.19)

The lattice field strength is given by F,(n) = D((;F)Z/{b(n), and is anti-symmetric. It yields a
gauge invariant loop on the lattice when contracted with x,;(n). Similarly, the term involving
the covariant backward difference operator P\, (n) can be contracted with the site field 7(n)

to yield a gauge invariant expression. The lattice action is then written as

N _ 1/,
S = Mat;n —Jfab(n)fab(n)Jr5

— Xab(m)DH )y (n) — n<n>D§‘>¢a<n>] , (5.20)

where A\ is the dimensionless t" Hooft coupling. In addition to this action, we also add a

scalar-potential term with a tunable parameter p to control the flat directions in the theory.




Thus the complete action is given by

Srotal = S + Ny > Tr (Ua(n)Ua(n) — Ty)®. (5.21)

In order to take the proper supersymmetric limit, we tune y in the form of another variable

¢, which is related to r, as

p= G = Vaa= v/ (5.22)

Here ( is introduced because when we take the continuum limit i.e. N; — oo, by keeping
the temporal circle size and lattice spacing fixed, the deformation term automatically goes to
zero as p1 o< N 1. Hence we can better control the flat directions with finite ¢ and still can get

to the continuum limit without any numerical runaway.

As the scalar potential term is purely bosonic and it explicitly breaks supersymmetry de-
pending upon the value of i, we need to keep track of the effect of this breaking by a suitable
observable. Discussed in the next section is one of the observable energy density, which is just
a particular normalization of bosonic action. As discussed in chapter 2, another observable
that tunes SUSY breaking effects is Ward identity. In order to measure Ward identity (QO),
we need to choose an appropriate operator O which is purely fermionic, such that Q varia-
tion gives the bosonic term. We discuss that particular term and the Ward identity in the next

section.

5.3 Simulation details

The numerical calculations are performed for various configurations using publicly available
software, github.com/daschaich/susy, which is described in Ref. [92]. It is a parallel code that
can be used to study Yang-Mills theories numerically in various dimensions. The theory we
are focusing on in this chapter is the two-dimensional four-supercharge theory. Because this
theory does not suffer from any sign problem in the coupling regime, we wish to investigate
[23, 113]. Hence we do not perform phase-quenched calculations. After integrating out the
fermions, we have to deal with pseudofermions and Pfaffian, hence with the negative frac-
tional powers of the determinant of the fermionic matrix. These negative fractional powers are

calculated in the setup with the help of the Rational Hybrid Monte Carlo (RHMC) algorithm.



https://github.com/daschaich/susy

Gauge group | « | Lattice size, N, x N, | Range of , ¢
SU(2) 1 24 x 24 5.0 0.3,04,0.5
SU4) 1 24 x 24 5.0 0.3,04,0.5
SU(8) 1 24 x 24 5.0 0.3,04,0.5

% 12 x 24 0.6-2.0 0.3,04,05
12 x 12 0.6-1.6 0.2,0.3,0.4
1 16 x 16 3.0-5.0 0.3
SU(12) 24 x 24 0.333-7.0 | 0.3,04,0.5
32 x 32 1.0-7.0 0.3,04,0.5
3 24 x 16 03-09 |03,04,05
2 24 x 12 02-14 0.3,04,0.5
4 24 x 6 0.05-0.2 |0.6,0.7,0.8
Ssu(16) 1 12 x 12 0.6-1.6 0.3
SU(20) 1 12 x 12 0.6-1.6 0.3

TABLE 5.1: List of different ensembles used in the numerical setup.

More about the algorithmic details can be looked at from Ref. [92].

We have worked in different coupling (r,) regimes, and the numerical runs become expen-

sive for stronger couplings with larger lattices. We worked with a couple of lattices initially

and concluded that the 24 x 24 lattice is close enough to the continuum limit. We leave contin-

uum extrapolations of this work for the near future, which can be achieved by taking N, — oo

by keeping lattice spacing (a) and temporal circle size (r,) fixed. Unless otherwise specified,

our results are obtained on a 24 x 24 lattice, with gauge group SU(12) and three values for the

¢ parameter: ¢ = 0.3, 0.4, 0.5. Apart from this, the different gauge groups and lattices used in

our work are collated in Table 5.1.

5.4 Simulation results

5.4.1 Energy density

The energy density on the lattice takes the following form

3 2
E="(1--2
/\1at( 3N?

SB) 3

(5.23)




where Sp is the bosonic action averaged over the lattice volume.

In an earlier study [23], it was concluded that in the two-dimensional four supercharge the-
ory, with gauge groups U(2) and U(3), the energy density vanishes within uncertainties in the
zero-temperature limit. We performed numerical calculations on a 24 x 24 lattice with V = 12.
The behavior of the energy density E, as r; is varied, is shown in Fig. 5.2. The simulations
were performed for various ¢ values (¢ = 0.3, 0.4, 0.5), and the data points represent the { — 0
extrapolated values. We see that for larger 7., the energy density approaches zero within er-
rors, suggesting that dynamical SUSY breaking is absent in this model. In the low-temperature
region, 3.0 < r, < 7.0, performing linear and quadratic fits to the energy density gives similar

values, which is close to zero within errors. We note that

E o t* fort>1, (5.24)
E o« t fort<1. (5.25)
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FIGURE 5.2: Energy density E for various r, values in the { — 0 limit. The simulations were
performed on a 24 x 24 lattice with NV = 12.

The behavior of the energy density of the four-supercharge theory at strong coupling (¢ <
1) is drastically different from that of its maximally supersymmetric cousin. In the maximally

supersymmetric theory, we have [23, 52]

t2 fort>1,
E (5.26)

3 fort < 1.




Though a precise calculation in the four-supercharge theory that shows the temperature
dependence of the energy density at strong couplings does not exist, it might be possible to
estimate the temperature dependence with the approach taken in Ref. [52], and we leave this

for future work.

5.4.2 Ward identities

We can consider the normalized action, which is related to the bosonic action Spg, as the sim-
plest Ward identity. In Fig. 5.3, we show the plot of the normalized action 2S5 /3N? against
rr in the ¢ — 0 limit. This observable fluctuates around one, as expected for a theory with

unbroken SUSY.
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FIGURE 5.3: Normalized action for various 7, values in the { — 0 limit.

As the lattice is large enough, and we work with different finite ¢ values, there is no need

to worry about sign problem and flat directions. Another Ward identity is given by
w = Q Z (nuazja)

= Tr (Z Dildy uaz]a> =) Tr (nalda) - (5.27)

In Fig. 5.4, we show the simulation results for this Ward identity. We see that for smaller -
values, the Ward identity is well satisfied for all ¢ values. For larger r, and smaller ¢ values,

the Ward identity deviates from zero significantly. However, we should also keep in mind that




data at smaller temperatures have a strong dependence on lattice volume. This can be seen in
Fig. 5.5 where we show the volume dependence for - = 3,5. As we take N; — ocoand { — 0,

we see that the Ward identity is satisfied for the entire temperature range.
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FIGURE 5.4: The Ward identity (Eq. (5.27)) for various r, values with different ¢ values.

5.4.3 Behavior of scalars

In the sixteen-supercharge theory, the scalars behave in such a way that they assemble around
the origin, even in the presence of flat directions, for large IN. This assembly of scalars can be

interpreted as a bound state in the gauge theory.

The scalar fields in the gauge theory carry the information about the collective coordinates
of D-branes in the dual gravitational theory. From a pure field theoretical point of view, this
scalar bound state’s very existence is nontrivial, which is also why we resort to numerical
computation. In a previous study of the four supercharge theory [109], with periodic boundary
conditions for fermions along the temporal direction, it was observed that the scalars clumped
around the origin even in the presence of flat directions. However, they found that the scalar

bound states were not observed for smaller N with thermal boundary conditions.

In order to monitor the scalar bound states, we define an observable known as the extent

of scalars
1 N, N,

(Scalar®) = <2NNN > Tr(X127i+X2272-)>. (5.28)
TiVx i—1
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FIGURE 5.5: The Ward identities (Eq. (5.27)) for 7, = 3.0 (upper panel) and . = 5.0 (lower
panel) with different  values. As we take the 1/N, — 0limit, we see that the Ward identities
for all ¢ values go to zero, suggesting that SUSY is preserved in the model. The plots also
suggest that the Ward identities have strong volume dependence at lower temperatures.




The information about scalars can be extracted from complexified link fields by decompos-
ing them as [110]
Uy (n) = Po(n)Uq(n), (5.29)

where U, (n) is a unitary matrix and F,(n) is a positive semidefinite hermitian matrix, the

logarithm of it gives us the scalar as

Xa(n) = log(Pa(n)). (5.30)

In Fig. 5.6, we show our simulation results for the temperature dependence of the extent of
scalars on a 24 x 24 lattice with N = 12. The simulations were performed for ¢ = 0.3,0.4,0.5,
and then ¢ — 0 extrapolation is taken. We see that the best fit in the range 3.0 < r, < 7.0 has
the form

b+ Crf’_,
with b = 0.0090(3), ¢ = 0.0004(0), and x2/d.o.f. = 0.0529.

In the range 0.333 < . < 1.0, the best fit has the form
b+ crr,

with b = 0.0002(1), ¢ = 0.0030(1), and x2/d.o.f. = 5.6023.
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FIGURE 5.6: The extent of scalars for various r, values in the ( — 0 limit. The simulations
were performed on a 24 x 24 lattice with V = 12.
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FIGURE 5.7: The dependence of the scalar extent (Eq. (5.28)) on N € {2,4, 8,12} for different

¢ at fixed r. = 5 on 24? lattices (left), and its dependence on ( for different lattice sizes at
fixed r» = 5and N = 12 (right).

Our simulations show the following temperature dependence for the extent of scalars

) t=! fort>1,
(Scalar”) oc (5.31)
t=3 fort < 1.

In the sixteen supercharge theory, the dependence is

(Scalar®) oc t fort < 1. (5.32)

We report that there is no visible N dependence for the extent of scalars for a relatively
larger lattice with N; = 24. These results suggested that the scalars clump around the origin
even for small U(NV) gauge groups, provided we are working with sufficiently large lattices.
There, it is also observed that for smaller lattices, say, N, = 16, the extent of scalars may not

converge to a definite value on the ¢ — 0 limit.
Our analyses of <Scalar2> at r- = 5 for different V and N, values are shown in Fig. 5.7.

Considering the large-V limit in the left-panel plot of Fig. 5.7, we observe no visible depen-
dence on N for a relatively larger lattice with N, = 24. These results suggest that the scalars
seem to clump around the origin even for small U(V) gauge groups, provided we are working
with sufficiently large lattices. For smaller lattices, say N, = 16, the right-panel plot in Fig. 5.7

suggests that the scalars may not converge to a definite value in the ¢ — 0 limit.




5.4.4 Spatial deconfinement transition
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FIGURE 5.8: The 7, dependence of the Wilson loops P* (left plot) and W* (right plot) on a
24 x 24 lattice with N = 12.

The holographic dual to the maximal SYM theory has the first-order Gregory-Laflamme
phase transition [115], and the same can be expected in its gauge theory dual. This phase
transition in the gauge theory can be interpreted as the deconfinement transition, and it is
shown to exist in the sixteen-supercharge theory [66, 107, 116]. One interesting question is

whether such a transition exists in the four-supercharge theory.

Our simulations suggest a possible spatial deconfinement transition in the four-supercharge
theory only at weak couplings. In order to track the deconfinement transitions, we look at the
unitarized Wilson loops

Wi, :%< | T [Pefact] | ), (5.33)

along the temporal and spatial circles. We will denote the temporal and spatial loops as P* =

Wg and W* = W}, respectively.

In order to monitor the spatial deconfinement transition, we will measure the susceptibility

of the spatial Wilson loop W*. It is given as

Yva = N2 (W) = (W))?) (5.34)

In Fig. 5.8 we show the r; dependence of P* and W* for ¢ = 3,4, 5 on a 24 x 24 lattice with
N = 12. We see that both P* and W*" undergo deconfinement transitions around r, ~ 1.0.
The scatter plot for the Wilson loops, both in spatial and temporal directions for three different

couplings are shown in Figure 5.9.
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FIGURE 5.9: Wilson loop scatter plot on a 24 x 24 lattice with N = 12, with three different
couplings for ¢ = 0.30. a) Coupling in the deconfined phase, b) Coupling around transition,
¢) Coupling in the confined phase.
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FIGURE 5.10: The r, dependence of the susceptibility of the spatial Wilson loop on a 24 x 24
lattice with N = 12.

In Fig. 5.10, we show the susceptibility of the spatial Wilson loop for various coupling
values on a 24 x 24 lattice N = 12. A clear peak for x,,. is visible for r; ~ 1, again indicating
a potential spatial deconfinement in this theory. It is clear from Fig. 5.10 that the susceptibility

peak persists for the { values used.

To determine the 7 value and the order of the transition, we carried out further simulations
on a 12 x 12 lattice (o = 1 for this lattice as well) with N = 12,16, and 20. In Fig. 5.11 we
show the r; dependence of W" and x,. for N = 12 and ¢ = 0.2,0.3,0.4. There is a clear ¢
dependent shift in the peak value of susceptibility. Scanning the different peak values with

different ¢ values used, we conclude that ¢ = 0.9(1) is independent of deformation strength.

In Fig. 5.12 we show the 7. dependence of W* and x,,. for N = 12,16,20 at ( = 0.3.
There is no N dependence on critical r, value at this fixed ¢. Also, this plot suggests that the

transition is of second order as the susceptibility peak does not show an N? scaling.

From Fig. 5.12, we see that the transition gets sharper with larger N, but the scaling of
susceptibility of the Wilson loop is significantly slower than N2. This hints at a continuous
phase transition in this theory [98] unlike the case in the maximally supersymmetric theory,

where a first-order transition is seen at both weak and strong couplings.
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FIGURE 5.11: The 7, dependence of the Wilson loop along the spatial direction (top plot)
and its susceptibility (bottom plot) on a 12 x 12 lattice with N = 12.
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5.4.5 Dependence of ¢ on o
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FIGURE 5.13: The a dependence of 7~ for N = 12in { — 0 limit.

In order to further explore the phase structure of the theory, we performed simulations
with o = 0.5,1.5,2.0,4.0. Several ¢ values were used for a fixed «, and ( — 0 scanning of
different peaks was taken to compute ¢ values. For larger o values, we do not see strong

dependence on ( for critical transition r¢ as compared to low « values.

In Fig. 5.13, we show a summary of our simulation results as the dependence of < on a.

Similar to the sixteen-supercharge theory, here also ¢ shows a nontrivial dependence on a.

The phase structure is on the same terms as the maximal theory with sixteen supercharges,
but for smaller aspect ratios, it does not go towards stronger couplings. The five aspect ratios
shown are 0.5,1.0,1.5,2.0, and 4.0. For smaller aspect ratios than 0.5, it was getting difficult to

resolve the order parameter peak.

In the - — r, plane, Fig. 5.13 can be represented as shown in Fig. 5.14. It should be noted
that critical values of r, are achieved by using the relationship between r;,r, and «, which is

given in Eq. (5.14).
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5.5 Conclusions

The analysis reported in this work indicates the existence of the bound states of scalars at
finite temperatures for two-dimensional ' = (2,2) SYM. Even though we need large lattices
to construct the bound state (and to control the sign problem [23, 110, 113]), we observe that
there is no significant dependence on the gauge group U(/V). Even modest values of N 2 4
appear to provide access to the large-N limit of the theory, given that we have data on large

enough lattices.

By looking at the temperature dependence of the energy density and the distribution of
the scalars, we can say that the two-dimensional A = (2, 2) SYM theory seems to behave very

differently at low temperatures compared to its maximal N/ = (8, 8) counterpart.

We also wanted to investigate whether there is a deconfinement transition in the N = (2, 2)
theory as we move from small to large lattice sizes. In the sixteen-supercharge theory, there is
a phase transition which is dual to a transition between different black hole solutions [66, 67].

And we found that there is a phase transition in this four supercharge theory.




Though the phase transition starts looking similar to the maximally supersymmetric case in
the weak coupling regime and depends on the lattice geometry, it does not, however, continue
to strong couplings according to our numerical results. While this result is consistent with
what was expected, it does point out that there might not be any classical supergravity dual in
this model. This work also seems to suggest that extended supersymmetry and field content

are important factors for holographic interpretation.

One important future direction might be to consider the eight-supercharge model and un-
derstand whether the strong coupling results obtained here and in Ref. [66] admit the feature

of an interpolating function.
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Conclusions and Future Outlook

In this thesis, we have investigated several low-dimensional field theory models with the help
of non-perturbative lattice formalism and Monte Carlo simulations. We successfully simu-
lated supersymmetric quantum mechanics with various superpotentials, bosonic BMN matrix

model, and two-dimensional N' = (2, 2) Yang-Mills with four supercharges.

We tested our lattice setup by studying dynamical supersymmetry breaking in supersym-
metric quantum mechanics models with various superpotentials. In our next work, we pro-
duced the phase diagram for the bosonic BMN matrix model and confirmed that the phase
transition is of the first order for all the couplings by interpolating between bosonic BFSS and
the gauged Gaussian model. We also confirmed a spatial deconfinement transition in the two-
dimensional four-supercharge Yang-Mills theory. This model was regularized on a lattice with

the help of the twisting procedure.

In the near future, it would be interesting to connect the four supercharge and sixteen

supercharge Yang-Mills theories in two dimensions by simulating the eight supercharge Yang-
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Mills theory. As the sixteen-supercharge theory has a well-defined holographic description,
more analysis of the four- and eight-supercharge theories can give insight into the gauge/gravity
duality from theories other than the maximally supersymmetric ones. We also plan to study
the ‘ungauged’ version of the BMN matrix model, with and without fermions, again building
upon prior investigations of the i = 0 BFSS model [117, 118]. A recent study in this direc-
tion has also investigated this version numerically [119]. In addition to exploring the effects
of the deformation parameter in this context, it will be interesting to see the extent to which
holographic arguments carry over to the non-supersymmetric bosonic BMN matrix model. In
lattice Monte Carlo simulations, we cannot compute the partition function, and hence, some
thermodynamic behavior of these systems still needs proper investigation. For example, the
free energy in the full BMN model and its variation with the deformation parameter still need

numerical investigation [82].

Finally, we also plan to improve the numerical setup for the lower-dimensional theories;
the current setup induces a slow convergence to equilibrium distributions of observables in
Monte Carlo simulations. A recent setup using numerical bootstrap has been tested success-
fully, and it would be a viable option [120] to replace the traditional methods since it can give
results really quickly compared to Monte Carlo lattice simulations. It has been tested for sys-
tems with two matrices [121, 122]. It would be interesting to use this method for systems
with more matrices that are analytically unsolvable and have convergence issues in the lattice

Monte Carlo simulations.
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