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Abstract

A surge toward the miniaturization of quantum technological devices has brought
a burst of research in the field of molecular magnetism. Molecular magnets manifest
promising applications in spin qubits and high-density data storage devices. However,
obtaining such molecules that exhibit exotic magnetic properties at room temperature
is the key challenge that limits its practical applications. First-principle based quantum
chemical calculations provide a way to design and screen such magnetic molecules that
will operate at finite temperatures. In this context, we have computationally investi-
gated the magnetic properties of organometallic complexes that possess large magnetic
anisotropy and are generally known as single-molecule magnets, along with metal-free
organic molecular magnets that exhibit substantial isotropic ferromagnetic exchange
interactions.

Single-molecule magnets (SMMs) are magnetically bi-stable molecules exhibiting
slow relaxation of magnetization, which is characterized by an energy barrier, Ue f f ,
to magnetic moment reversal. Although the field is primarily dominated by 4f systems
due to large spin-orbit coupling in the lanthanides, the research on transition metal com-
plexes has recently gained momentum due to their potential to create strongly coupled
spin systems which is in complete contrast to the lanthanides complexes. In transition
metal complexes, the large magnetic anisotropy is achieved by complexes exhibiting
unquenched first-order orbital angular momentum which is manifested by complexes
with high axial symmetry or low coordination numbers. Moreover, the transition metal
complexes also show the phenomenon of spin-crossover brought out by the application
of some external stimuli like temperature, pressure, magnetic field, etc. In this thesis,
we have studied axially symmetric complexes in the presence and absence of equa-
torial ligands to obtain insights into magnetic anisotropy and spin-crossover proper-
ties employing density functional theory and multireference (e.g., CASSCF/NEVPT2)
methods. In this regard, firstly the trigonal bipyramidal complexes based on Fe(III)
are studied to probe the effect of the ligand environment on the ground-spin state and
magnetic anisotropy of the complexes. Additionally, these complexes are stabilized in
an intermediate spin as the ground state and are found to exhibit a high spin excited
state in close vicinity of the ground state and thus are investigated for spin-crossover
properties. It has been observed that magnetic anisotropy is significantly influenced by
axial ligands. From these observations, we further advanced our studies to the more
exotic systems based on Fe(I) bearing explicitly axial ligands. These systems provide
enhancement in the magnetic anisotropy due to large unquenched orbital angular mo-
mentum. Thus, molecular engineering by the systematic reduction in the coordination
number is proposed as a suitable strategy to enhance the magnetic anisotropy in the
transition metal based SMMs.

Organic molecular magnets (OMMs) are magnetic materials in which the spin-
carriers are based on organic moieties. Open-shell organic diradicals with large isotropic
ferromagnetic exchange interactions, high-spin ground-states, and persistent stability at



room temperature are the holy grail of OMMs. In this thesis, we aim to design organic
diradicals with strong ferromagnetic exchange interactions and a high-spin ground state
based on stable radicals. In this context, at first, we studied the electronic structure of
one of the super-stable, Blatter’s radical. The unique delocalization of the spin density
among the three nitrogen atoms provides the merostabilization to the radical. Sub-
sequently, based on this radical, several diradicals are designed with the sole aim to
enhance the magnetic exchange interactions. It has been observed that due to the delo-
calization of spin density on the three nitrogen atoms, the three micromagnetic centers
are created at each radical center giving rise to a total of nine possible exchange path-
ways in the diradicals and the resultant of these multiple pathways provided the nature
of exchange in the diradical. Additionally, we provided a unique strategy to tune the in-
herent diamagnetic zwitterionic ground-state of tetraphenylhexaazaanthracene (TPHA),
a molecule embracing two Blatter’s monomers, to antiferro- and ferromagnetically cou-
pled diradicals by systematically increasing the length of the coupler between the two
radical moieties.

Keywords: Single-Molecule Magnets, Organic Molecular Magnets, Magnetic anisotropy,
Isotropic magnetic exchange interactions, Blatter’s radical, DFT, CASSCF/NEVPT2.
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C H A P T E R 1

Introduction

1.1 Molecular Magnets

The thrust towards the miniaturization of electronic devices led to the idea of utilizing
molecules as magnets.1 In comparison to today’s devices, each bit created by molecular
magnets is a thousand times smaller. As a result, molecular magnets could replace con-
ventional storage devices, allowing for much higher storage capacities. The develop-
ment of magnetic molecules has triggered the shift of research from magnetic “materials
to molecules”. Molecular magnets play a vital role in the emerging field of molecular
electronics and spintronics. These materials are particularly attractive because their
magnetic properties are highly tunable. Molecular magnets gained attention in the last
few decades before which the idea of magnetism was limited to metallic and ionic lat-
tices ranging from magnetite to iron. These magnetic molecules are characterized by
either the presence of large magnetic anisotropy or substantial isotropic magnetic ex-
change interactions or both depending on the spin-containing system present in them.
In this thesis, we have discussed two kinds of molecular magnets where the first part
of the thesis focuses on transition-metal based single-molecule magnets (SMMs). The
latter part deals with the study of metal-free organic molecular magnets (OMMs).

1.2 Single-Molecule Magnets (SMMs)

Single-molecule magnets are distinct molecules that show hysteresis loop and exhibit
slow relaxation of magnetization below a certain temperature called blocking tem-
perature (TB). This slow relaxation of magnetization is characterized in terms of en-
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ergy barrier, Ue f f , to reversal of spin magnetic moment from one direction to another.
The field of single-molecule magnets gained attention after the synthesis of [Mn12

O12(CH3COO)16(H2O)4].2CH3COOH.4H2O complex by Lis et al.2 in 1980, however, it
was characterized with the slow relaxation of magnetization in the absence of magnetic
field by R. Sessoli in 1993.3 As a result, the research in this area sparked a huge interest
in the development of molecular magnets with possible applications in quantum com-
puting,4,5 molecular spintronics,6,7 classical data storage,8 molecular spin qubits,9,10

magnetic sensors,11–13 etc. Ultimately, the aim of these researches endeavors to attain
magnetically bi-stable molecules which show blocking of magnetization at higher tem-
peratures so as to be utilized in potential applications.

1.2.1 Magnetic Anisotropy

The origin of the magnetically bi-stable spin state is the presence of magnetic anisotropy
in a complex, which separates the bi-stable ground states by an energy barrier (Ue f f ).14

This is well-represented with a double-well potential energy diagram as plotted against
magnetization direction (Figure 1.1a). For a molecule to possess SMM behavior, it is
essential to have unpaired electrons with ground-spin state S . The magnetic anisotropy
splits the MS levels of a molecule with total spin S into 2S+1 levels under zero field.
This splitting of the degeneracy of the ground state in the absence of a magnetic field is
known as zero-field splitting (ZFS). The energy barrier corresponding to the reversal of
spin from one orientation to another is related to the ground-spin S and axial zero-field
splitting (D) as

Ue f f = |D|S 2 (1.1)

Ue f f = |D|
(
S 2 −

1
4

)
(1.2)

Eq. 1.1 and 1.2 corresponds to spin-reversal barriers for integral and non-integral spins
respectively for the transition metal based SMMs.15

Now, when D < 0, the energy levels with the largest MS states will be the lowest
in energy. Each MS = ±S sublevel has its own orientation along the axial anisotropy
axis, and MS = S represents spin-up and MS = -S represents spin-down orientation.
The switching of the orientation of the magnetization direction from MS = +S to MS

= -S , the system requires the energy barrier, Ue f f . The difference between the highest
excited state and its ground state determines the barrier value. It implies that if the sys-
tem possesses thermal energy (ET ) less than Ue f f , it will stay in the potential energy
minima i.e., at MS = +S and will be unable to reorient its magnetic moment randomly.
In contrast, when D > 0, the low energy levels will have the smallest MS states and
it leads to the inversion of the orientation of the sub-levels (Figure 1.1b). In this con-
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1.2 Single-Molecule Magnets (SMMs)

Figure 1.1: a) Double-well potential for complexes with D < 0 with magnetization pro-
jection in absence of external polarizing magnetic field (left), the magnetization of the
complex under applied external magnetic field (center), and blocking of magnetization
below TB when the external magnetic field is turned off (right) (b) Inverted double-well
potential for complexes with D > 0 (c) Different possible relaxation pathways in single-
molecule magnets.

dition, the possibility of a bi-stable ground state is eliminated and hence, the complex
does not show any SMM behavior, apart from some uncommon exceptions.16,17 There-
fore, the presence of negative D values characterizes SMMs. However, for lanthanide
mononuclear complexes, S and L individually is not a good quantum number and the
ground-state of these systems is best described by spin-orbit coupled quantum number
J.

1.2.2 Relaxation of magnetization

For MS = ±S , when the magnetic field is absent, both the sub-levels are energetically
degenerate and are equally populated. It implies the absence of magnetization in the
system (Figure 1.1a, left). However, in the presence of an external polarizing magnetic
field in a particular direction, one MS sub-level gets lower in energy compared to the
other MS sub-level. It induces magnetization in the system as all the molecular spins
orient in the same direction (Figure 1.1a, center). When the external polarizing mag-
netic field is removed, the ground state again gets energetically degenerate. Now if ET
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> Ue f f , the system will again attain the equilibrium between the two orientations, and
hence, the magnetization will be lost. Nevertheless, when ET < Ue f f , it will block the
magnetization, and hence, the molecule will show magnetic behavior. This situation
arises when T < TB (blocking temperature) (Figure 1.1a, right). From this understand-
ing, it can be concluded that a higher energy barrier will lead to a higher magnetic
retention temperature. Although, in reality, it does not always (or very often) work
that way. In case, if reorienting the magnetization would only be possible by cross-
ing the energy barrier all the way through the excited states, each and every system
with Ue f f ∼ 300K would show SMM behavior and memory effect at room temperature.
Nonetheless, because of their quantic nature, they possess complex and diverse relax-
ation mechanisms.18 Usually, three spin-lattice relaxation mechanisms are prevalent in
the complexes.19

1.2.2.1 Quantum Tunnelling of Magnetization (QTM)

Instead of crossing all the higher excited states to return to their original state after
switching off the external polarizing magnetic field, when the particles tunnel through
the opposite MS (or MJ) states in the ground state, it is called QTM (represented by red
lines in Fig. 1.1c). Although QTM is usually more apparent in systems with integral
spins than in half-integral spin systems due to van Vleck’s cancellation principle.20 The
probability of QTM increases when the mixing of coefficients of the opposite MS states
becomes high. For the half-integral spin systems, due to Kramer’s theorem of degen-
eracy, the MS states have negligibly small mixing of coefficients of opposite MS states
for a free ion providing extremely low probability for QTM. In contrast, for integral
spin systems, due to the non-applicability of Kramer’s theorem, there is strong mixing
of coefficients of opposite MS states leading to the splitting of non-Kramers states. For
the later cases, instead of QTM, the term tunnel splitting is more generally used in the
description of relaxation behavior. Therefore, the higher the tunnel splitting between
the two-degenerate states, the faster the relaxation through that state.

1.2.2.2 Thermally Assisted Quantum Tunnelling of Magnetization (TA-QTM)

When the particles, instead of relaxing through the ground state via QTM, absorb the
phonons and get excited to the higher state, and then, the relaxation occurs through
the excited states with opposite MS states, then the relaxation mechanism is known as
TA-QTM. This relaxation pathway is shown by brown lines in Fig. 1.1c.
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1.2.2.3 Orbach/Raman Relaxation

An Orbach process is the one in which the system absorbs phonon and jumps to the
excited state and then the relaxation takes place to either of the ground MS = ±S by the
emission of phonon (green lines in Fig. 1.1c). It requires large energy for the Orbach
process to take place, so, it mainly operates at higher temperatures.21 Raman process is
analogous to Orbach process with the exception that the relaxation is mediated by the
virtual excited state (purple lines in Fig. 1.1c).22

In reality, there exist multiple relaxation pathways in a system, and depending on
different temperatures, the various mechanisms are operational.

1.2.3 Polynuclear Single-Molecule Magnets

Followed by the characterization of the slow relaxation of magnetization in the Mn12

cluster with S = 10 ground state and an effective spin-reversal barrier of 43 cm−1,3 many
attempts were made to synthesize molecules with a significant spin-reversal barrier to
magnetization. Since the spin reversal barrier scales as the power of 2 i.e., S 2 as shown
in Eq. 1.1 and 1.2, it was believed that increasing the spin (S ) in the system will
enhance the Ue f f . Nevertheless, several large-spin clusters were synthesized in an effort
to obtain higher Ue f f . In an attempt to increase the spin in the system, Fe19 cluster
was synthesized by Heath and co-workers with S=33/2 ground-state. However, the
spin reversal barrier of 11 cm−1 was reported for the cluster.23 Further, Christou et al.
synthesized the Mn25 complex with S = 51/2, however, with no significant enhancement
in the Ue f f which was reported to be 14 cm−1.24 Subsequently, a much higher ground-
spin state of S=83/2 arising due to ferromagnetic couplings of all the metal centers was
reported in Mn19 cluster but with a negligibly small Ue f f ∼ 0 cm−1.25 Similarly, Fe42

with all the metals coupled ferromagnetically leading to the large ground-spin state of
S = 45 was synthesized but again with Ue f f∼ 0 cm−1.26

Apart from transition-metal based complexes, bimetallic to octametallic lanthanides
complexes are also reported.27 Polymetallic lanthanide complexes tend to have weak
intramolecular exchange coupling due to the radial nature of the f-orbitals. There-
fore, it is necessary to model lanthanide complexes featuring large magnetic anisotropy
and strong magnetic exchange coupling. The strong intramolecular exchange coupling
could be achieved by employing the radical as a bridging ligand between the two lan-
thanides. In light of this, [N2]3− ligand with S=1/2 was employed by Long et al. to
synthesize dilanthanide complexes based on Tb, Ho and Er with magnetic hysteresis
upto 14 K and Ue f f = 227 cm−1 for Tb complex.28 Recently, Demir and group em-
ployed other radicals like 2,2′-bipyrimidine, bisbenzimidazole as bridging ligands to
obtain large exchange coupling between the lanthanides.29,30 Other polymetallic lan-
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thanides complexes featuring high large spin-reversal barrier includes [Ho5O(OiPr)13],
[Dy5O(OiPr)13] and [Dy4K2O(OtBu)12], with Ue f f of 278, 368 and 481 cm−1, respec-
tively.31–33

It can be manifested that increasing the spin in the system does not necessarily
increase the spin-reversal barrier of the system and the synthetic efforts put to increase
the spin of the system so as to enhance the Ue f f have fallen short of expectations.
Particularly, magnetic anisotropy is subtle towards the alignment of the individual Jahn-
Teller axes and is reduced substantially when the anisotropic axes of the individual
nuclei are misaligned in the multimetallic clusters.34,35 Therefore, increasing S is not
a good approach, and increasing |D| will be a better choice to accomplish a large spin-
reversal barrier.36

1.2.4 Mononuclear Single-Molecule Magnets

Mononuclear complexes based on lanthanides (Ln) have gained much popularity as pro-
pitious candidates for SMMs since the report of phthalocyanine Tb(III) complex, TbPc2

in 2003 owing to huge magnetic anisotropy and large spin ground state by Ishikawa et
al. It was reported to possess spin-reversal barrier of 230 cm−1.37 Followed by this, a
plethora of Ln-based complexes have been synthesized and characterized with high
anisotropic energy barriers.38–40 They exhibit large unquenched angular momentum
and strong spin-orbit coupling, which are solely responsible for their magnetic behav-
iors.27,41–43 The recent progress in the field is marked by the synthesis of dysprosium
metallocene complex which shows magnetic hysteresis upto 80 K, attaining blocking
temperature beyond that of liquid nitrogen.44 A theoretical model providing a correla-
tion between angular dependence of f orbitals and electron distribution has been formu-
lated by Long et al. to act as a guide for the design of single-molecule magnets based on
f-elements.45 In accordance with the model, it is reported that CeIII , PrIII , NdIII , TbIII ,
DyIII and HoIII ions possess an oblate shape of electron density while prolate electron
density is possessed by PmIII , SmIII , ErIII , TmIII and YbIII . GdIII and LuIII with f7 and
f14 electrons respectively exhibit spherical electron density. Thus, in an effort to obtain
large magnetic anisotropy in a complex, the complex should be designed in such a way
that electrostatic repulsion between the metal and ligands should be minimal. This im-
plies that for complexes with oblate electron density, the ligand field should be along
z-axis and vice-versa for prolate electron density.

Transition metal (TM) complexes have also entered the spotlight in recent years,
offering tantalizing alternatives to be utilized in prospective applications.19,46–48 In this
regard, in mononuclear complexes containing 3d-metal ions, it is essential to maintain
the first-order orbital angular momentum to accomplish large magnetic anisotropy on a
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level comparable with Ln based complexes.49–52 Controlling various chemical modifi-
cations in the coordination environment, such as the coordination number, geometry of
the complex and nature of ligand atoms directly bonded to the metal center, assists in
the conservation of the first-order orbital angular momentum. In TM complexes with
coordination number greater than 4, the ligand field quenches the orbital angular mo-
mentum as a result of Jahn Teller distortion.53 However, the complexes with high axial
symmetry, show signs of unquenched angular momentum and hence moderate magnetic
anisotropy, but the molecules with high local symmetry are quite scarce.54,55 The break-
ing of symmetry significantly lowers the magnitude of magnetic anisotropy as elegantly
reported by Feng et al. where the Fe(III) complex i.e. [(PMe3)2FeCl3] with appropriate
local symmetry results in D = -50 cm−1 which lowers to -17 cm−1 in [(PMe2Ph)2FeCl3]
complex with the broken symmetry.56 Yao et al. also reported the effect of symmetry
breaking on the energy barrier where Co(II) complex possessing high local symmetry
possess 10-fold higher Ue f f value than the other complex with broken symmetry.54 To
overcome these ligand field effects, the low-coordinate complexes (coordination num-
ber <4) renewed the interest of researchers, since, they favor degenerate ground states
resulting in minimal quenching of orbital angular momentum. To this end, linear or
quasi-linear two-coordinate complexes emerge as the choicest complexes for mitigat-
ing these effects and eventually resulting in large anisotropic energy barriers.57–60 The
stability and isolation of these low coordinated complexes necessitate sterically encum-
bered ligands. A copious number of two- and three-coordinate complexes featuring
Fe(II) center are already reported with intriguing magnetic properties.19,46,61–63 Nearly,
all these complexes anchorage sterically bulky ligands. A large spin-reversal barrier of
226 cm−1 is reported for a prominent example of two co-ordinate Fe(I) complex. The
large barrier of 450 cm−1 is observed for a two-coordinated Co complex by Bunting et
al. which is the highest among the 3d based SMM reported so far.64

1.3 Spin-Crossover Complexes

The phenomenon of spin-crossover (SCO) is one of the most apparent examples of
molecular bistability in transition metal complexes. It is generally observed in param-
agnetic centers having electronic configuration of 3d4 to 3d7.65 The spin-state of such
complexes can change from ground-spin state to energetically low lying excited spin
states that could be brought by application of external stimuli such as magnetic field,
redox reaction, temperature, pressure or photo irradiation.66–69 Spin-crossover is ob-
served in situation where the ligand field splitting is comparable to spin pairing energy.
At the molecular scale, the driving force of the spin conversion is the entropy variation
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due to the metal-ligand bond length changes.70 The change in molecular spin states
is accompanied by the change in magnetic as well as structural properties. Observa-
tion of spin-crossover phenomenon along with the slow magnetic relaxation at high
blocking temperature is highly anticipated for potential use as molecular qubits and
logic devices.71,72 This will revolutionize the field of quantum devices for high-density
data storage and fast processing of information. Mononuclear 3d transition metal com-
plexes hold promise in this direction with both evident properties of magnetism and
spin-crossover at the molecular level.73,74 Understanding ligand field-derived modula-
tion of anisotropy in conjunction with SCO property can help in designing molecules
with both properties.

1.4 Organic Molecular Magnets

These are the molecular magnets based upon purely organic materials i.e., the unpaired
electron spin resides in the p-orbitals. They are prepared from abundant raw materi-
als i.e. C, O, N, S, etc. Recent decades have seen an increase in research on purely
organic magnetic materials. Organic Molecular Magnets (OMMs) have the advantage
over conventional inorganic magnets as they are highly soluble in organic solvents, re-
quire no energy-intensive metallurgical preparation, and their magnetic properties are
highly tunable. Ferromagnetic ordering for an organic-based magnet was first realized
for Fe(C5Me5)2]+[TCNE]·− (TCNE = tetracyanoethylene) below its Tc of 4.8 K.75

1.4.1 Organic Radicals

The building blocks for the OMMs are the organic radicals that contain unpaired elec-
trons. In general, organic radicals are very reactive and unstable due to the presence of
unpaired electrons in their highest occupied molecular orbitals and thus, they can easily
couple to dimers or undergo recombination, hydrogen abstraction, disproportionation,
etc. to fulfill their valency.76 The stability of the radical can be enhanced by increasing
the delocalization of the unpaired electron over the large part of the molecule. By doing
so, they are less likely to be able to donate an electron, and their stability increases. An
alternative way to obtain persistent radicals is to screen the radical center with the bulky
substituents so as to prevent it from further reactions.77

The synthesis of the first persistent triphenylmethyl radical by Gomberg et al. came
up as a landmark finding providing inspiration for the synthesis of robust radicals.78

The stability of the radical is due to the protection of the radical center by the three
phenyl rings. However, increasing the strain by polychlorination to obtain polychlori-
nated triphenylmethyl (PTM) radical makes it chemically inert by providing essential
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Figure 1.2: Molecular structures of some stable known organic monoradicals.

shielding by the additional chlorine atoms.79 TEMPO (2,2,6,6,-tetramethylpiperidin-N-
oxyl) is a highly stable radical due to the four methyl groups providing steric protection
to the radical center.80 Another venerable class of radicals is the phenoxyls (PO) radi-
cals, where the o and p substitutions provide large stability.81 Many stable radicals are
based on the N and O as spin carriers which include but are not limited to aminyl, hy-
drazyl, verdazyl, nitroxides, imino nitroxides (IN), nitronyl nitroxides (NN), etc. The
first purely organic ferromagnet was synthesized by Kinoshita and co-workers based on
nitronyl nitroxide radical.82 The other class of radicals that have gained attention con-
tains the heavy element S as the spin source, which includes dithiadiazolyl (DTDA),
thiazinyl, etc.77 One of the super stable radical is the benzotriazinyl (Blatter’s) radical
which was synthesized in 1968.83 However, the radical has gained considerable atten-
tion recently after easy synthetic strategies developed by Koutentis et al.84,85 Stable
organic radicals appear as superior examples of molecular building blocks on the way
to obtaining multifunctional molecular materials.

On the basis of the number of unpaired electrons in a molecule, the radicals are
classified into monoradical, diradical, triradical, and polyradicals. As the name sug-
gests, the monoradical contains one unpaired electron (S=1/2) with spin multiplicity as
a doublet. All the prospective examples discussed above belong to monoradicals.
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1.4.1.1 Diradicals

When the molecule contains two unpaired electrons in degenerate molecular orbitals,
then it is known as diradical. They can be classified into Kekulé and non-Kekulé
molecules.86 In Kekulé structures, there exists a “resonance hybrid” between the open
shell and closed-shell configurations.87 In the open shell diradical configuration, the
aromatic six-membered rings are formed, which can vanquish the energy for the break-
ing of a carbon-carbon π-bond. However, in non-Kekulé structures, some electrons are
unpaired due to the topology of the π-electron arrangement.88 Due to the existence of
two unpaired electrons, the diradicals can be in the triplet or singlet state depending on
the orientation of electrons i.e., parallel or antiparallel respectively. The ground state
of a diradical is determined by the relative energies of the two spin states. Further,
the singlet-triplet energy gap can be calculated from the electron exchange interaction
(2J), with ∆ES T = ES - ET = 2J. The sign of 2J will provide the ground state of the
molecule with positive (negative) 2J indicating triplet (singlet) as the ground state. For
an in-depth understanding of the nature of the exchange interactions in these molecules,
the prerequisite is to understand the nature of the coupler between the two spin centers.
It has been postulated that the shorter coupler provides large magnetic exchange inter-
actions and vice versa for the larger coupler. Moreover, the dihedral angle should be low
so as to have efficient spin propagation between the two radical moieties. It has been
demonstrated by Shil et al. that, in crowded diradicals with large dihedral angles, the
itinerant exchange between two magnetic sites through π network is forbidden due to
non-planarity.89 In such diradicals, the radical sites being closer in space participate in
the direct exchange, which usually favors the ferromagnetic coupling following Hund’s
rule.90 A conventional example of coupler that manifests ferromagnetic interactions is
the m-phenylene coupler which is suitable for both carbon-centered as well as nitrogen-
centered radicals such as nitroxyl and nitronyl nitroxide (NN) radicals.91,92 Although in
some cases, it is observed as an antiferromagnetic coupler. In that case, it depends on the
conformation of the spin sources with respect to the coupler.93,94 It has been observed
that when the dihedral angle between the spin sources and coupler is large enough, it
forbids the conjugation between the radical and coupler. Hence, the well-known nature
of the ferromagnetic coupling of the coupler is overturned. Apart from the coupler, the
magnetic properties can be tuned by other modifications in the system. The introduction
of EDG and EWG on the molecule can modulate the magnetic exchange interactions.95

A recent study by Burnea et al. demonstrated the significance of non-covalent interac-
tions, specifically hydrogen bonding, in enhancing magnetic coupling in a diradical.96

Several synthetic efforts have been put forward to obtain robust and highly stable
diradicals. Nitroxide radicals are at the forefront as stable spin-carriers in the design of
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diradicals based on it, being highly stable at ambient temperature.97,98 Numerous dirad-
icals based on stable known radicals, like nitronyl nitroxide, imino nitroxide, verdazyl,
oxoverdazyl etc., have been synthesized extensively.99–103 Utilizing Blatter radical as
a spin source, Rajca et al. synthesized the stable diradicals by coupling the Blatter’s
radical with nitronyl nitroxide and imino nitroxide and di-Blatter diradical with supe-
rior magnetic properties.104–106 The exceptional air and moisture stability and thermally
robust properties of Blatter’s radical also led Wudl and group to synthesize stable ben-
zotriazinyl diradicals.107,108 Thereafter, Zheng et al. proposed the synthesis of Blatter’s
diradicals by coupling the two monomers of Blatter’s radical.109,110

1.4.1.2 Diradicaloids

The diradicaloids are the molecules in which the two molecular orbitals containing
unpaired electrons are nearly degenerate. These are identified by two weakly inter-
acting electrons with similar energy. After the pioneering reports of carbon-centered
diradicaloids, namely Thiele’s hydrocarbons in 1904111 and Tschitschibabin’s hydro-
carbon in 1907,112 the research on this class of compounds has been unrolled widely. A
series of diradicaloids which includes bisphenalyenyls,113,114 quinodimethanes,115 di-
iendenoacenes,116 indenofluorenes,117 zenthrenes,118 and anthenes119 etc. have been
synthesized. Diradicaloids exhibit unique electronic, optical, and magnetic properties
that promise to be extremely useful in organic electronics and spintronics.107,120

1.4.2 Magnetic Exchange Interactions

In organic molecules, the magnetism arises from the interaction of the unpaired elec-
trons with each other and the long range spin-spin alignment. The underlying parameter
to characterize the interactions between the electrons is the magnetic exchange coupling
(2J) between the spin-centers. When the two spin-centers possess electrons with par-
allel orientation with respect to each other, it results into ferromagnetic coupling with
2J > 0. Contrary to this, the antiferromagnetic coupling arises when the two inter-
acted spins are anti-parallel to each other and 2J < 0. Additionally, the temperature
plays a crucial role in the magnetism of organic molecules. For most of OMMs, the
spins tend to remain in the parallel orientation in the same direction below a certain
temperature called critical temperature (TC) and thus, possess bulk ferromagnetic prop-
erties. However, when the temperature exceeds TC, the thermal energy becomes larger
in comparison to the electronic exchange interactions leading to random orientation of
the neighbouring spins. In this case, the radicals show paramagnetic properties.
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1.5 Perspective of the Thesis

An increasing drive towards the miniaturization of electronic devices has brought a rush
along the road to molecular magnetism. Molecule-scale magnets are required to ex-
hibit enhanced magnetic properties such as magnetic anisotropy, magnetic exchange
interactions, etc. at room temperature for their practical applications. These mag-
netic molecules can be obtained by exploring the synthetic routes to these molecules.
However, computational chemistry employing first-principle calculations could provide
a blueprint that allows the investigation of their magnetic properties beforehand and
presents an essential source of rationalization for the observed properties. Further, it
allows to tune their magnetic properties by studying magneto-structural correlations.
From a computational perspective, designing new generation molecular magnets re-
quires a thorough understanding of the multispin Hamiltonian parameters, that is, mag-
netic anisotropy, and exchange interactions to further model magnetic molecules with
superior magnetic properties. These magnetic properties mainly originate from the un-
paired spin of the open-shell systems which presents complexity to understand their
electronic structure and requires sophisticated methods that can include electron cor-
relations explicitly. Therefore, the computation of these parameters requires reliable
methods beyond traditional DFT based methods to reproduce the experimental obser-
vations. The wavefunction based methods make it possible to include static and dy-
namical correlations and provide a proper description of multideterminantal nature of
the wavefunction and thus, are a method of choice to compute the magnetic parame-
ters. Applying these ab initio wavefunction based methods, this thesis focus on gaining
an in-depth understanding of the electronic structure, magnetic properties and further
establishing magneto-structural correlations to eventually provide a predictive tool for
designing new magnetic materials. In this context, we intend to understand the role
of the ligands at axial and equatorial ligands in modulating the magnetic anisotropy in
transition-metal based mononuclear single-molecule magnets. Further, exploiting the
knowledge acquired from the role of ligands, the complexes are chosen with the aim
to enhance the magnetic anisotropy. In the latter part of the thesis, we investigated
the isotropic magnetic exchange interactions of various designed diradicals based on
Blatter’s radical and studied multiple pairwise exchange interactions arising due to the
micromagnetic centers created by the delocalization of the spin-density equally on the
three nitrogen atoms of the triazinyl ring. Further, a unique strategy to fine-tune the
ground state of the diradicals is provided to obtain ferromagnetically coupled diradi-
cals.

To accomplish these objectives, the entire work is presented in four chapters (Chap-

ters 3-6) where the first two chapters focus on the investigation of magnetic anisotropy
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of organometallic single-molecule magnets. The latter two chapters deal with the under-
standing of isotropic ferromagnetic exchange interactions in metal-free organic molec-
ular magnets. The thesis is outlined as follows:

• In single-molecule magnets, the transition metal complexes with axial symme-
try are the sought-after candidates to possess large magnetic anisotropy. In this
context, we chose to study complexes with axial symmetry in the presence and
absence of equatorial ligands. Firstly, Fe(III) trigonal bipyramidal complexes
are studied to investigate the effect of axial and equatorial ligands on the ground
state and the magnetic anisotropy of the complexes. Moreover, the transition
metal complexes also show spin-crossover properties brought out by some exter-
nal stimuli like temperature, pressure, light, etc. Therefore, the complexes are
investigated for spin-crossover properties (Chapter 3). Further, the complexes
with only axial ligands are chosen to study the effect of coordination number on
magnetic anisotropy. The origin of magnetic anisotropy is studied with the help
of magnetic relaxation pathways and the pattern of d-orbital splitting in different
complexes (Chapter 4).

• Organic diradicals with high-spin ground state and large ferromagnetic exchange
interactions are potential contenders for metal-free organic molecular magnets.
We aim to model several diradicals based on the highly stable Blatter’s radi-
cal with the goal to obtain ferromagnetically coupled diradicals and understand-
ing the origin of magnetic coupling (Chapter 5). Furthermore, we also pro-
vided a unique strategy to fine tune the inherent zwitterionic ground-state of
the tetraphenylhexaazaanthracene (TPHA), the molecule containing two Blatter’s
radical moieties to antiferro- and ferromagnetically coupled diradicals by increas-
ing the length of the coupler and push-pull substitution (Chapter 6).
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C H A P T E R 2

Theoretical Background and
Computational Methods

In this chapter, the computational tools used for studying organic molecular magnets
and single-molecule magnets are briefly described. In the beginning, a brief overview
of the Hartree-Fock method followed by the MC-SCF methods are discussed with spe-
cial emphasis on CASSCF and NEVPT2. Further, the description of density functional
theory and the various functionals are briefly explained. Further, the phenomenologi-
cal Hamiltonian used to describe the magnetic exchange interactions in localized spin
centers is discussed. In the subsequent section, different methods within DFT and WFT
based methods to compute magnetic exchange interactions are quickly explained. Fur-
thermore, the spin-orbit coupling introduced as a perturbation is presented. Thereafter,
the Hamiltonian for zero-field splitting is discussed.

2.1 The Many-body Problem

The electronic structure of a molecular system can be obtained by finding an approxi-
mate solution to the non-relativistic time-independent Schrödinger equation,

ĤΨ(r1, r2, ...,R1,R2, ...) = EΨ(r1, r2, ...,R1,R2, ...) (2.1)

where Ψ(r1, r2, ...,R1,R2, ...) is a wave function corresponding to the position of elec-
trons (ri) and nuclei (RI). Ĥ is the Hamiltonian operator which consists of kinetic energy
and potential energy operators, neglecting relativistic effects, and takes the form:
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Ĥ = T̂ + V̂
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= −
1
2

∑
i

∇2
i −

1
2

∑
I

∇2
I

MI
+

∑
i, j

1
ri j
−

∑
i,I

ZI

RiI
+

∑
I,J

ZIZ j

RIJ

(2.2)

where i and j are the indices of electrons and I and J of nuclei. The mass of nuclei is de-
noted by MI . ZI is the atomic number of the Ith atom. The first two terms in Eq. 2.2 rep-
resent the kinetic energies of the electron and nuclei. The remaining terms involve the
potential energy arising from the Coulomb interactions i.e., electron-electron repulsion,
the attraction between electron and nucleus, and inter-nuclear repulsion respectively.
The analytic solutions of the Eq. 2.2 could be obtained for simple systems (typically
one electron systems), for example, for the hydrogen atom and molecule. Thus, for
broader applicability in many-electron systems, it becomes necessary to apply approx-
imations. The first and foremost approximation uses the significant difference between
the mass of electron and nuclei and considers the nuclei to be static and only the motion
of the electron is considered. Thus, the nuclei are taken as frozen related to electrons.
This is the basis of Born-Oppenheimer Approximation (BOA). Within this framework,
the total wave function in Eq. 2.1 can be factorized into the wave function of electrons
and ions as

ψ = ψe(r1, r2, ...)ψN(R1,R2, ...) (2.3)

Under the Born-Oppenheimer Approximation, the kinetic energy of the nuclei (second
term in Eq. 2.2) and the inter-nuclear repulsion (last term in Eq. 2.2) can be taken as
constant and thus, the Hamiltonian becomes explicitly electronic Hamiltonian given by

Ĥe = −
1
2

∑
i

∇2
i +

∑
i, j

1
ri j
−

∑
i,I

ZI

RiI
(2.4)

This approximation simplified the solution of the many-body Schrödinger equation
however, the problem still persists in solving it for many-electron systems. Therefore,
other alternatives to solve the many-body problem are required.

2.2 The Hartree-Fock Method

One of the methods of approximation for determining the wave function and energy
of the many-body system in a static state is the Hartree-Fock method. This method
involves averaging the electron-electron repulsion term in Eq. 2.4 and thus, calculating
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the effective repulsion experienced by an electron due to the average field of all the
electrons, instead of calculating the repulsion for all the different electron pairs. This
method assumes that the N-body wave function is composed of the product of one
electron wave function, in which each electron moves in an average potential created
by the nucleus and all other electrons. The wave function of the molecule can thus be
written by a single Slater determinant as,

Ψe
HF(x1, x2, ...xN) =

1
√

N!

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) · · · χN(x1)
χ1(x2) χ2(x2) · · · χN(x2)
...

...
...

χ1(xN) χ2(xN) · · · χN(xN)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.5)

where x1, x2, ..., xN are collectively denoted by the three spatial coordinates r1, r2, ...,
rN and one spin coordinate ω1, ω2, ..., ωN of N-electron system and χi(xi) denotes one-
electron wave functions which are a linear combination of atomic orbital wave func-
tions. One can obtain the minimum energy wave function by applying the variational
principle. This leads to the energy eigenvalue equation as,

f (xi)χ(xi) = ϵiχ(xi) (2.6)

where ϵi is the energy eigenvalue of atomic orbitals. f (xi) is the Fock operator. Thus,
the Hamiltonian can be written as,

Ĥe = −
1
2
∇2

i −
∑

I

ZI

RiI
+ VHF(ri) (2.7)

where VHF is the average potential experienced by the ith electron due to other elec-
trons. By using the fock operator, the multi-electron Schrödinger equation can be bro-
ken down into a set of one-electron equations. However, the VHF (Hartree-Fock poten-
tial) depends on the total wave function making it a non-linear problem. This need to be
solved iteratively by self-consistent field procedure. Although Hartree-Fock’s method
is capable of reproducing 99% of the total exact energy within a sufficiently large basis
set limit, the remaining 1% is vital for the entire chemistry. This remaining energy ac-
counts for the electron correlation energy (Ecorr) which is completely neglected in the
HF method. The electron correlation energy is defined as the difference between the
exact nonrelativistic energy of the system (εo) and the HF energy obtained in the limit
of complete basis (Eo) given by

Ecorr = εo − Eo (2.8)
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Thus, different approaches are available to account for the electron correlation.

2.3 Multiconfigurational Self Consistent Field (MC-SCF)
methods

MCSCF method is a useful method for the description of the electronic structure of
molecular systems with strongly correlated electrons for which the single configuration
wave function becomes inadequate. In MCSCF theory, the wave function is written as
a linear combination of all possible configurations i.e., CSFs. Thus, in MCSCF, static
correlations can be improved by expressing the wave function in terms of more than
one determinant.

ψMCS CF =
∑

i

ciϕi (2.9)

where ci is the expansion coefficient and ϕi is the Slater determinant.

2.3.1 CASSCF and NEVPT2

CASSCF method is one of the ab intio multi-reference methods where the wave func-
tion is generated by the linear combination of all the CSFs which arises from a particular
number of electrons present in a specific number of orbitals. The method is based on
the efficient partitioning of molecular orbitals generated from the Hartree-Fock orbitals
into three sets of orbitals i.e., inactive orbitals, active orbitals, and virtual orbitals. The
inactive orbitals are always doubly occupied and the virtual ones are always empty. The
remaining electrons present in the active space span the explicitly correlated orbitals.
The active orbitals can have an occupancy between 0 to 2, depending on the nature of
the molecular system. The active space is designated as (n,N) where n is the number
of electrons in N number of orbitals. Within this active space, a full CI is performed
to construct the CASSCF wave functions. The active space is chosen manually keep-
ing in mind the chemical aspects of the problem to be studied. For example, for 3d
transition metal complexes, it is important to include the d orbitals in the active space.
And sometimes, a double d-shell is taken into account by adding an additional set of
five d orbitals. Similarly, for 4f complexes, the active space is composed of the seven
f -orbitals of the metal. However, complexes of 4d, 5d and 5f are not so simple as
their metal center features radially extensive magnetic orbitals with significant ligand
interactions. Moreover, in some complexes with weakly covalent metal-ligand bond-
ing, the minimal active space is not enough to account for the electron correlation and
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one needs to expand the active space by incorporating the ligand orbitals into the active
space. Based on the choice of active space, a number of configuration state functions
(CSFs) are generated. The increase of active space subsequently increases the number
of CSFs in CI space. CASSCF calculation takes into account a certain number of CSFs
where the weightage of each CSF is optimized together with the orbitals. In a CASSCF
calculation, the solution can be obtained either for a single state or for the average of a
number of states. Accordingly, the calculation is called state-specific (SS-CASSCF) or
state-average (SA-CASSCF) respectively. The selection of the number of states (roots)
should be done manually and carefully, taking into consideration, a less number of roots
that are low-lying and thus take part actively in the mixing of states.

Although the CASSCF wave function identifies static correlation nicely well, only
a small number of electrons in the active orbitals are correlated. While the correlation
including inactive electrons, i.e., dynamical correlation, is overlooked. With a good
approximation to the zeroth order wavefunction, the perturbation theory could be em-
ployed to account for the effects of dynamic correlations where the effect of full CI
can be approximated. The N-electron valence state perturbation theory (NEVPT2) is a
perturbative method that adds the dynamical correlations to the CASSCF wave function
by using multiconfigurational second-order perturbation theory and generally takes into
account a large number of single and double electronic transitions on the wave function
generated by CASSCF in order to approximate the full CI energies.

2.4 Density Functional Theory (DFT)

The dependence of the Hamiltonian on the total number of electrons comes up with an
idea of utilizing a physical observable i.e., electron density ρ, as its integration over the
entire space results in the total number of electrons N, i.e.,

N =
∫

ρ(r)dr (2.10)

Thus, the number of degrees of freedom is reduced to three as the electron density is
a function of three variables, irrespective of the size of the system. This makes Den-
sity Functional Theory (DFT) the most popular and useful computational tool to study
many-electron systems. The concept of density functional was proposed in the work of
Fermi and Thomas in the 1920s for the first time.121 The modern DFT relies on Hohen-
berg, Kohn, and Sham, which state that the sum of the exchange and correlation ener-
gies of a uniform electron gas could be determined by using its electron density.122,123

In the Kohn-Sham formalism, the total ground state electronic energy (E) is summed
over three energies, viz. the kinetic energy of a uniform electron gas (T ), electron-
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electron repulsion energy (Vee), and electron-nuclear attraction energy (VNe). It was
further extended by Dirac who introduced the exchange-correlation energies between
the electrons.124 Therefore, the total ground state energy of the system is written as,

Eo = E[ρ(r)] = T [ρ(r)] + VNe[ρ(r)] + Vee[ρ(r)] + EXC[ρ(r)] (2.11)

Within the Kohn-Sham formalism, the energy of the ground state of a system with
n electrons and N nuclei is written as,

E[ρ] = −
1
2

n∑
i=1

∫
ψ∗i (r1)∇2

i ψi(r1)dr1 −

N∑
χ=1

∫
Zχ
rχi

ρ(r1)dr1

+
1
2

∫ ∫
ρ(r1)ρ(r2)

r12
dr1dr2 + EXC[ρ]

(2.12)

where ψi’s are the Kohn-Sham (KS) orbitals. The first term represents the kinetic
energy of the non-interacting electrons, the second term denotes electron-nuclear re-
pulsion, and the last two terms account for Coulombic repulsion between electrons and
exchange-correlation term respectively. The ground-state electron density ρ(r) at a point
r in terms of KS orbitals is represented as

ρ(r) =
n∑

i=1

|ψi(r)|2 (2.13)

Therefore, the ground state energy (Eo) can be obtained from the electron-density
(ρ) using Eq. 2.12 and 2.13 if the KS orbitals and EXC is known. The KS orbitals can
be found by solving the KS equation employing the variational theorem,

ĥiψi(ri) = εiψi(ri) (2.14)

Here, ĥi is the KS Hamiltonian and εi is the respective orbital energy. The KS Hamilto-
nian is written as

ĥi = −
1
2
∇2

i −

N∑
χ=1

∫
Zχ
rχi

+

∫
ρ(r2)
r12

dr2 + VXC(r1) (2.15)

where VXC is the functional derivative of the exchange-correlation energy given by

VXC(r) =
δEXC[ρ(r)]
δρ(r)

(2.16)

Thus, VXC can be determined from the EXC term. In KS DFT, beginning from the tenta-
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tive charge density ρ, the dependence of EXC is used to calculate VXC. After obtaining
the initial set of KS orbitals, these orbitals are further used to obtain the superior elec-
tron density from Eq. 2.13. This process is repeated over and again until there is no
further deviation in density and KS orbitals. Lastly, the ground-state electronic energy
is calculated employing Eq. 2.12.

The exchange-correlation energy (EXC) is defined as the sum of the exchange term
(EX), the interactions between the electrons of the same spin, and the correlation term
(EC), the interactions between the opposite spin electrons given as

EXC = EX + EC (2.17)

2.4.1 Local Density Approximation (LDA)

The calculations of total energy require approximations for the exchange-correlation
energy. One of the approximations is the local density approximations (LDA). Based
on the LDA, it is assumed that the exchange-correlation energy density is constant at
every position in space for the molecule as it would be for the homogenous electron gas
having the same density as found at that position.

ELDA
XC [ρ] =

∫
ρ(r)εXC(ρ(r))dr (2.18)

where εXC refers to the exchange-correlation energy per particle of a homogeneous
electron gas with charge density ρ. For the extension to spin-polarized systems, the
exchange term can be easily obtained, however, for the correlation term, there is a need
for further approximation as it involves two spin-densities (ρα and ρβ) with total spin
(ρ) equals to the sum of the density of α and β spins i.e., ρ = ρα + ρβ. Thus, EXC takes
the form,

ELS DA
XC [ρα, ρβ] =

∫
ρ(r)εXC(ρα(r), ρβ(r))dr (2.19)

2.4.2 Generalized Gradient Approximation (GGA)

Since LDA assumes that the electron density is constant in the complete space, it over-
estimates the correlation energy and underestimates the exchange energy.125 For a real
system with non-local density variations, the exchange-correlation energy differs sig-
nificantly from that of uniform electron distribution. Thus, a possible extension in the
LDA formalism is the inclusion of the gradient of the charge density also. This ap-
proximation is called the generalized gradient approximation (GGA). Within the GGA
formalism, EXC takes the form,
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EGGA
XC [ρα, ρβ] =

∫
ρ(r)εXC(ρα(r), ρβ(r),∇ρα(r),∇ρβ(r))dr (2.20)

2.4.3 Hybrid functionals

The exchange term EX is not well described in both LDA and GGA approximations.
Thus, hybrid functionals are proposed for better performance of DFT. The fraction of
Hartree-Fock exchange energy is included in the exchange functional, thus, taking the
form

Ehybrid
XC = aEHF

X + (1 − a)EDFT
X + EDFT

C (2.21)

Here, a determines the amount of non-local exchange in the hybrid approximation. EHF
X

is the exact HF exchange energy. In this thesis, the hybrid functional B3LYP is used
which contains 20% exact exchange admixture.

2.5 Computation of Magnetic Exchange Interactions

A simplified approach to estimating the magnitude of magnetic exchange interactions
in a wide range of systems including organic diradicals, dinuclear complexes, etc. is
based on the Heisenberg-Dirac-van Vleck Hamiltonian. The magnetic exchange inter-
actions (2J) between the two magnetic sites A and B appear in the phenomenological
Hamiltonian as

ĤHDvV = −2JŜ AŜ B (2.22)

where Ŝ A and Ŝ B are the fictitious local spin operators for the interacting sites A and
B, respectively, and 2J is the exchange coupling parameter. This Hamiltonian leads to
a ladder of spin states from S max = S A + S B down to S min = |S A - S B| with S A and S B

being the spin quantum numbers. With a positive 2J, the high-spin triplet state is lower
in energy, with ferromagnetic coupling between the two spin carrier sites. A negative
2J represents the low-spin singlet as a ground state with antiferromagnetic interactions.
For a diradical with two unpaired electrons (S A = S B = 1/2) on each magnetic site, 2J

can be represented as the energy difference between the singlet (ES=0) and triplet (ES=1)
spin states i.e.,

2J = ES=0 − ES=1 (2.23)

The electronic configuration with both the spins up corresponds to the triplet state
(S=1). On the contrary, the configuration with one up spin and one down spin electrons
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corresponds to the singlet state (S=0). But for S=0 state, there is a possibility of more
than one electronic configuration, i.e., both the electrons at site A, both the electrons
at site B, configuration with spin up electron at site A and spin down electron at site
B and vice versa. Thus, ES=1 provides the correct energy of the triplet state, however,
the multideterminantal nature of the singlet state makes it challenging to compute its
correct energy, ES=0. It becomes difficult to obtain a pure singlet state from UDFT
or UHF approach and multiconfigurational methods such as CAS-CI, MCSCF, etc. are
required to accurately represent low-spin states. As an alternative approach, the broken-
symmetry approach can be employed within the DFT framework.

2.5.1 Broken-Symmetry DFT

The broken-symmetry formalism was proposed by Noodleman in 1981, to compute the
magnetic exchange interactions in dinuclear complexes.126 According to Noodleman,
when the two singly occupied molecular orbitals called magnetic orbitals of the two
spin bearing sites are allowed to interact by overlapping in the SCF procedure, a state
of mixed spin symmetry and lowered space symmetry is obtained. This is called the
mixed spin or broken symmetry (BS) state. Any mixed spin states can be approximated
by the weighted average of the other spin states. As per the description of BS state by
Ruiz et al.,127 for a system with two unpaired electrons in two nonorthogonal orbitals a

and b localized on two different atoms, the MS = 1 component of the high-spin state in
terms of Slater determinant is given as

Φ(S = 1,MS = 1) =
|ab|√

(2 − 2⟨a|b⟩2)
(2.24)

The energy of the high-spin state can be determined easily. The BS wave functions
describe the low-spin singlet state and the two solutions are possible given by

σI
BS =

|ab̄|
√

2
(2.25)

σII
BS =

|āb|
√

2
(2.26)

The bar over the orbital signifies the occupancy of the orbital with the spin-down elec-
tron. A linear combination of these two BS determinants results in the adequate singlet
function provided by128

Φ(S = 0) =
σI

BS − σ
II
BS√

2 − 2⟨σI
BS |σ

II
BS ⟩

(2.27)
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For MS = 0 component of the triplet state also, a wave function can be constructed
from the two BS solutions as128

Φ(S = 1,MS = 0) =
σI

BS + σ
II
BS√

2 + 2⟨σI
BS |σ

II
BS ⟩

(2.28)

Calculating the energy for the wave function in Eq. 2.27 and subtracting from the
energy of the triplet yields the singlet-triplet gap as:

2J =
2(EBS − ET )

1 − ⟨σI
BS |σ

II
BS ⟩

(2.29)

where ⟨σI
BS |σ

II
BS ⟩ is the overlap integral between the two BS solutions. Neglecting the

spin polarization of the inner shells, the integral can be approximately calculated from
the overlap integral between the two SOMOs a and b as proposed by Caballol et al.128

Thus, 2J can be re-written as
2J =

2(EBS − ET )
1 + S 2

ab

(2.30)

For a sufficiently small overlap between the two orbitals, Eq. 2.30 reduces to

2J =
2(EBS − ET )

S 2
max

(2.31)

proposed by Geinsberg, Noodleman and Davidson.129–131

For the systems with sufficiently large overlap integral, the Eq. becomes

2J =
2(EBS − ET )

S max(S max + 1)
(2.32)

which was proposed by Bencini and Ruiz et al.132 and further modified by Illas et al.133

The modified version of Eq. 2.31 was later proposed by Yamaguchi et al.134 given by

2J =
2(EBS − ET )

< S 2 >HS − < S 2 >BS
(2.33)

Eq. 2.33 reduces to equations 2.31 and 2.32 in the weak and strong overlap limits
respectively.

2.5.2 Spin-decontaminated procedure in BS-DFT

The Yamaguchi formalism leads to overestimated values when the spin polarization of
the core becomes important. Therefore, it is required to extract the three main contribu-
tions to the magnetic exchange coupling i.e., a) direct exchange contribution, between
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the two unpaired electrons, b) kinetic exchange contribution, corresponding to relax-
ation of magnetic orbitals in singlet state and c) spin polarization contribution, origi-
nating from different polarization of the electrons in the core orbitals in triplet and in
singlet as proposed by Malrieu and co-workers.135,136 The resultant of the three con-
tributions provide the accurate magnitude of magnetic exchange coupling free from
spin-contamination given by

JTot = Jo + ∆JKE + ∆JCP + ∆JOther (2.34)

where Jo, ∆JKE and ∆JCP are the contributions from direct exchange, kinetic exchange
and spin polarization of the core.

Jo = −
EHS ,RO − EBS ,RO

⟨S 2⟩HS ,RO − ⟨S 2⟩BS ,RO
(2.35)

∆JKE = −
EHS ,RO − EBS ,UFC

⟨S 2⟩HS ,RO − ⟨S 2⟩BS ,UFC
− Jo (2.36)

∆JCP =
2(EBS ,UFM − EHS ,UFM)

2 − (⟨S 2⟩BS ,UFC + ⟨S 2⟩BS ,UFM)/2 + ⟨S 2⟩BS ,UFC(⟨S 2⟩BS ,UFM − ⟨S 2⟩BS ,UFC)/2

− Jo − ∆JKE (2.37)

EHS ,RO is the energy obtained from the calculation performed in the HS state in
Restricted Open-shell formalism. The spin-flip of one of the magnetic orbitals results
in the energy of BS state in Restricted Open-shell formalism i.e. EBS ,RO. The relax-
ation of magnetic orbitals in the frozen core orbitals leads to EBS ,UFC (UFC stands for
Unrestricted with Frozen Core orbitals). The relaxation of core orbitals in (HS,RO)
and (BS,RO) leads to EHS ,UFM and EBS ,UFM (UFM stands for Unrestricted with Frozen
Magnetic orbitals).

2.5.3 CASSCF/NEVPT2

The ab initio CASSCF/NEVPT2 method is also employed to compute the magnetic
exchange interactions between the two radical centers. The initial guess orbitals for
the CASSCF calculations can be taken from the unrestricted natural orbitals (UNOs)
from DFT. Here, we have obtained these UNOs using the hybrid B3LYP functional.
The CASSCF wavefunction is thus used as a reference wavefunction for subsequent
NEVPT2 calculations to include dynamical correlations. The energies obtained from
state-specific CASSCF/NEVPT2 calculations in the respective singlet and triplet states
are then employed to compute the magnetic exchange interactions using Eq. 2.23.
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2.6 Spin-Orbit Coupling

The term spin-orbit coupling (SOC) represents the coupling of the spin of the elec-
tron with its orbital angular momentum. SOC is the dominant spin-dependent rela-
tivistic correction to the Born-Oppenheimer Hamiltonian. The widely used one- and
two-electron SOC operator is the Breit-Pauli form. The Breit-Pauli SOC operator is
expressed as,

ĤS OC = Ĥ(1)
S OC + Ĥ(2)

S OC (2.38)

Here, the first term is the one electron term describing the effect of potential of nuclei
and the second term, the two electron term, describes the coupling caused by the motion
of the electrons. The one- and two-electron SOC contributions are given by

Ĥ(1)
S OC =

∑
i

ĥ1el−SOC
i ŝi

=
α2

2

∑
i

∑
A

ZAr−3
iA ÎiAŝi

(2.39)

Ĥ(2)
S OC = Ĥ(2)

S S O + Ĥ(2)
S OO

=
∑

i

∑
j,i

ĝ2el−SOC
i,j

= −
α2

2

∑
i

∑
j,i

r−3
i j Îij(ŝi + 2ŝj)

(2.40)

where α = c−1 is the fine structure constant in atomic units, ÎiA = (r̂iA X p̂i) is the angular
momentum of the ith electron relative to nucleus A at position RA with atomic charge
ZA. r̂i, ŝi and p̂i are the position, spin and momentum operator of the ith electron. r̂iA

= r̂i − RA with magnitude riA denotes the position of ith electron relative to atom A. r̂i j

= r̂i - r̂ j is the interelectronic distance between ith and jth electron and Îi j = (r̂i j X p̂i)
defines the angular momentum relative to this electron. The two-electron term has con-
tributions from the spin-same-orbit (SSO) and spin-other-orbit (SOO) terms and they
play an important role in a quantitative treatment of SOC. This operator, without any
approximation, would be difficult to handle exactly due to highly expensive computa-
tional calculations for larger number of atoms. Thus, the mean field/effective potential
approaches in which the operator is written as an effective one-electron operator are
commonly used. The corresponding one-electron operator is given by

ĤS OC �
∑

i

ĥ(eff)
i ŝi (2.41)
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The computational complexity of this operator is much lower than that of the full two-
electron operator. In this thesis, we have used mean field approach (SOMF) derived and
implement by Hess et al. as implemented in Orca.137,138

2.7 Zero-Field Splitting Parameters

The lifting of spin-state degeneracy for systems with S ≥1 in the absence of any applied
magnetic field is known as zero-field splitting. The ZFS majorly originates from spin-
orbit coupling (SOC) and spin-spin coupling (SSC). ZFS originates largely from the
SOC constant of a transition metal center and the crystal field effects exerted on it. On
the other hand, spin-spin coupling plays a lesser role in governing ZFS.

2.7.1 Spin Hamiltonian for ZFS

The ZFS is described in terms of spin Hamiltonian. The spin Hamiltonian, in the ab-
sence of exchange interactions and nuclear spin, is written as

Ĥspin = ĤZe + ĤZFS

= µBB⃗gŜ + Ŝ DŜ
(2.42)

Here, µB is the Bohr magneton, Ŝ is the spin operator of the ground state, B⃗ is the
magnetic flux density, and g, and D are the symmetric g- and ZFS-matrices respec-
tively. Ĥspin is the model spin Hamiltonian operating of 2S+1 number of basis functions
|S ,MS > with MS = S, S-1, ..., -S.

2.7.1.1 The D tensor

D can be diagonalized in a principal axis frame in cartesian coordinate and expressed
as

ĤZFS = D
[
S 2

z −
S (S + 1)

3

]
+ E[S 2

x − S 2
y] (2.43)

D and E are the axial and rhombic ZFS parameters respectively, given as

D = Dzz − 1/2(Dxx + Dyy); E = 1/2(Dxx − Dyy) (2.44)

where Dxx, Dyy and Dzz are the diagonal element of the D tensor. The axes for the
coordinate system x, y, and z are chosen to fulfill the condition 0 ≤ |E/D| ≤ 1/3. The
ratio |E/D| is known as the rhombicity parameter.
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2.7.1.2 The g tensor

The Zeeman term in the spin Hamiltonian that describes the interaction of the magnetic
moments of the electrons with the external magnetic field is given by

ĤZe = µBB⃗gŜ (2.45)

The matrix representation of the Hamiltonian reads as

ĤZe = µB

[
Bx By Bz

] 
gxx gxy gxz

gyx gyy gyz

gzx gzy gzz



Ŝ x

Ŝ y

Ŝ z

 (2.46)

To describe the direction of magnetization and the magnitude of magnetic anisotropy,
only diagonal terms of the g-tensor matrix are examined. If the system is isotropic, all
the three diagonal elements will be equal i.e., gxx = gyy = gzz and the system does not
have any magnetic anisotropy. If gz > gy ≈ gx, the z-axis is considered as the easy axis
i.e., it is the favorable direction of magnetization and is known as uniaxial anisotropy.
In contrast, gx ≈ gy > gz signifies easy plane anisotropy and gz > gy > gx represents the
case of triaxial anisotropy.

2.8 Harmonic Oscillator Model of Aromaticity (HOMA)
index

HOMA is defined as the normalized sum of squared deviations of bond lengths from the
optimal value that are assumed for a fully aromatic system. Among the simplest, most
successful, and widely used aromaticity indices, it is known for its simplicity, success,
and wide usage. The HOMA index according to Kygowski et al.139,140 is expressed as

HOMA = 1 −
α

n

n∑
i=1

(Ri − Ropt)2 (2.47)

where α is the normalization factor (257.7), n is the number of C-C bonds, Ri is
the bond length computed from DFT calculations, Ropt is the optimal bond length for
aromatic compounds with value of 1.388 Å for C-C bond. For a fully aromatic system,
HOMA = 1, and for non-aromatic systems, HOMA = 0.
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C H A P T E R 3

Investigations of magnetic anisotropy
and spin-crossover behavior of

Fe(III)-TBP complexes

3.1 Introduction

Current interest of SMMs that exhibit a barrier to the magnetic relaxation lies in their
prospective applications in the high-density information storage,141 quantum comput-
ing,142 molecular spintronics7,143 and magnetic refrigeration.144 The slow magnetic re-
laxation in these molecules is characterized by an energy barrier, Ue f f , to magnetic mo-
ment reversal. The barrier to magnetic relaxation is determined by the magnitude of to-
tal spin at the ground state as well as the magnitude of the axial anisotropy.145 The mag-
netic properties of single molecule magnets are controlled by the magnitude of magnetic
anisotropy, which can be modulated based on rational design of ligands.48 Mononuclear
metal complexes containing rare earth (4f-metal) elements exhibit quite large magnetic
anisotropy due to strong spin-orbit coupling and large unquenched orbital contribution
to the magnetic moments.146–155 In parallel development with lanthanides based SMMs,
highly symmetric 3d transition metal complexes with relatively smaller magnetic mo-
ments are also gaining popularity in the recent years.51 Mononuclear 3d transition metal
complexes with high axial symmetry have shown sign of unquenched orbital momen-
tum with considerable spin-orbit coupling and moderate magnetic anisotropy.156–158

A penta coordinated Fe(III) complex was reported by Mossin et al. with the inter-
mediate ground-spin state that exhibits slow magnetic relaxation along with the axial
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ZFS with D = -11 cm−1.159 Feng et al. synthesized two penta-coordinated Fe(III) com-
plexes i.e. [(PMe3)2FeCl3] (here, complex 3.2) and [(PMe2Ph)2FeCl3] having close to
ideal TBP geometry.160 The IS state was observed to be the ground state from DC sus-
ceptibility measurements data. The spin-crossover to HS state was captured in complex
[(PMe2Ph)2FeCl3].160 A very high value of ZFS i.e. D = -50 cm−1 for first and a mod-
erate value of -17 cm−1 for second complex was observed. The authors claimed that the
reported D for the first complex is the maximum among all the reported Fe(III) com-
plexes. Later, these two Fe(III) based complexes were theoretically investigated using
ab initio calculations by Chowdhury et al. and the magnetic anisotropy was found to be
significantly influenced by axial ligands.161

In this work, we have explored the electronic structure and magnetic properties of
the experimentally synthesized complex i.e. complex 3.2, applying density functional
theory (DFT) and ab initio wave function-based multi-configurational methods such as
CASSCF and NEVPT2. A close to ideal TBP geometry, small size, neutral charge,
and half-integral spin ground state makes complex 3.2 the ideal system to exhibit high
magnetic anisotropy with further imposing the question, can we enhance the D value
by modulating the ligand environment in the Fe(III) TBP complexes? To find an an-
swer, we have modelled 14 complexes (Figure 3.1) with the aim of studying the ef-
fect of ligand environment, ligand-metal covalency, and ground-spin state on magnetic
anisotropy.

Figure 3.1: Structure of modelled Fe (III) complexes, [Fe(XMe3)2(Y)3]. Here, X = P,
N, As, and Y = F, Cl, Br, I. The complexes are acronymed based on the serial number
followed by the ground-spin state (as a subscript) and ligands attached to it at axial
and equatorial positions respectively. Out of these 15 complexes, complex 3.2 has al-
ready been synthesized by Feng et al. Complex 3.2 has been investigated especially for
benchmarking purpose.
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To explore the ligand environment, the donor atoms from group XV (i.e. N, P,
and As) in the axial ligands are varied and the effect on the magnetic anisotropy is in-
vestigated. Additionally, the influence of halide ligands (F−, Cl−, Br−, and I−) at the
equatorial position is also studied. A detailed investigation of electronic structure with
change in ligand environment is carried out and the origin of the spin-crossover and
large zero-field splitting is explored. Complexes 3.1, 3.3 and 3.4 are designed replacing
all the equatorial chloride ligand in 3.2 by fluoride, bromide and iodide respectively.
Complexes 3.5, 3.6, 3.7 and 3.8 contain trimethylamine and complexes 3.9, 3.10, 3.11
and 3.12 contain trimethylarsine at the axial positions replacing trimethylphosphine in
complexes 3.1, 3.2, 3.3 and 3.4 respectively. Complex 3.13 at axial position contains
trimethylamine and trimethylphosphine, while complex 3.14 contains trimethylphos-
pine and trimethylarsine and complex 3.15 has trimethylamine and trimethylarsine with
bromide at the equatorial position for the last three complexes.

3.2 Computational Methods

The molecular geometries of all the modelled complexes are optimized applying density
functional theory (DFT) using hybrid B3LYP exchange-correlation functional.162,163

The localized atom centered valence triple-zeta with two sets of polarization functions,
def2-TZVPP,164 basis sets are used for all the calculations. The resolution of identity
(RI) approximation, as implemented in ORCA,137,165 is used to approximate the various
integral accuracy to speed up the computations without losing their accuracy. Def2/JK
auxiliary basis sets are used along with RI approximation and chain-of-spheres (RIJ-
COSX) approximation to exact exchange.166,167 A reformulated version of Grimme’s
DFT dispersion correction with Becke-Johnson damping (DFT-D3(BJ)) is included in
the geometry optimization.168,169 It turned out that D3(BJ) produces accurate molecu-
lar geometry and is especially crucial to reproduce the experimental axial metal-ligand
distances for complex 3.2. Increased integration grids (Grid 5 in ORCA convention)
and tight SCF convergence criteria are used in all the calculations.170–172 The atomic
charges are obtained using Hirshfeld charges. The bond order analysis is based on
the Mayer bond order.173 Single point energies of the DFT optimized structures are
calculated using SA-CASSCF/NEVPT2 calculation on top of ground state geometry
to look into the spin-crossover phenomenon. For closely lying states, multireference
SA-CASSCF calculations are advocated to produce improved results as compared to
SS-CASSCF configuration interaction calculation for energy difference between spin-
states. SA-CASSCF performs a constraint minimization of a weighted sum over ener-
gies of multiple states. With the SA approximation, both ground and excited state wave
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functions are described by state-specific configuration interaction (CI) coefficients but
use a global single set of orbitals.174 A similar observation was made by Roemelt et al.
that the state-specific energies may not be well converged due to missing balance in the
appropriateness of a given active space in recovering part of dynamic correlation.175

The ZFS parameters arising from the spin-orbit coupling of the ground state and ex-
cited state are extracted using the effective Hamiltonian (Ĥe f f ) theory.176 SOC Hamilto-
nian, ĤS OC, based on an approximated version of Breit-Pauli Hamiltonian, where SOC
integrals are treated by spin-orbit mean field approximation,177 is used to account for the
spin-orbit coupling. ZFS parameters are obtained from SO-CI treatment of SOF states
obtained from ab initio calculations based on the complete active space self-consistent
field (CASSCF) approach. The dynamical correlations for SOF states are included us-
ing the N-electron valence state perturbation theory (NEVPT2) method.

3.2.1 Selection of active space and number of roots

The proper choice of active space and nroots is crucial to achieve appropriate conver-
gence in the multi-configurational methods. The minimal active space i.e. CAS (5,5)
containing five d-electrons in five d-orbitals of Fe does not predict the correct ground-
spin state of the complex 3.2. Chowdhury et al. noticed that the spin state of the
complex is sensitive to the axial Fe-P bond and suggested to include the pz-orbitals of
axial P ligands in the active space.161 Hence, the expanded active space i.e. CAS (9,7)
which includes the four pz-electrons of P-atom along with the five d-electrons of Fe in
two pz-orbitals of P and five d-orbitals of Fe is used for all the calculations. The active
orbitals are shown in Figure 3.2a.

The effect of inclusion of nroots of excited state and their contribution to magnetic
anisotropy is important and is well explained by Llanos et al.178 The choice of nroots of
particular multiplicity is important for reducing the computational cost and to include
only those low-lying excited states (roots), which actively participate in the mixing of
states. Also, including states lying higher in energy affects the description of opti-
mized orbitals of lower lying states which are important.176,179 The selection of nroots
is system specific and for the complexes under study, the procedure followed for the
inclusion of appropriate nroots of particular multiplicity is thoroughly explained. It is
observed that by the inclusion of all the roots of respective multiplicities, the calcu-
lated D value is -18.25 cm−1(Table A.1) from SA-CASSCF calculations which is very
small in comparison to -50 cm−1 reported experimentally160 and we are not able to
perform the NEVPT2 calculations on all the roots due to huge computational resource
requirement of the calculation. It marks the significance of inclusion of only low lying
excited roots of different multiplicities. The selection of nroots is based on the energy
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Figure 3.2: (a.) Active orbitals generated after SA-CASSCF calculations with active
space CAS (9, 7). (b.) Energy spectra of nroots of multiplets obtained from converged
SA-CASSCF(9,7) calculation with 21 roots of sextet, 224 roots of quartet and 490 roots
of doublet. Only a few roots are shown in the diagram to highlight the energy difference
between the chosen nroots and the one higher in energy. Here, the relative energies of
all the roots with respect to the lowest root of the respective multiplicities are plotted.

spectra of nroots of multiplets of complex 3.2 which is obtained from the converged SA-
CASSCF(9,7) calculation with 21 roots of sextet, 224 roots of quartet and 490 roots of
doublet (Figure 3.2b). It can be observed from the energy spectra that 10 roots of sextet,
4 roots of quartet and 16 roots of doublet are low-lying and closer in energies and lies
within the range of ∼2 eV. Further, for sextet state, the energy gap between 10th and 11th

number of root is quite large. Therefore, only 10 roots of sextet out of total 21 roots
are considered for further calculations. For quartet state, although the 5th root is close
to 2 eV, but due to large energy gap between 4th and 5th root, only 4 low-lying roots
are considered. On a similar basis, 16 roots of the doublet are taken into consideration.
Hence, 10 roots of sextet, 4 roots of quartet, and 16 roots of doublet out of total 21,
224, and 490 roots of respective multiplicities are considered. All the states of a given
multiplicity are equally weighed.
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3.3 Results and Discussion

A detailed investigation of the electronic structure and magnetic properties of all the
complexes is done. In the following subsections, firstly the discussion of ground-spin
state of all the complexes is presented. Followed by a comprehensive discussion, the
spin-state energetics and the observation of spin-crossover in some complexes is dis-
cussed. The origin of large zero field splitting is addressed in the subsequent subsection.

3.3.1 Ground-Spin State

The complex 3.2 is optimized in the three possible spin states, i.e. HS (S=5/2), IS
(S=3/2) and LS (S=1/2) state. The geometry optimizations and the corresponding en-
ergy minima at the high-, low- and intermediate-spin states are confirmed by the ab-
sence of any imaginary vibrational frequencies. From the DFT optimized geometries,
the IS quartet state is found to be the ground-spin state with the adiabatic energy dif-
ference of 20.40 kJ/mol with respect to HS sextet state and 70.97 kJ/mol compared
to LS doublet state. The IS ground state for the complex is also observed by Feng
et al.160 from DC susceptibility measurements data and Chowdhury et al.161 from ab

initio calculations respectively. All the other modelled complexes are optimized em-
ploying the same B3LYP-D3/def2-TZVPP method. The DFT optimized energies of
all the complexes (3.1-3.15) in all spin states (HS, IS and LS) are tabulated in Table
A.2 and the optimized structural parameters are given in Table A.3 and A.4. From the
comparison of energies of complexes in HS, IS and LS state, it is observed that for all
the complexes, the LS state is always higher in energy. The IS state is found to be the
ground-spin state for complexes 3.2, 3.3, 3.4, 3.11, 3.12, 3.13 and 3.14. Further, the
prediction of ground-spin state for these complexes from DFT is also validated with
SA-CASSCF/NEVPT2 calculations. All the multireference calculations are performed
using the CAS(9,7) active space. The vertical excitation energies are calculated at the
ground-spin state geometry of the respective complexes obtained from DFT. In agree-
ment with DFT calculations for complex 3.2, 3.3, 3.4, 3.11, 3.12, 3.13 and 3.14, IS
state is stabilized as ground state. Along with these, complex 3.10 and 3.15, are also
observed to be in IS ground state for which the HS state is predicted to be the ground
state from DFT. To understand the dissimilarity for these two complexes, the energy
difference between the HS and IS state is investigated and is tabulated in Table 3.1.

From the energy difference data, it is realized that the adiabatic energy difference
between the HS and IS state from DFT is very small for complex 3.10 and 3.15. A small
energy gap is also observed for complex 3.13. It has already been reported that hybrid
functionals tend to stabilize the HS state as the ground state when the energy difference
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Table 3.1: Adiabatic energy difference (∆Eadia.
HS−IS ) (kJ/mol) between the HS and the

IS state from DFT obtained at B3LYP-D3/def2-TZVPP level and the vertical excita-
tion energies (∆Evert.

HS−IS ) (kJ/mol) between the ground quartet and excited sextet states
from SA-CASSCF (9,7)/NEVPT2. The vertical excitation energies are calculated at
the ground-spin state geometry of the respective complexes obtained from DFT. Energy
difference is positive when the complex is stabilized in IS state and negative for HS
stabilized complex.

Complex Acronym ∆Eadia.
HS−IS ∆Evert.

HS−IS
DFT SA-CASSCF SA-NEVPT2

3.1 3.1HS -PF -37.3 -132.4 -135.5
3.2 3.2IS -PCl 20.4 53.9 12.9
3.3 3.3IS -PBr 27.1 66.6 25.9
3.4 3.4IS -PI 33.2 132.2 85.1
3.5 3.5HS -NF -64.3 -203.1 -156.9
3.6 3.6HS -NCl -56.2 -69.6 -139.1
3.7 3.7HS -NBr -58.4 -103.3 -127.2
3.8 3.8HS -NI -62.9 -24.1 -106.2
3.9 3.9HS -AsF -54.2 -66.4 -183.2

3.10a 3.10IS -AsCl -0.6 (9.1) 53.6 04.1
3.11 3.11IS -AsBr 12.2 66.2 22.3
3.12 3.12IS -AsI 21.8 77.6 40.1
3.13a 3.13IS -NPBr 0.6 (13.4) 66.4 14.9
3.14 3.14IS -AsPBr 20.1 65.3 23.1
3.15b 3.15IS -NAsBr -4.8 (8.7) 70.7 19.5

a The values in bracket are calculated with reparametrized B3LYP with 15% HF
exchange. b For this complex, 10% HF exchange is considered.
These values are chosen to match the DFT ground-spin state that is consistent with
SA-NEVPT2.

between the two states is not too large. Therefore, for complexes with small energy
difference i.e. 3.10, 3.13 and 3.15, we performed calculations with different hybrid and
gradient corrected functionals like OPBE, PBE0, PBE, and BLYP with the same basis
set. To this end, the hybrid functionals i.e. OPBE and PBE0 are found to be biased to-
wards the HS state whereas the gradient corrected functional i.e. PBE predicted the IS
spin state as ground state. From BLYP functional, IS is observed to be ground state for
complex 3.10 whereas HS for complex 3.13 and 3.15 (Table A.5). It has been proposed
that the reparametrization of hybrid functionals by balanced admixture of exact and lo-
cal exchange is necessary to produce the correct spin-state energetics.180,181 Therefore,
we also reparametrized the hybrid B3LYP functional by varying the percentage of ex-
act exchange admixture from 0 to 25% (originally it is 20% for B3LYP) for complexes
3.10, 3.13 and 3.15. It has been found that decreasing the percentage of exact exchange
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leads to a correct ground-spin state as predicted by multireference calculations. A lin-
ear relationship is observed in ∆Eadia.

HS−IS and percentage of exact exchange admixture
(Figure 3.3) as found by Reiher et al.180–182

Figure 3.3: Variation of ∆Eadia.
HS−IS with the % of exact exchange admixture in the hybrid

functional B3LYP for complex 3.10, 3.13 and 3.15. Originally there is 20% exact ex-
change admixture in the B3LYP functional.

For the rest of the complexes, good correspondence is noticed in adiabatic energy
difference from DFT and the vertical excitation energies from multireference methods.
For complexes 3.1, 3.5, 3.6, 3.7, 3.8 and 3.9, HS state is stabilized as the ground state
with both DFT and multireference calculations.

3.3.2 Spin-Crossover

The spin-crossover (SCO) appears in systems with small energy difference in the spin-
states with IS state being more stable than the HS state. SCO in molecules is driven by
the increase in entropy (∆S) due to an increase in the metal-ligand (M-L) bond lengths
accompanying the transition from IS to HS state. In the complexes under study, the
major structural changes associated with the change in spin state are the M-L bond
lengths along the symmetry axis i.e. Fe-P for experimentally synthesized complex 3.2.
The elongation of Fe-P bond lengths from 2.33 to 2.55 Å i.e. a change of 0.22 Å is
obtained while switching from IS to HS state. The increase of M-Laxial bond lengths
in HS state is due to population of electrons in the antibonding d2

z orbital of central
metal which is directed towards the axial metal-ligand bonds. Therefore, the ligands
pointing towards this direction experience more coulomb repulsion in HS state. In all
the complexes, the change in M-Laxial bond length is observed in the range of 0.20 - 0.30
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Å. However, a minor decrease of 0.01 Å is observed for the M-Lequatorial bond lengths for
complex 3.2. For all the complexes, the change in equatorial bond lengths is not much
pronounced (Table A.3). The entropy is observed to increase for all the complexes while
switching from IS to HS state due to increase in M-L bond lengths along axial direction.
The different contributions to ∆S are ∆Sel, ∆Svib, ∆Srot and ∆Strans. The last two, i.e.
∆Srot and ∆Strans corresponding to the entropy variation due to rotation and translation
respectively do not vary much. However, in a crossover from IS to HS state, the entropy
change is dominated by the variation in the first two terms i.e. ∆Sel and ∆Svib. The first
term i.e. ∆Sel is the electronic entropy variation which is due to difference in degeneracy
of HS and IS electronic states and hence, is same for all the complexes. Therefore, the
major variation in ∆S is due to ∆Svib (Table A.6). It suggests that SCO phenomenon is
dominated by M-L bond lengths in axial direction only.

Table 3.2: Adiabatic energy difference (∆Eadia.
HS−IS ), free energy change (∆Gadia.

HS−IS ), en-
thalpy change (∆Hadia.

HS−IS ) and entropy change (T∆Sadia.
HS−IS ) in kJ/mol for all the com-

plexes obtained at B3LYP-D3/def2-TZVPP level. ∆Gadia.
HS−IS , ∆Hadia.

HS−IS and T∆Sadia.
HS−IS

are calculated at 300K.

Complex Acronym ∆Eadia.
HS−IS ∆Gadia.

HS−IS ∆Hadia.
HS−IS T∆Sadia.

HS−IS
3.1 3.1HS -PF -37.3 -43.1 -38.3 4.7
3.2 3.2IS -PCl 20.4 11.9 18.9 7.1
3.3 3.3IS -PBr 27.1 20.8 25.5 4.9
3.4 3.4IS -PI 33.2 24.6 34.1 9.1
3.5 3.5HS -NF -64.3 -72.1 -66.2 5.5
3.6 3.6HS -NCl -56.2 -64.5 -58.6 6.1
3.7 3.7HS -NBr -58.4 -66.1 -60.6 5.2
3.8 3.8HS -NI -62.9 -70.4 -65.4 4.9
3.9 3.9HS -AsF -54.2 -58.6 -57.2 1.3

3.10a 3.10IS -AsCl 9.1 0.5 7.5 7.0
3.11 3.11IS -AsBr 12.3 4.6 10.7 5.7
3.12 3.12IS -AsI 21.9 14.7 19.7 4.9
3.13a 3.13IS -NPBr 8.4 1.4 6.3 4.9
3.14 3.14IS -AsPBr 20.1 10.8 21.1 10.2
3.15b 3.15IS -NAsBr 8.7 0.7 6.3 5.8

a The values are calculated with reparametrized B3LYP with 15% HF exchange.
b For this complex, 10% HF exchange is considered.

Adiabatic energy difference from DFT provides an indication of SCO phenomenon.
For the observation of spin-crossover, the energy gap between the two spin-states (i.e.
∆Eadia.

HS−IS ) was suggested to be 0 to 25 kJ/mol by Neese et al.183 However, the more
rational approach is to compare the Gibbs free energy difference i.e. ∆Gadia.

HS−IS , which
takes into account thermic and entropic corrections as well. The small value of Gibbs
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free energy difference between the spin-state for some complexes indicates the possi-
bility for the observation of spin-crossover between them (Table 3.2). From the table,
it is observed that ∆Gadia.

HS−IS is small ( < ∼10 kJ/mol) for complexes 3.10, 3.11, 3.13,
3.14 and 3.15, indicating switching between the bi-stable spin-states and hence these
will behave as the superior spin-crossover materials. It is also observed that by varying
the ligands at axial positions, with increasing softness of ligands, i.e. from N to As,
∆Gadia.

HS−IS decreases. However, by varying the ligands at equatorial positon i.e. from F
to I, ∆Gadia.

HS−IS increases.

3.3.3 Zero Field Splitting

For the emergence of magnetic anisotropy in a molecule, both the sign and the magni-
tude of zero field splitting (ZFS) parameters are important. The large uniaxial anisotropy
is signified by the negative sign of D and its large magnitude together with small E,
which influences the possibility of observing slow magnetic relaxation.

For complex 3.2, ZFS parameter, D, calculated by SA-CASSCF (9,7) calculation
for intermediate ground-spin state geometry is -37.27 cm−1 (Table A.1) which further
improves to -44.78 cm−1 (Table 3.3) upon inclusion of dynamical correlations using
NEVPT2 calculation. The value is in nice agreement with the experimentally reported
value of -50 cm−1. From these NEVPT2 results, it is manifested that dynamical cor-
relations play an important role in the calculation of ZFS value. Therefore, for all the
modelled systems, D value is reported by the inclusion of dynamical correlations. The
D values obtained from SA-CASSCF are provided in the Table A.7. The reason for the
observed high value of D for complex 3.2 is the presence of axial symmetry which leads
to quenching of Jahn-Teller distortion.161 This is also reflected in very small degeneracy
breaking of lowest lying dxz and dyz orbitals (Figure 3.4). With such a small splitting of
d-orbitals in systems with close to ideal axial symmetry, ground and first excited states
lie very close to each other in quasi-degenerate manner and lead to effective mixing and
high first order spin-orbit coupling. This is reflected in the ZFS value contribution of
first excited state which accounts for the major part of total ZFS.

Following the results for complex 3.2, the zero-field splitting is calculated from
NEVPT2 calculations on the wavefunction generated by SA-CASSCF for all the com-
plexes in HS as well as IS state on their corresponding geometries. For complexes
3.2, 3.3, 3.4, 3.10, 3.11, 3.12, 3.13, 3.14 and 3.15, the large negative ZFS in the range of
-40 to -60 cm−1 is calculated in the IS state on the respective optimized geometry. The
value reduces to a relatively smaller magnitude, < -3 cm−1 for the HS state on the ge-
ometry optimized in the HS state. An exception is observed for complex 3.4 and 3.12
where a notable spin-orbit coupling is coming from a heavy iodide ligand.184 The large
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Figure 3.4: The 3d-orbital energy levels obtained from the SA-CASSCF(9,7) calcula-
tions for all the 9 predicted SMMs. The ground state 3d-orbitals occupations for these
complexes are d2

yzd
1
xzd

1
xyd

1
x2−y2d0

z2 . The inset plot is the zoomed view of the energy differ-
ence between dyz and dxz orbitals.

SOC in these complexes lowers the energy of the quartet excited state and brings it
closer to the sextet ground state and provides a D value of -9.78 and -18.02 cm−1 re-
spectively. However, for other complexes which are stabilized in the HS state, a very
small amount of zero-field splitting, < -4 cm−1, is observed in both the spin-states on
their respective geometries. The reason for the lower value of ZFS in the case of the
HS state is the quenching of orbital angular momentum in Fe(III) ion with d5 electronic
configuration with the five singly occupied d-orbitals in the HS state. In the case of
an isotropic electronic distribution as in Fe(III) HS state, the D value should ideally
be zero.185 This is due to the fact that the first-order spin-orbit coupling term goes to
zero as total orbital angular momentum becomes zero (L=0). The only contribution to
ZFS comes from second-order spin-orbit coupling which arises due to the mixing of the
ground HS state with the excited IS state. Hence, the complexes with large ZFS in the
IS state are studied in more detail and are discussed in the following discussion.

The ZFS can be correlated with the energy difference between the quartet ground
and excited spin-free states. It has been well recognized that the excitation of elec-
tron between the same |ml| states in spin-conserved case leads to negative contribution
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Table 3.3: D value (cm−1) of all complexes from SA-NEVPT2 calculations on top of
CASSCF (9,7) in HS and IS state on their respective geometries.

Complex Acronym D value (cm−1)
HS IS

3.1 3.1HS -PF -01.29 -03.66
3.2 3.2IS -PCl -01.56 -44.78
3.3 3.3IS -PBr -02.43 -58.09
3.4 3.4IS -PI -09.78 -42.06
3.5 3.5HS -NF -01.82 -02.94
3.6 3.6HS -NCl -00.84 -02.21
3.7 3.7HS -NBr -01.45 -02.13
3.8 3.8HS -NI -00.45 -02.29
3.9 3.9HS -AsF -00.31 -01.72

3.10 3.10IS -AsCl -01.30 -51.66
3.11 3.11IS -AsBr -01.80 -54.89
3.12 3.12IS -AsI -18.02 -54.94
3.13 3.13IS -NPBr -02.06 -57.42
3.14 3.14IS -AsPBr -02.10 -54.86
3.15 3.15IS -NAsBr -01.67 -51.87

to D whereas between the different |ml| states in spin-conserved case leads to positive
contribution to the overall value of zero field splitting.186,187 In CASSCF converged CI
ground state wavefunction, major contribution comes from d2

yzd
1
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1
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1
x2−y2d0

z2 configu-
ration and that of first excited state from d1

yzd
2
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z2 configuration following the
excitation of electron from dyz to dxz. For second and third excited state, it comes from
d1

yzd
1
xzd

2
xyd

1
x2−y2d0

z2 and d1
yzd

1
xzd

1
xyd

2
x2−y2d0

z2 configuration respectively. Since the excitation
from dyz to dxz takes place between the same |ml| states, it will give negative contribution
to D whereas the excitation between dyz and dxy or dx2−y2 leads to positive contribution
due to transition between different |ml| state within the spin-conserved environment (Ta-
ble 3.4). Further, the magnitude of negative or positive contribution to D depends on
the energy difference between the ground and excited sub-levels. Since, there is a slight
energy difference between the ground and first excited sub-levels in these complexes,
therefore, the energy required for electronic transition from ground state to first excited
state is quite low, leading to enhancement of spin-orbit coupling between the ground
and the first excited state. It leads to large negative contribution to D from the first
excited state. However, due to larger energy gap between the ground state and second
and third excited state, the magnitude of positive contribution is small compared to the
larger negative contribution from first excited state, resulting in overall negative D value
for the complexes (Table 3.4).

In modeled complex 3.3, with bromide at equatorial position replacing chloride in
complex 3.2, an increase in D value is observed. It can be seen from Table 3.4 that the
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Table 3.4: Lowest spin-free energy levels (cm−1) of the complexes for quartet excited
states along with their individual contribution to D and E (cm−1) computed using SA-
CASSCF/NEVPT2 method with (9,7) active space. Here, the wavefunction of the ex-
cited states 1, 2 and 3 presents the major contribution from d1

yzd
2
xzd

1
xyd

1
x2−y2d0

z2 [12110],
d1

yzd
1
xzd

2
xyd

1
x2−y2d0

z2 [11210] and d1
yzd

1
xzd

1
xyd

2
x2−y2d0

z2 [11120] configurations respectively.

Complex Excited states Spin-free states Contb. D Contb. E
1 (0.87) 389.8 -40.68 -0.465

3.2 2 (0.87) 6465.0 01.80 1.830
3 (0.87) 7568.4 01.20 -1.196
1 (0.84) 126.4 -60.95 -0.491

3.3 2 (0.64) 5603.8 01.72 1.497
3 (0.64) 5663.5 01.66 -1.396
1 (0.87) 215.0 -48.79 0.116

3.4 2 (0.87) 5903.2 01.78 -1.830
3 (0.87) 7711.7 01.12 1.108
1 (0.84) 424.7 -44.13 -1.474

3.10 2 (0.83) 6269.3 01.82 0.965
3 (0.83) 7460.3 01.30 -0.348
1 (0.81) 162.2 -57.38 -0.418

3.11 2 (0.83) 5473.0 01.79 1.535
3 (0.82) 5594.6 01.67 -1.380
1 (0.70) 123.7 -60.58 -0.310

3.12 2 (0.80) 4187.9 02.23 -2.210
3 (0.80) 4414.3 02.24 2.193
1 (0.52) 107.0 -57.53 -0.812

3.13 2 (0.77) 4697.2 01.25 -1.495
3 (0.77) 4802.4 01.82 1.643
1 (0.82) 164.9 -57.63 -0.437

3.14 2 (0.74) 5506.3 01.65 -1.508
3 (0.74) 5627.6 01.80 1.626
1 (0.70) 123.7 -53.13 0.224

3.15 2 (0.72) 4670.2 00.91 -1.098
3 (0.72) 4727.5 01.86 1.098

energy difference between the ground and first excited state decreases from complex
3.2 to 3.3, i.e. from 389.8 to 126.4 cm−1 respectively. Hence, the electronic transition
energy also decreases for complex 3.3, leading to a larger D value. From the calculated
d-orbital splitting diagram also, it can be seen that the energy difference between dyz and
dxz decreases from complex 3.2 to 3.3, indicating greater contribution to D for complex
3.3 (shown in inset of Figure 3.4). However, for complex 3.4, the energy difference is
larger than that for 3.3 leading to largest contribution to D from first excited state in
case of complex 3.3.

The overall D value for complexes 3.2, 3.3 and 3.4 is related to the covalent charac-
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Table 3.5: Average M-Lax. and M-Lequa. Mayer bond order and Hirshfeld atomic charges
obtained at B3LYP-D3/def2-TZVPP level in conjunction with def2/J auxiliary basis set.
Lax. and Lequa. are axial and equatorial ligands respectively.

Comp Acronym Mayer bond order Hirshfeld atomic charges
-lex M-Lax. M-Lequa. Fe P/N/As Cl/Br/I
3.2 3.2IS -PCl 0.57 0.80 0.11 0.25 -0.27
3.3 3.3IS -PBr 0.56 0.76 0.08 0.25 -0.25
3.4 3.4IS -PI 0.59 0.79 0.01 0.24 -0.20
3.10 3.10IS -AsCl 0.49 0.79 0.10 0.30 -0.28
3.11 3.11IS -AsBr 0.48 0.76 0.07 0.28 -0.28
3.12 3.12IS -AsI 0.51 0.79 0.07 0.28 -0.25
3.13 3.13IS -NPBr 0.30/0.63 0.83 0.13 -0.04/0.27 -0.24
3.14 3.14IS -AsPBr 0.64/0.44 0.83 0.07 0.28/0.25 -0.25
3.15 3.15IS -NAsBr 0.23/0.62 0.84 0.13 -0.04/0.31 -0.25

ter of the Fe-halide bonds. This is reflected in the Mayer’s bond order (Table 3.5) where
bond order of Fe-Br (0.76) is smaller and Fe-Cl (0.80) and Fe-I (0.79) have comparable
bond order leading to largest D value for complex 3.3 with Br as equatorial ligand and
similar D value for complex 3.2 and 3.4 with comparable bond order. The halogen lig-
ands are known for their π-donation ability, which increases from Cl to I in the group.
From the Hirshfeld charge analysis (Table 3.5), it is observed that the positive charge
on Fe and negative charge on halide decreases from Cl to I due to more charge transfer
from halogen to ligand as we progress down the group. Hence, the D value is expected
to increase with the increase in π-donation strength. The trend is followed from Cl to
Br where D value is observed to be increased. However, an unexpected decrease is
observed with I at equatorial position. This unexpected decrease is due to larger bond
order of Fe-I than the Fe-Br bond. The same trend is observed in Co(II) complexes by
Drahos et al. by varying the halide ligands at axial position which is a result of interplay
between ligand field splitting by the halide ligand and the M-X covalency.188

For complexes 3.10, 3.11 and 3.12, trimethylarsine are positioned at the axial posi-
tion. It is well known that softness of atom increases while progressing down the group.
It is expected that with heavier and softer ligand i.e. As in place of P, the value of D

should increase. Therefore, the D values for As containing ligands are larger than that
of P containing ligands. From the analysis of Mayer bond order (Table 3.5), it is ob-
served that the bond order of Fe-As (0.40-0.51) is smaller than Fe-P (0.51-0.59) bond
order, accounting for the reason of more D value for As containing ligands than the P
containing ligands. Also, with soft ligand i.e. As, there will be more charge transfer
from axial ligand to metal, which is observed from the Hirshfeld atomic charges where
positive charge on Fe decreases whereas on As, it increases as compared to that with P
ligand, indicating easy transfer of electrons from ligand to metal in case of As. Hence,
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increase in D value is observed with trimethylarsine ligands. The increase in D value
in complexes 3.10, 3.11 and 3.12 with the replacement of halide ligands can be eluci-
dated from the increased charge transfer while progressing from Cl to I at the equatorial
position. Less charge transfer from ligand to metal for complex 3.10 accounts for the
smaller D value. Complexes 3.11 and 3.12 have comparable charge transfer leading to
almost equal D values. Complexes 3.13, 3.14 and 3.15 with asymmetric ligands exhibit
zero field splitting in the range from -52 to -58 cm−1 in the IS ground state. The propor-
tional energy difference between the quartet ground and first excited sub-level for the
three complexes affirms the observed comparable D value.

Almost negligible rhombicity, |E/D| < 0.03 is calculated for these complexes which
point towards high axiality of the magnetic anisotropy and leads to a reduction in the
transition probability of relaxation through quantum tunneling (Table A.8).

From the above discussion, complexes 3.10, 3.11, 3.13, 3.14 and 3.15 possess Gibbs
free energy difference below 10 kJ/mol and in parallel, possess large zero-field splitting
in the IS state and reduce to small value in the HS state. Hence, these complexes emerge
to be possible candidates for both spin-crossover and molecular magnetic materials.

3.4 Conclusions

We have modelled fourteen Fe(III)-TBP based complexes, out of which nine are stabi-
lized in the IS ground state. They exhibit high magnetic anisotropy with D values in the
range -40 to -60 cm−1 due to quasi-degenerate ground and first excited states. The ZFS
is well correlated with the energy difference between the quartet ground and excited
sub-levels. The ZFS is increased by varying the ligands from N to As at axial position.
Among ligands at equatorial position, highest D value in the series is observed with the
bromide ligand followed by iodide and chloride. The complexes containing fluoride at
equatorial position possess HS ground state and hence, are not a good choice as ligands
for SMM materials. Parallel to this, complexes with N at axial position also possess HS
ground state. However, the complexes containing P or As in combination with N lig-
ands provide superior materials. These asymmetric ligands point towards a new avenue
in modelling of single ion magnets giving a way to design and synthesize SMMs based
on asymmetric ligand substitution. For the observation of spin-crossover phenomenon,
adiabatic energy difference between the two spin states and more relevant Gibbs free
energy difference is a decisive parameter. It is observed that ∆Gadia.

HS−IS decreases with
increasing softness of ligands at axial position i.e. from N to As whereas it increases
when the ligands are substituted from F to I at equatorial position. Complexes 3.10,
3.11, 3.13, 3.14 and 3.15 among all the designed complexes possess small |∆Gadia.

HS−IS |

(i.e. < ∼10.0 kJ/mol) indicating the spin-crossover behavior of these systems.
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C H A P T E R 4

Single-molecule magnetism in linear
Fe(I) complexes

4.1 Introduction

Transition metal (TM) complexes with low coordination numbers show signs of un-
quenched orbital angular momentum. To this end, linear or quasi-linear two-coordinate
complexes emerge as the choicest complexes for large anisotropic energy barriers.57–60,64

An ample number of two- and three-coordinate complexes featuring Fe(II) center are
already reported with intriguing magnetic properties.19,46,61–63 However, in Fe(II) based
complexes, the slow relaxation of magnetization is observed only in the presence of
d.c. field owing to Fe(II) being a non-Kramer ion. Therefore, taking advantage of
Kramer’s theorem and thus, attenuating quantum tunneling of magnetization (QTM)
within ground doublet, Zadrozny et al. reported the first prominent example of two co-
ordinate complexes of Fe(I) i.e. [Fe(C(SiMe3)3)2]−1 with an exceptionally high energy
barrier of 226 cm−1 under zero applied field with magnetic blocking upto 4.5 K.189,190

Later on, Werncke et al. reported another Fe(I) complex, [Fe(N(SiMe3)2)2]−, but with a
comparatively small energy barrier of 64 cm−1 which is attributed to the reduced sym-
metry of the complex.191 Further, two linear and one T-shaped Fe(I) complexes employ-
ing bulky NHC (N-heterocyclic carbene) ligands were synthesized by Ouyang et al.192

Later on, they carried the magnetic characterization of these complexes explaining mul-
tiple magnetic relaxation pathways existing in the three co-ordinate complexes.193

In recent years, although two-coordinate Fe(I) complexes with sterically bulky lig-
ands have been synthesized,192,194,195 but a thorough study to underpin the origin of
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4.1 4.2 4.3

4.4 4.5

Figure 4.1: Complexes under study. [Fe(C(SiMe3)3)2]−1 (4.1); [Fe(cyIDep)2]+1 (4.2);
[Fe(sIDep)2]+1] (4.3); [(η6-C6H6)FeAr*-3,5-Pri

2] (4.4); [(CAAC)2Fe]+1 (4.5). SiMe3

= trimethylsilyl; cyIDep = 1,3-bis(2′,6′-diethylphenyl)-4,5-(CH2)4-imidazol-2-ylidene;
sIDep = 1,3-bis(2′,6′-diethylphenyl)-imidazolin-2-ylidene; Ar*-3,5-Pri

2 = C6H-2,6-
(C6H2-2,4,6-Pri

3)2-3,5-Pri
2 ; CAAC = cyclic (alkyl)(amino)carbene. Colour code: Pink

for Fe, Blue for N, Green for Si, Gray for C. Hydrogens are omitted for clarity.

magnetic anisotropy in these complexes has not been done yet. The present work aims
to gain an in-depth understanding of magnetic anisotropy in a series of linear two-
coordinate Fe(I) complexes, employing ab initio calculations. To this end, we have cho-
sen five experimentally reported Fe(I) complexes, namely, [Fe(C(SiMe3)3)2]−1 (4.1),190

[Fe(cyIDep)2]+1 (4.2), [Fe(sIDep)2]+1] (4.3),192 [(η6-C6H6)FeAr*-3,5-Pri
2] (4.4)194 and

[(CAAC)2Fe]+1 (4.5)195 as shown in Figure 4.1. Since complex 4.1 is experimen-
tally characterized with high spin-reversal barrier, it is plumped for benchmarking the
methodology. Complexes 4.2 and 4.3 are experimentally synthesized and are reported
to possess large axial zero field splitting parameter with opposite signs (-62.4 cm−1 for
4.2 and +34.0 cm−1 for 4.3) from ab initio DDCI3 calculations. Despite the large val-
ues reported for the complexes, both are experimentally reported with absence of SIM
behavior under any applied fields. We have explicitly studied the electronic structure
of these complexes to have a fundamental understanding of this peculiar behavior. We
strive to accomplish this by probing their magnetic relaxation pathways. Complexes
4.4 and 4.5 are also experimentally synthesized by Ni et al.194 and Ung et al.195 re-
spectively. However, to the best of our knowledge, there is no report on the study of
magnetic anisotropy of the complexes. Possessing underlying requisites for superior
SIMs i.e., linear structure and Fe(I) metal center and hence, unquenched orbital angular
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momentum, we speculate if the later complexes could manifest themselves as potential
contenders for SIMs. Consequently, we have scrutinized the two complexes to investi-
gate their magnetic anisotropy and hence, their potential to act as SIMs.

4.2 Computational Methods

All the ground and excited state energies and wave function calculations are performed
on the experimentally reported X-ray crystal structures’ geometries. The molecular
coordinate system is chosen in such a way that Fe(I) is the origin of the coordinate
system and the z-axis points approximately towards the donor atoms of the ligands. In
complex 4.4, the z-axis is oriented towards the centroid of the benzene ring bonded in
the η6 fashion. The correlated calculations are done using Complete Active Space Self
Consisent Field (CASSCF)196 together with N-Electron Valence Perturbation Theory
(NEVPT2).197 The Fe(I) possess d7 electronic configuration giving rise to 10 quartets
(S=3/2) and 40 doublets (S=1/2) states. To benchmark the methodology, we performed
the calculation for complex 4.1 considering all the roots of quartet and doublet and an-
other calculation with all roots of quartet only. However, the doublet states do not show
any significant contribution to the D values, therefore, the calculations are performed
accounting for only 10 quartet states (Table B.1). The CASSCF energy levels are ob-
tained by state-averaging these states in the active space consisting of 7 electrons dis-
tributed in 5 3d orbitals i.e., CAS (7,5). The effect of dynamical correlations is included
by performing NEVPT2 calculations on top of CASSCF converged wavefunction.

Scalar relativistic effects are taken into account by employing second-order Douglas-
Kroll-Hess triple-DKH-def2-TZVP basis set198 (DKH2/CASSCF/NEVPT2/SOC/DKH-
def2-TZVP) and auxiliary basis set is generated automatically using AUTOAUX key-
word.199 Tight self-consistent field (SCF) convergence criteria (10−10 au) is used in all
the calculations. The spin-orbit interactions along with the Zeeman interactions are in-
corporated by the quasi-degenerate perturbation theory (QDPT) approach.200,201 Mag-
netic parameters (D, |E/D| and g-tensors) have been computed using effective Hamil-
tonian theory as implemented in the ORCA (4.0.1.2) program package.137,202 Ab ini-
tio ligand field theory (AILFT) analysis based on wavefunction obtained from SA-
CASSCF/NEVPT2 has been employed to obtain precise d-orbital splitting pattern of
the studied complexes.203 Ab initio blocking barriers for relaxation mechanisms have
been computed from SINGLE ANISO module204,205 as implemented in Orca v5.0.1.138

The spin-phonon coupling coefficient, Ck, in all the three directions i.e., x, y and z, is
calculated using Eq. 4.1 as the second derivative of the g component in x, y or z direc-
tion with respect to the distortion in the structure, Qk corresponding to the vibrational

47



Single-molecule magnetism in linear Fe(I) complexes

mode k as206

Ck =
ℏ

4π

(
δ2g
δQ2

k

)
1

mkνk
(4.1)

where mk and νk are the reduced mass and the frequency of the kth vibrational mode.
To include the effect of the thermal population of the vibrational mode, Bk is calculated
using Bose-Einstein statistics as

Bk =
Ck

eνk/kBT − 1
(4.2)

A detailed procedure to calculate the Ck is provided in Appendix, Sec. B.6. The ab initio

CASSCF and CASPT2 calculations are also performed in OpenMolcas (19.11).207,208

For CASSCF calculations in OpenMolcas, the relativistic contracted atomic natural or-
bital type basis sets i.e., [ANO-RCC...5s4p2d] for Fe, [ANO-RCC...4s3p] for Si, [ANO-
RCC...3s2p] for N and C and [ANO-RCC...2s] for H are employed.209 To account for
spin-orbit effects, AMFI spin-orbit operator is used and DKH Hamiltonian is consid-
ered for scalar relativistic effect. The resolution-of-identity approximation is employed
to accelerate the calculation.210

4.3 Results and Discussion

4.3.1 ZFS parameters and g tensors

For complex 4.1, the alternating current magnetic susceptibility measurements yield
high value of spin reversal barrier i.e., Ue f f = 226 cm−1.189 The large Ue f f value is
the result of unquenched orbital angular momentum, thereby, maximizing the mag-
netic moment. The computed D value from SA-CASSCF calculations is -102.16 cm−1

which further enhances to -109.13 cm−1 when dynamical correlations are taken into
account employing NEVPT2. Since for non-integral spin complexes, Ue f f corre-
sponds to |D|(S2-1/4), the D value of -109.13 cm−1 leads to Ue f f of 218.26 cm−1. The
value is in nice agreement with the experimentally observed value of 226 cm−1. More-
over, the D value of -108.55 cm−1 is obtained from MS-CASPT2 calculations, in nice
agreement with that obtained from NEVPT2. For all the studied complexes, the SA-
CASSCF/NEVPT2 and MS-CASPT2 computed D values are collected in Table 4.1. For
complexes 4.2, 4.4 and 4.5, negative D value is obtained from NEVPT2 with moderate
magnitude in the range -33 to -80 cm−1. However, a positive D value of 40.30 cm−1

is observed for complex 4.3. CASPT2 also results in negative D values for complexes
4.2, 4.4 and 4.5 with comparable magnitude as obtained from NEVPT2 calculations.
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However, a discrepancy is observed between the computed D value for complex 4.3 for
which NEVPT2 yields +40.30 cm−1 in contrast to the CASPT2 value of -25.84 cm−1,
although +34 cm−1 is reported by DDCI3 calculations by Meng et al.193 This discrep-
ancy is considered as a calculation artifact in case of complexes with triaxial aniostropy
(gz > gy > gx)(explained in detail in following paragraphs) i.e., when the ratio of |E/D|
approaches 1/3. In that case, the sign of D is ill-defined.211 Owing to the large D value,
complex 4.4 proffers itself as the second Fe(I) centered complex with large ZFS among
other linear Fe(I) complexes reported so far with a relatively low spin-reversal barrier.

Table 4.1: SA-CASSCF/NEVPT2 and MS-CASPT2 computed D values for all the stud-
ied Fe(I) complexes.

Comp- SA-CASSCFa SA-NEVPT2a SA-CASSCFb MS-CASPT2b

lexes D |E/D| D |E/D| D |E/D| D |E/D|
4.1c -102.16 0.0004 -109.13 0.0004 -106.08 0.0003 -108.55 0.0002
4.2d -68.89 0.1745 -33.32 0.0475 -78.85 0.1223 -28.32 0.0824
4.3d 42.38 0.0918 40.30 0.2475 45.34 0.1244 -25.84e 0.3219
4.4 -90.23 0.0038 -79.06 0.0046 -90.29 0.0049 -67.97 0.0067
4.5 -24.77 0.2837 -65.10 0.0467 -27.24 0.2071 -21.96 0.2282

aThe calculations are performed with DKH-def2-TZVP basis set in Orca.
bThe calculations are performed with ANO-RCC-VDZ basis set in OpenMolcas.
cThe Ue f f value of 226 cm−1 is reported experimentally instead of D value.190

dThe D values of -62.4 and 34.0 cm−1 are reported for complex 4.2 and 4.3
respectively from DDCI3 method by Meng et al.193

eThe sign of D is ill-defined for complexes with |E/D| values approaching to 1/3.

For complexes with negative value of D, the Kramers doublet with the maximum
spin projection is the ground-state while reverse is true with positive D value.212 The
negative value of D for all complexes except 4.3 implies that the Kramers doublets
(KDs), with the projection of total angular momentum mJ = ±7/2 is the ground state
for these complexes. However, for complex 4.3 with positive D value, the ground state
KDs has mJ = ±1/2 as the projection of total angular momentum.

For a molecule to possess uniaxial anisotropy with slow relaxation of magnetization
under no applied field, apart from negative axial ZFS (D), the negligibly small rhombic-
ity i.e., |E/D| ratio is required.213 The non-zero value of E allows mixing of ±Ms levels,
leading to spin relaxation through quantum tunneling.214 The SA-CASSCF/NEVPT2
computed |E/D| ratio of all the complexes are collected in Table 4.1. Complexes 4.1
and 4.4 exhibit negligibly small rhombicity i.e., |E/D| <0.005 (Table 4.1) indicating
infinitesimal transition probability of relaxation through quantum tunneling of mag-
netization (QTM) within the ground-state Kramers doublet. Complexes 4.2 and 4.5
possess small |E/D| ∼0.04, implying partial relaxation through quantum tunneling of
magnetization within the ground-state Kramers doublet. However, for complex 4.3,
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large |E/D| is observed indicating relaxation of magnetization through the ground-state
Kramers doublet. Besides ZFS parameters, the g tensor corresponding to a pair of KDs,
which imparts the preferential direction of magnetization in a particular spin-orbit state,
is an important parameter for governing the efficiency of SIMs.215

Table 4.2: Computed g tensors for the lowest four Kramers doublets for all the com-
plexes.

Complexes KD gx gy gz gz-angle
(cm−1) (deg)

4.1

0 0.002 0.002 9.970 0
218.27 0.985 0.986 5.876 0.05
460.56 0.964 1.007 1.874 0.41
710.06 0.011 0.015 2.036 0.02

4.2

0 0.388 0.412 10.25 0
66.88 2.760 3.650 7.328 67.51

124.74 0.371 0.884 7.941 89.14
328.16 0.277 0.642 9.101 83.49

4.3

0 1.634 3.205 7.522 0
87.70 1.887 1.967 5.522 89.98

754.08 0.703 1.905 8.647 89.88
940.57 2.350 3.343 3.479 4.07

4.4

0 0.029 0.029 9.516 0
158.13 3.404 3.412 4.246 0.0
523.70 0.208 3.243 3.572 89.99
701.54 0.114 0.132 2.643 0.0

4.5

0 0.310 0.361 9.720 0
130.64 0.403 0.904 5.727 6.17
293.58 1.841 3.027 4.301 89.27
584.26 1.564 1.885 3.659 89.71

Complexes with gz > gy ≈ gx are characterized with easy axis anisotropy with gz

as the favorable direction of magnetization. In contrast, gx ≈ gy > gz signifies easy
plane anisotropy and gz > gy > gx represents the case of triaxial anisotropy.211 The g

tensors for the ground-state and the lowest three excited states of all the complexes are
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shown in Table 4.2. For complexes 4.1 and 4.4, the computed g tensors in the ground-
state KDs are observed to show gz >> gy ≈ gx, indicating gz as the favorable direction of
magnetization with strong Ising type nature. This uniaxial magnetic anisotropy signifies
negligible relaxation of magnetization from the ground state Kramers pair. However, for
the first and higher excited states, the extent of uniaxiality is reduced. Moreover, along
with the changes in g, the direction of magnetization of the excited state from the ground
state (measured as gz angle in Table 4.2) also deviates. These decreased uniaxiality and
non-coincidence of the anisotropy axis of excited state with respect to the ground-state
leads to faster relaxation of magnetization from the corresponding state.215

For complexes 4.2 and 4.5, although the g-tensor show axiality with gz >> gy ≈

gx, but lacks pure Ising nature. This suggests partial tunneling within the ground state
KDs along with faster tunneling through the excited state with reduced uniaxiality and
deviation of anisotropy axis from the ground state. Complex 4.3 is a peculiar case
possessing triaxial anisotropy with gz > gy > gx. This triaxial anisotropy has been
observed earlier also for Co(II) compounds by Møller et al.211 and Korchagin et al.216

4.3.2 Orbital interpretation of magnetic anisotropy

To gain a better understanding of the observed magnitude as well as the sign of D

values for the studied complexes, we have analyzed the pattern of molecular d-orbitals
splitting of these complexes obtained from AILFT analysis as shown in the top panel of
Figure 4.2. For 4.1, the d-orbital splitting is observed where the dz2 is lowest in energy
followed by closely degenerate pairs of dx2−y2 and dxy and then by dxz and dyz. The
stabilization of dz2 is a result of strong 3dz2-4s mixing as reported by Zadrozny et al.189

Visual inspection of the shape of dz2 orbital (bottom of Figure 4.2) reveals an appreciable
overlap where the donut-like ring in the xy plane of dz2 orbital mixes with the 4s orbital.
This 3dz2-4s mixing is observed for all the complexes. Moreover, this 3dz2-4s is also
evident from the analysis of Löwdin orbital composition of the 3d-orbitals (Table B.2).
The dz2 orbital is observed to have a composition of ∼80% with appreciable s-orbital
character (∼10%), however, the other d-orbitals are pure with ∼95% composition. This
pattern of d-orbital ordering of complex 4.1 results into the ground state with dominant
electronic contribution from d2

z2d2
x2−y2d1

xyd
1
xzd

1
yz and the first excited state has the major

electronic contribution from d2
z2d1

x2−y2d2
xyd

1
xzd

1
yz. Since the energy gap between the ground

and first excited state is very small i.e., 56.0 cm−1 (Table 4.3) and the excitation of an
electron from ground to first excited state takes place between the same |ml| states,
thus, the spin-conserved transition from dx2−y2 to dxy leads to large negative contribution
to the D value. The second excited state is composed of several determinants with
major contribution from d1

z2d2
x2−y2d2

xyd
1
xzd

1
yz. Here, the electron promotes to the states
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with different |ml| values and the energy difference between the ground and second
excited state is quite large (Table 4.3), hence, it gives a small positive contribution to
the D value. Since the first excited state lies close to the ground-state, it governs the
overall sign and magnitude of D leading to a high negative D value of -109.13 cm−1 for
complex 4.1.

For complex 4.2, dz2 orbital is again stabilized, however, in this complex, dxz and dyz

orbitals are more stabilized as compared to dxy and dx2−y2 orbitals which is in contrast
to the d-orbital splitting pattern observed for complex 4.1. The significant interactions
of the dxz and dyz orbitals of the Fe atom with the π-orbitals of the carbene ligand via
π back-bonding interactions lead to stabilization of dxz and dyz. A considerable overlap
between the carbene pπ type orbitals and metal dxz and dyz orbitals is visualized in Fig-
ure 4.2. Although the dxz and dyz are lower in energy, the complex possesses non-Aufbau

ground state with electronic configuration, d2
z2d1

xzd
1
yzd

2
xyd

1
x2−y2 . The non-Aufbau electronic

ground-state was also observed by Bunting et al. for Co(II) complex64 and Ruiz et al.
for ferrocenium complex.217 The viable reason for this anomalous configuration is the
small energy difference of dz2 with dxz and dyz i.e., 0.097 and 0.174 eV respectively
(Figure B.1). Since these d-orbitals are quasi-degenerate, therefore, in the non-Aufbau

configuration (d2
z2d1

xzd
1
yzd

2
xyd

1
x2−y2), the inter-electronic repulsion is minimized relative to

the Aufbau (d2
z2d2

xzd
1
yzd

1
xyd

1
x2−y2) configuration. Further, the first excited state will be at-

tained by promoting an electron from dxy to dx2−y2 with small energy difference (52.0
cm−1) and between same |ml| states leading to large negative contribution to the D value.
The second excited state has the major contribution from d2

z2d1
xzd

2
yzd

1
xyd

1
x2−y2 attained by

transfer of an electron from dxy to dyz with small energy difference (143.7 cm−1), leading
to significant positive contribution to the D value. Thus, although the overall D value is
negative but the magnitude is smaller due to large positive contribution from the second
excited state.

In complex 4.3, the imidazolin ylidine ring is substituted as ligand. It is known
to exhibit better π accepting ability than imidazol ylidine218 (in complex 4.2) render-
ing more pronounced dπ-pπ interactions and hence, stabilizes the dxz orbital com-
pared with the dz2 and dyz which are almost degenerate (Figure B.2). As a conse-
quence of this pattern of d-orbital splitting and the different interelectronic repulsion
between different d-orbitals, the ground state acquires non-Aufbau electronic configu-
ration, d2

xzd
1
z2d2

yzd
1
x2−y2d1

xy (similar to 4.2). Since, the first and second excited states are
achieved by promoting an electron from dyz to dx2−y2 and dxy respectively with differ-
ent |ml| states, both of them give a positive contribution to the D value. Hence, the
complex exhibits an overall positive D value. Thus, the different splitting pattern due
to better π-acceptor imidazoline ylidine than imidazol ylidine (in 4.2) results in oppo-
site signs of magnetic anisotropy for the two complexes. Another difference between
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dz2 dxy dxz

dz2 dxz

dyz

dyz dxy dx2-y2

dx2-y2dxy dz2 dyz dxz

       4.1
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4.4

dx2-y2

Figure 4.2: The qualitative representation of d-orbital splitting of all the complexes
and the molecular d-orbitals in the order of increasing energies obtained from AILFT
analysis of the SA-CASSCF/NEVPT2 calculations with active space of CAS(7,5) for
complexes 4.1, 4.3 and 4.4 at an isovalue of 0.02 a.u. The quantitative d-orbitals split-
ting is provided in the Fig. B.1.

the two molecules is the dihedral angle between the ligands attached to the complexes.
Complex 4.2 renders dihedral angle of 14◦ in contrast to the large dihedral angle of 70◦

exhibited by complex 4.3 (tabulated in Table B.4). The different dihedral angles can
also be the underlying rationale for the contrasting signs of magnetic anisotropy for the
complexes 4.2 and 4.3 as also observed in Co complexes by Meng et al.218

The complex 4.4 is a peculiar case where quasi-degenerate dxy and dx2−y2 are lower
in energy as compared to dz2 . The analysis of molecular orbitals as shown in Figure 4.2
reveals a substantial overlap between the dxy and dx2−y2 orbitals of Fe with the π-electron
cloud of the benzene ring which is binding to the Fe through η6 fashion making a half-
sandwich complex. The π-electron cloud of the benzene ring and the dxy and dx2−y2

orbitals of the Fe atom are lying perpendicular to the molecular axis. These orbitals can
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Table 4.3: Lowest spin-free energy levels of the complexes with their individual contri-
bution to D computed using SA-CASSCF/NEVPT2 with (7,5) active space.

Complex Excited states Spin-free states Contb. D
(cm−1) (cm−1)

4.1 1 56.0 -119.02
2 5380.2 02.94

4.2 1 52.0 -103.54
2 143.7 31.26

4.3 1 791.5 24.41
2 1459.3 09.85

4.4 1 298.3 -85.19
2 924.7 01.43

4.5 1 54.0 -112.24
2 774.0 22.23

be considered as a linear combination of pπ orbitals of the benzene ring and d-orbitals
(dxy and dx2−y2) of Fe atom indicating significant interactions and hence leading to sub-
stantial stabilization of these orbitals followed by dz2 and subsequently by a closely
degenerate pair of dxz and dyz orbitals. The outcome of this d-orbital ordering is the
ground-state with electronic configuration d2

xyd
1
x2−y2d2

z2d1
yzd

1
xz. The promotion of electron

from dxy to dx2−y2 i.e., between same |ml| states and with small energy difference (298.3
cm−1) leads to first excitation providing large negative contribution to D value. Further,
the second excited state is obtained by transfer of electron from dz2 to dx2−y2 causing
small positive contribution to the D value, with overall negative magnetic anisotropy
for the complex.

Complex 4.5, accomodating CAAC ligand, a good π-accepting ligand, possesses d-
orbital splitting pattern similar to that obtained for complex 4.3 with the only difference
showing interchange of dyz and dxz orbitals. However, unlike complex 4.3, the ground
state electronic configuration for this complex is different with dominant contribution
from d2

yzd
1
z2d1

xzd
2
x2−y2d1

xy and the first excited state is obtained by transfer of electron from
dx2−y2 to dxy with significant negative contribution to D value due to smaller energy
gap (54.0 cm−1). The second excited state is attained by electron transfer from dyz to
dz2 giving notable positive contribution to D value. And the complex exhibits overall
negative D value.

Thus, the different D values exhibited by these complexes are a result of distinct d-
orbital splitting patterns caused by different ligands attached to the metal center, Fe(I).
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4.3.3 Mechanism of magnetic relaxation

To have a qualitative understanding of the mechanism of magnetic relaxation, we have
plotted ab-initio blocking barriers computed from SINGLE ANISO approach as im-
plemented in Orca as shown in Figure 4.3. The relaxation of magnetization can occur
through three probable mechanistic pathways namely a) quantum tunneling of mag-
netization (QTM) within the ground KDs b) Orbach/Raman relaxation process where
Raman relaxation process takes place through virtual transitions c) thermally assisted
quantum tunneling of magnetization (TA-QTM) within excited KDs.19 In the computed
relaxation mechanism, the KDs are presented according to their magnetic moments.
The numbers at each arrow connecting any two energy levels represent the matrix ele-
ments of transition-magnetic-moments between the connecting energy levels.

For complex 4.1 and 4.4, the transition-magnetic-moment matrix elements between
the ground state KDs are negligibly small i.e., 0.0007 and 0.009 respectively, ruling out
the possibility of QTM through the ground state in these complexes. In addition to this,
the calculated transition-magnetic-moment matrix element between the ground and first
excited KDs of opposite magnetic moments are also very small in magnitude (0.0008
and 0.01 for 4.1 and 4.4 respectively), implying slow Orbach relaxation. However, the
large transversal-magnetic-moment (0.32 for 4.1 and 1.1 for 4.4) for the first excited
state suggests relaxation to be operative through first excited state via TA-QTM.

In the case of complexes 4.2 and 4.5, the computed transveral-magnetic-moment is
0.14 and 0.1 respectively in the ground state suggesting partial QTM to be operative
through the ground state KDs. The larger magnitude of transition-magnetic-moment
matrix elements of 1.3 and 1.1 for 4.2 and 4.5 respectively for the first excited state for
both the complexes mark the major relaxation to proceed through this state. Besides,
the off-diagonal matrix elements between the ground and first excited KDs of opposite
magnetization are also moderate (0.42 and 1.0) opening up further relaxation pathways
via Orbach relaxation. Therefore, for these complexes, multiple relaxation pathways
are operational. On the other hand, for complex 4.3, the mJ = ±1/2 is the ground
state with a barrierless potential well which is also signified by the high magnitude of
transition-magnetic-moment matrix element i.e., 1.8, suggesting faster relaxation within
the ground state for this complex.

These relaxation pathways provide the plausible reason for no SIM behaviors under
any applied field for complexes 4.2 and 4.3 as observed by Meng et al.193 Since for
complex 4.2, due to multiple relaxation pathways i.e., partial QTM through the ground-
state KDs and Orbach relaxation, the complex shows absence of SIM behavior. In
contrast, complex 4.3 possessing barrierless potential well leads to relaxation within
the ground-state KDs. Thus, both the complexes do not show any signatures of SIM
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Figure 4.3: Ab initio magnetization blocking barrier for all the complexes. The black
lines represent the Kramers doublets (KDs) as a function of the magnetic moment. The
dotted red lines represent the QTM/TA-QTM. The dotted green lines denote the Orbach
relaxation pathways. The dotted blue lines show the most probable relaxation pathway.
The numbers at each connecting arrow represent transition-magnetic-moment matrix
elements.

behavior.

4.3.3.1 Spin-phonon coupling

The spin-phonon coupling plays an important role in the spin relaxation process and is
explored extensively with different approaches.206,219,220 Therefore, to have an insight
into the relaxation process, we have computed the spin-phonon coupling coefficients
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i.e., Ck for complex 4.1 using Eq. 4.1. Since, complex 4.1 possess spin-reversal bar-
rier of 218.26 cm−1, therefore, only low energy vibrational modes with energy lower
than the estimated spin reversal barrier (218.26 cm−1) are considered to study the role
of these vibrational modes in the relaxation process. The spin-phonon coupling co-
efficients calculated for all considered vibrational modes are collected in Table B.5.
The vibrational modes with the largest intensity are the modes 39 and 50 (Figure B.4).
These modes are associated with the vibrations of the methyl groups attached to the
silicon atom. However, they possess very small spin-phonon coupling coefficients
with computed Ck values of 1.3×10−5, 1.3×10−5 and -8.8×10−5 in x, y and z direc-
tions (Table B.5) for mode 39 and 1.2×10−5, 1.2×10−5 and -3.6×10−5 in x, y and z
directions, respectively, for mode 50. The thermal population of these modes obtained
using Eq. 4.2 is shown in Fig. 4.4. At low temperatures, the thermal population of
these modes is negligibly small (∼0) and at higher temperatures, i.e., 300K, they are
minute, viz. 0.08×10−4(x), 0.08×10−4(y), 0.55×10−4(z) for mode 30 and 0.06×10−4(x),
0.06×10−4(y), 0.19×10−4(z) for mode 50. Thus, these two modes do not provide any
contribution to the relaxation process. The next vibrational mode with large intensity
is mode 47 which involves the stretching of Fe-N bond distance along with the methyl
groups. They also possess small Ck coefficients (-1.0×10−5, -9.3×10−6, 2.1×10−5) and
thermal populations manifesting infinitesimal contribution to the relaxation.

Figure 4.4: Calculated Bk values considering the second derivative of g tensor, in x, y,
and z directions, for the low energy vibrational modes calculated at CASSCF level.

Further, the modes that are majorly responsible for the distortion of the coordina-
tion environment around the central metal atom are studied to understand their role in
spin-phonon coupling. The different vibrational modes associated with the distortion
of the Fe(I) center in order of decreasing distortion are modes 15, 14, 24, 25 and 13.
The most relevant vibrational modes are the modes 15 and 14 which are responsible
for the large distortion of the Fe(I) center supplemented by the C atom of the ligands
directly attached to it. These are mainly the bending vibrations and thus, are expected to
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be detrimental contributors to spin-phonon coupling. However, they also possess very
small spin-phonon coupling coefficients (Table B.5). At low temperatures, the thermal
population of modes 15 and 14 is zero and at higher temperatures also, the population
is negligibly small thereby giving a much weaker contribution of these modes to the
relaxation process. The next significant vibrational modes associated with Fe centre are
modes 24 and 25. They also possess small Ck coefficients and thermal populations sig-
nifying their feeble contribution to the relaxation. The mode 13 is the weak stretching
mode involving the variation in the Fe-C bond lengths. Since these vibrations cause
very small changes in the bond lengths, they possess minuscule Ck and Bk values. All
the other low intensity vibrational modes with energies <220 cm−1 also possess spin-
phonon coupling coefficients with same orders of magnitude as of the aforementioned
modes.

Since, the spin-phonon interactions are weak, the spin-phonon coupling coefficients
are also calculated with the linear derivative of the g components using Eq. B.1 and is
collected in Table B.6.221,222 For all the low energy vibrational modes, these are also
computed to be negligibly small with the feeble corresponding thermal populations of
the different modes (Figure B.5). Thus, there is weak spin-phonon coupling in complex
4.1 and no vibrations are responsible for smaller barrier height for relaxation than the
first excited state. Hence, the relaxation will majorly take place via the first excited state
through TA-QTM with spin-reversal barrier of 218.26 cm−1 complementing well with
the experimentally observed barrier of 226 cm−1.

4.4 Conclusions

We have investigated the origin of single molecule magnetic behavior in a series of
linear Fe(I) complexes employing state-of-the-art ab initio calculations. The different
d-orbital splitting patterns are manifested by the complexes which is the ramification of
the intrinsic nature of the ligands attached to the complex. Since the energetic ordering
of d-orbitals is the decisive parameter for the magnitude and sign of zero field splitting
parameter, all complexes except 4.1, possess the non-Aufbau electronic ground state
due to small energy difference in the d-orbitals showing a range of D values from -33 to
-109 cm−1 and even positive D value for one of the complex. The complex 4.1 is char-
acterized with large spin-reversal barrier of 218.26 cm−1 matching well with the experi-
mental data. The calculation of spin-phonon coupling coefficients for the low frequency
vibrational modes for the complex reveal weak spin-phonon coupling in the complex
manifesting relaxation through the first excited state via TA-QTM. Complexes 4.2 and
4.3 are experimentally reported with absence of SIM behavior under any field, how-
ever, opposite signs of D value (negative for 4.2 and positive for 4.3) are shown from ab
initio calculations.193 This observation is rationalized based on different patterns of d-
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orbital splitting and their ground state occupancy. Moreover, the existence of multiple
relaxation pathways with partial relaxation within ground state KDs for complex 4.2
and barrierless potential well triggering faster relaxation within the ground state KDs in
complex 4.3 provides signatures for the absence of SIM behavior in these complexes.
This is in well agreement with the experimentally observed behavior. Thus, moderate
magnitude of magnetic anisotropy and faster quantum tunneling of relaxation are found
to co-exist in these complexes. Moreover, the experimentally synthesized complexes
4.4 and 4.5 are characterized with large magnetic anisotropy of -79.06 and -65.10 cm−1

but complex 4.5 exhibits multiple relaxation pathways with partial tunneling within the
ground state KDs. However, complex 4.4 possessing Ising type anisotropy and block-
ing of ground-state QTM is predicted as the possible candidate for SIM. Moreover,
complex 4.4 is the Fe(I) complex to possess large ZFS value of -79.06 cm−1 followed
by complex 4.1 (D=-109.13 cm−1) among all other Fe(I) linear complexes reported so
far.
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C H A P T E R 5

Investigation of magnetic exchange
interactions in Blatter’s diradicals
obtained by coupling via its fused

benzene ring

5.1 Introduction

An emerging interest for organic molecular magnets (OMMs) in the fabrication of spin-
tronic devices has eventually thrust into the investigation of thermally stable organic
radicals.76,223 Being a fundamental source of spin, organic diradicals have attracted
substantial attention of researchers for potential applications in the field of spintron-
ics as memory storage and logic devices.224–226 One of the major challenges faced by
the community is obtaining room temperature stable organic radicals that exhibit strong
ferromagnetic exchange interactions. Over the past few decades, a number of stable or-
ganic radicals including nitronyl nitroxide (NN), oxoverdazyl (OVER), dithiadiazolyl
(DTDA) have been successfully developed.77,227–229 One of the other thermally robust
monoradical is benzotriazinyl (Blatter’s) radical (shown in Fig. 5.1), which was first
reported by Blatter and co-workers in 1968.230 The radical has gained considerable at-
tention after Koutentis et al. established easy synthetic strategies for super stable Blat-
ter’s radical.84,85 Afterwards, focusing on electronic and magnetic properties, various
magneto-structural correlations were also established by them in the π-stacked radicals
of Blatter’s radical.231 Along with this, the radical has witnessed a growing interest with
applications in spintronic devices. Ciccullo et al. demonstrated the excellent ability of
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X'X X''

(a) (b) (c)

(d)

Figure 5.1: (a) Parent 1,2,3-benzotriazinyl (Blatter’s) radical, (b) Löwdin spin density
distribution where pink and green colors represents α and β spin with isovalue 1 ×
10−3 µB/Å

3
and (c) Singly occupied molecular orbital (SOMO) of Blatter’s monoradical

with isovalue 2 × 10−2 a.u. (d) Major contributing resonating structures of Blatter’s
monoradical indicating the delocalization of unpaired electron on all the three N-atoms.

using a Blatter’s radical to create stable thin films, thus, opening the way for the radical
to be used in devices.232 With a biggest challenge to synthesize room temperature stable
organic diradicals, Rajca et al. successfully coupled the stable nitronyl nitroxide (NN)
as well as imino nitroxide (IN) radical with the Blatter’s radical to obtain hybrid diradi-
cals that exhibit reasonably strong ferromagnetic exchange interactions.233,234 Recently,
Zheng et al. reported the synthesis of diradical obtained by coupling the monomeric
unit of Blatter’s radical itself.235,236

For Blatter’s monoradical, Löwdin spin density distribution, shown in Fig. 5.1b,
reveals that the unpaired electron is not only confined to three N-atoms, but delocalizes
across both the triazinyl and fused benzene ring. This unique spin density distribution of
the radical makes this super stable spin source an appealing candidate for stable OMMs,
further imposing the question, can we couple such mono-radicals to obtain Blatter’s
diradical with strong ferromagnetic exchange interactions? To find an answer priori to
synthesis, in this work, we have computationally investigated the 10 possible isomers
of di-Blatter diradical by coupling the monomeric unit of Blatter’s radical via its fused
benzene ring. Adopting various density based methods along with the multi-reference
CASSCF/NEVPT2 calculations, magnetic exchange interactions are computed and are
compared with the available experimental observations. As a peculiarity of Blatter’s
radical, the fractional spin-moment localization on all the three N-atoms yields multiple
micro-magnetic centres. The pairwise exchange between the specific micro-magnetic
centres is addressed with appropriate computational recipe.
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Further, the Löwdin spin density distribution, shown in Fig. 5.1b, also reveals that all
the N-atoms possess α-spin (positive spin density). Approximate 0.23 µB spin-moment
was found on each of the three N-atoms. Even N3-atom also exhibits α-spin due to
resonance contributing structures, shown in Fig 5.1d, which is in contrast to the em-
pirical spin alternation and the similar Ovchinnikov’s rule where alternate signs of spin
density are expected at the adjacent sites.237 This α-spin cloud over the triazinyl ring
itself gives a first signature that simplest spin alternation rule cannot be applied to such
radicals. Thus, as an alternative way, in this work, we also proposed a modified ver-
sion of spin alternation rule called here as zonal spin alternation rule, which can be
applied correctly to predict the nature of magnetic exchange interactions in such sys-
tems. Moreover, the presence of heteroatoms in the system is another factor that makes
it challenging to predict the sign of exchange interactions according to spin alternation

rule.

5.2 Computational Methods

For all the isomers of di-Blatter diradical under study, the molecular geometries are
first optimized at UB3LYP/def2-TZVP level. The exchange interactions are then in-
vestigated applying different density as well as wave function-based ab initio multi-
configurational methods.238–240 All the wave function-based and BS-DFT calculations
are performed using ORCA,137 while CBS-DFT calculations in NWChem.241 The mag-
netic exchange interactions for the DFT based methods are extracted employing Eq.
2.31. The static, as well as dynamical electronic correlations, are accounted through
CASSCF and NEVPT2 method respectively wherein the 2J values are obtained by us-
ing Eq. 2.23.242,243 The multi-reference (CASSCF/NEVPT2) calculations of 2J’s are
benchmarked for a set of active spaces starting from minimal CAS(2,2) to CAS(6,6)
for the experimentally observed c-c isomer (Appendix Sec. C.2). We observed that the
minimum active space (i.e. accounting two SOMOs in the active space) underestimates
the 2J values in the CASSCF method, due to lack of dynamical correlations. How-
ever, it gets compensated while accounting the dynamical correlations and produce a
very close number as observed in the experiments as well as in other theoretical meth-
ods. Expanding the active space improves static correlations but overall 2J values get
overestimated. These scenarios were also observed previously in the literature.69,244–246

Considering all these facts, further, all the calculations are performed using CAS(2,2)
active space along with the static and dynamic correlations.
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5.3 Results and Discussion

All the possibilities of coupling the Blatter’s radical with itself via fused benzene ring
are investigated. As illustrated in Fig. 5.1a, fused benzene ring exhibits four distinct
unsubstituted positions (marked as a,b,c and d in Fig. 5.1a) through which it can be
coupled to other Blatter’s moiety. So, in total 4×4, i.e. 16 constitutional isomers of di-
Blatter diradical can be formed, but 6 of them being repetitive in combination (as a-b
and b-a denotes the same isomer) give rise to 10 possible isomers with distinct atomic
connections. Out of these 10 possibilities, isomers obtained by coupling the radical
moieties via connecting sites “a” or “d” are sterically hindered with distorted geom-
etry and large torsional angles. On the other hand, coupling via connecting sites “b”
or “c” results in nearly planar geometry and less torsional angles. Fig. 5.2 illustrates
the relative energies and the dihedral angle ϕ between two monomeric units optimized
at UB3LYP/def2-TZVP level for all the 10 isomers. Among the 10 possibilities, the
isomers with connecting sites “b” and “c”, i.e., b-b, b-c and c-c are found to be energet-
ically stable exhibiting a dihedral angle of ∼ 35◦ as compared to those with connecting
site “a” and “d” exhibiting large dihedral angles. Among the stable isomers, the diradi-
cal with mirror connecting cite “c”, i.e. c-c (shown in inset of Fig. 5.2) has already been
synthesized, however, the other two isomers i.e. b-b and b-c are also potentially stable
candidates and are yet to be synthesized. The magnetic properties of the former were
also studied applying SQUID magnetometry by Zheng and co-workers wherein an anti-
ferromagnetic exchange with a 2J value of -444.19 cm−1 was observed by them.235,236

The computed 2J values for all the 10 isomers are summarized in Table 5.1. The
isomers in which the radical moieties are coupled via one of the less sterically hin-
dered connecting site “b” or “c” are observed to be anti-ferromagnetic in nature except
the case of c-d isomer. On contrary, small ferromagnetic exchange is obtained for the
distorted isomers in which both the connections are made with the sterically hindered
connecting sites “a” and “d” i.e. a-a, a-d and d-d. This variation of the nature of the
magnetic exchange interactions with the connecting sites can also be seen from Fig. 5.2
where red and green bars denotes anti-ferro and ferromagnetic exchange respectively.
The nature of exchange coupling is further verified by using various density and wave
function-based multi-configurational methods and is found to be concordant. For the
experimentally synthesized c-c isomer, a good match is obtained by using traditional
BS-DFT, which further improves by constraining the appropriate amount of magnetic
moment on the spatially confined zones in CBS-DFT. The detailed criteria for zone
selection in CBS-DFT calculations is discussed in Appendix, Sec. C.1.1. CASSCF cal-
culations with minimal active space, i.e. CAS(2,2) provides underestimated exchange
coupling as compared to the experimental value of -444.19 cm−1 which improves sig-
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nificantly by the inclusion of dynamical correlation with NEVPT2 method.

Figure 5.2: Relative energies (∆E) of all the possible isomers of di-Blatter diradical,
where ϕ is the dihedral angle between two monomeric units. The inset of the graph
shows the zoomed view of the energy difference between the isomers b-b, b-c and c-
c at logarithmic scale. The red and green colored bars corresponds to anti-ferro and
ferromagnetic exchange interactions respectively.

Table 5.1: Calculated magnetic exchange coupling constant 2J(cm−1) for all the 10
possible isomers of di-Blatter diradical.

Possible 2J(cm−1)
Isomers BS-DFT CBS-DFT CASSCFa NEVPT2a

a-a 4.94 4.38 8.77 17.99
a-b -162.70 -127.28 -32.48 -103.15
a-c -168.10 -168.01 -25.02 -92.39
a-d 31.44 32.42 15.80 30.50
b-b -196.36 -165.48 -79.42 -158.02
b-c -262.38 -219.46 -100.73 -240.54
c-cb -599.92 -544.28 -164.16 -511.60
b-d -59.56 -49.16 -16.02 -12.57
c-d 29.30 33.78 11.85 38.84
d-d 10.20 9.48 2.41 7.46

a The calculations are performed using CAS(2,2) active space.
b Synthesized and reported 2J value is -444.19 cm−1.235,236
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In the following subsections, we will discuss the proposed zonal spin alternation

rule. Followed by a comprehensive discussion, the origin of dominant anti-ferromagnetic
exchange in the stable conjugated isomers is provided. The weak ferromagnetic nature
of the distorted diradicals originating from large torsional angles is addressed in the
subsequent subsection.

5.3.1 Zonal spin alternation rule

The nature of magnetic exchange interactions and consequently the ground spin
state can be visually predicted from the empirical spin alternation rule. This rule works
perfectly well for the conjugated diradicals wherein the exchange takes place through
bond.247 However, the deviation from the spin alternation rule has been reported for
sterically hindered cases where the large dihedral angle between the radical moieties
breaks the electronic conjugation between π-orbitals and facilitates the direct exchange
between the radical centres.89,248 Such cases usually favors the parallel orientation of
electrons residing in the pz-orbitals of radical centres following the Hund’s Rule.90

Thereby, apparently breaking the spin alternation rule and yielding ferromagnetic in-
teractions.

Out of 10 possibilities of di-Blatter diradicals, the nature of magnetic exchange is
in agreement with the spin alternation rule for six of the isomers. However, the ground
spin state of the remaining four isomers, i.e., a-a, a-b, b-c and d-d is not supported by
the spin alternation rule. The deviation from spin alternation rule is quite obvious for
the rotated isomers a-a and d-d exhibiting large dihedral angles of 71.9◦ and 53.1◦ re-
spectively. The observed ferromagnetic exchange in these rotated isomers is in accord
to the Hund’s rule. But, along with this, the dominant anti-ferromagnetic exchange in-
teractions prevailing in the stable conjugated isomers is also found to be in contrast to
the prediction of spin alternation rule for a-b and b-c isomers exhibiting small dihe-
dral angles of 45.0◦ and 33.9◦ respectively. Thus, clearly indicating that the di-Blatter
diradicals do not strictly follow the emperical spin alternation rule. The inadequacy of
spin alternation rule for the di-Blatter diradicals could be foreseen from the spin den-
sity distribution of Blatter’s monoradical, shown in Fig. 5.1b, which reveals an α spin
density over the two consecutive N2 and N3 atoms. This is in complete contrast to the
assumption of spin alternation rule where alternate signs of spin density are expected
at the consecutive atoms. Thus, clearly revealing that the di-Blatter diradical exhibiting
multiple spin centres forbids the simplest spin alternation rule.

As an alternative solution, we propose a modified version of spin alternation rule,
called here as zonal spin alternation rule to correctly predict the nature of exchange in-
teractions in such diradicals. The proposal of zonal spin alternation rule is based on the
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Figure 5.3: Three most stable and conjugated isomers of di-Blatter diradical, b-b, b-c
and c-c.

HS BS

Figure 5.4: Spin-density distribution for diradical c − c in high-spin (HS) and broken-
symmetry (BS) state. The α and β spins are shown in pink and yellow colours respec-
tively with isovalue of 1 × 10−3 µB/Å3. All the six N-atoms exhibits approximate 0.23
µB spin moment in both HS and BS state with the sign reversal in BS state.

consideration of spatial zones exhibiting similar spin density on the constituent atoms.
The contribution of individual atomic centres bearing alternate spin density in accord
to spin alternation rule has been replaced by zones in zonal spin alternation rule. In
Blatter’s radical, all the atoms of the triazinyl and fused benzene ring exhibits α-spin
density, thus triazinyl and fused benzene ring is taken as one complete entity (zone)
bearing α-spin density and afterwards standard spin alternation rule is applied on in-
dividual atomic centres. The demonstration of zonal spin alternation is illustrated in
Fig. 5.3 for the three most stable and conjugated isomers, b-b, b-c and c-c, wherein the
triazinyl and fused benzene ring of Blatter’s radical is considered as one complete en-
tity with positive/negative spin-density denoted by pink/green circles. The star-nonstar
convention over the atomic centres depicts the notation of the spin alternation and the
similar Ovchinnikov’s rules. This zonal spin alternation rule works perfectly well for
the conjugated isomers of di-Blatter diradical as well as for reported Blatter’s based
diradicals.233,234,244

5.3.2 Multiple Pair-wise Exchange Interactions

To elucidate the origin of dominant anti-ferromagnetic exchange in stable isomers of di-
Blatter diradical, we calculated the individual pair-wise exchange interactions between
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(a) (b)

Figure 5.5: (a)Different possible interactions in isomer c-c (2JNx−Ny (x= 1,2,3 and
y=4,5,6)). The interaction of N1, N2, N3 with N4-N6 is denoted by red, green and
blue color respectively, (b) Diradical cc1 to compute the individual exchange interac-
tion between N1 and N4 (2J′N1−N4).

specific N-atoms. The spin density distribution of c-c isomer, illustrated in Fig. 5.4,
reveals the existence of multiple spin centres in both singlet and triplet state. This sce-
nario is in complete contrast with the much cultivated systems with only two magnetic
centres and with only one magnetic exchange pathway. However, in di-Blatter diradi-
cal, due to strongly localized fractional magnetic moments that behave as independent
micro-magnetic centres, there are total nine different possible pair-wise exchange inter-
actions (i.e. 2JN1−N4, 2JN1−N5 , 2JN1−N6, 2JN2−N4, 2JN2−N5, 2JN2−N6, 2JN3−N4, 2JN3−N5,
2JN3−N6 as shown in Fig. 5.5a).

In order to have a proper description of exchange coupling in di-Blatter diradical
with multiple magnetic centres, the exchange coupling constants between specific N-
pairs are estimated while keeping all other paramagnetic N-atoms magnetically inactive
by replacing N-atoms with isoelectronic CH-units in the triazinyl rings. For example,
to determine exchange interactions between N1 and N4 i.e. 2JN1−N4 in c-c isomer, all
the other N-atoms except N1 and N4 are replaced by CH-units as shown in Fig. 5.5b
(denoted as cc1) and the obtained coupling constant is denoted by 2J′N1−N4. As expected,
the replacement of N-atoms by CH-units increases the spin density on more electroneg-
ative N1 and N4 atoms of diradical cc1 which results in overestimated exchange, i.e.
2J′N1−N4. Thus, in a refined treatment, the exact exchange between N1 and N4, 2JN1−N4,
is obtained by augmentation of the obtained 2J′N1−N4 with the ratio of spin densities de-
duced from diradical c-c and cc1 respectively. The values of 2JN1−N4 and 2J′N1−N4 are
approximated with BS-DFT calculations.

Similarly, the exchange coupling for all the possible 9 magnetic interactions i.e.
2JNx−Ny (x= 1,2,3 and y=4,5,6) shown in Fig. 5.5a are evaluated (Appendix, Sec. C.3).
The total 2J is obtained as the weighted summation of all the calculated 2J’s between
different magnetic sites. This methodology of calculating individual pairwise mag-
netic exchange interactions again provides anti-ferromagnetic exchange which is con-
cordant with the predicted nature of exchange interactions using all the DFT and wave
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function-based methods. Although among all 9 possibilities, both ferromagnetic and
anti-ferromagnetic individual pairwise interactions strictly following the spin alterna-
tion rule prevailed between two N-atoms, the magnitude of anti-ferromagnetic interac-
tions was found to be dominating over the ferromagnetic. Thus giving resultant anti-
ferromagnetic exchange for isomer c-c. Similarly, all the 9 possible exchange interac-
tions resulted in an anti-ferromagnetic exchange in both the other isomers.

5.3.3 Switching of Magnetic Exchange Interactions

The detailed analysis of individual pairwise interactions provides clear signatures of
a strong anti-ferromagnetic exchange in planar isomers with connecting sites “b” and
“c”. However, the small ferromagnetic exchange is observed for non-planar sterically
hindered isomers with connecting sites “a” and “d” i.e., a-a, a-d, c-d and d-d. The effect
of dihedral angle in controlling the magnetic exchange interactions is well documented
in the literature.249–251

Figure 5.6: Relative energies (∆E) and variation of exchange coupling constant (2J)
with dihedral angle between two radical monomers for c-c isomer. The green bars
represents relative energies calculated at B3LYP/def2-TZVP level. The ferro and anti-
ferro exchange is denoted by red triangles and blue diamonds respectively over pink
curve.

To validate whether the weak ferromagnetic exchange interaction in the sterically
hindered isomers is indeed a direct effect of dihedral angle, we computed the ex-
change interactions for c-c isomer by constraining the dihedral angle (ϕ) between two
monomeric units and further varying ϕ from 0 to 90◦. The variation of 2J with dihe-
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dral angle, illustrated in Fig. 5.6 by a pink curve, clearly reveals that the planar ge-
ometry with small dihedral angles (including the optimized one at 36.5◦) favors anti-
ferromagnetic exchange. However, on approaching the orthogonal orientation at ∼80◦,
the nature of the exchange between two radical monomers switches to ferromagnetic
(also illustrated in the inset of Fig. 5.6). Along with this, the relative energies, repre-
sented by green bars in Fig. 5.6, reveals that sterically hindered geometries with large
dihedral angles are least stable. Similar behavior is observed for sterically hindered iso-
mer a-a yielding ferromagnetic exchange at optimized dihedral 71.89◦ while switching
to anti-ferromagnetic exchange on constraining the dihedral to 50◦ (data is provided in
Appendix, Sec. C.4).

Thus, as revealed from multiple pair-wise exchange interactions, due to co-existing
multiple micro-magnetic centres, anti-ferromagnetic interactions are much dominating
in di-Blatter diradicals. However, switching to weak ferromagnetic exchange in strained
isomers as well as in rotated configurations indicates that one can obtain ferromagnetic
exchange in the super-stable diradicals by tuning the dihedral angle.

5.4 Conclusions

The magnetic exchange interactions are investigated for all the possible isomers of
di-Blatter diradical adopting various density as well as wave function-based multi-
configurational methods. It reveals coupling the two Blatter’s radicals via fused ben-
zene ring yield an anti-ferromagnetic exchange in their stable conjugated configura-
tions. A close agreement with the experimental observations are obtained using tra-
ditional DFT based broken symmetry methods, which further improves by employing
CBS-DFT. It has been realized that the minimal CAS space accounting two unpaired
electrons in two magnetic orbitals, when considered along with dynamical correlations,
i.e., CASSCF(2,2)-NEVPT2, provides a reasonable choice to compute exchange inter-
action in di-Blatter diradicals.

Further, due to α-spin density on all the three N-atoms of Blatter’s radical, it for-
bids the simplest spin alternation rule. However, the nature of magnetic exchange in-
teractions in all the Blatter’s based conjugated diradicals can be explained accurately
by the proposed zonal spin alternation rule. Due to the existence of multiple spin
centres, di-Blatter diradicals exhibits numerous exchange pathways. In the conjugated
stable isomers, the dominating micro-magnetic exchange interactions dictate the mag-
netic properties of the diradical i.e. anti-ferromagnetic interactions. However, in certain
strained isomers as well as in rotated configurations the exchange interactions switch
from anti-ferro to weak ferromagnetic interactions. Thus, in-principle switching occurs
in a trade-off with molecular stability, hence, synthesizing a ferromagnetically coupled
di-Blatter diradical remains as a possibility but a challenging task.
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C H A P T E R 6

Tuning the magnetic properties of
diamagnetic di-Blatter’s zwitterion to

antiferro- and ferromagnetically
coupled diradicals

6.1 Introduction

The singlet diradicaloids, that is, the molecules with partial singlet diradical nature in
their ground state are expected to have unique structure with interesting electronic, opti-
cal and magnetic properties. But the major challenging part is their structural instability
and synthetic difficulties. However, after the pioneering reports of carbon-centered di-
radicaloids, namely Thiele’s hydrocarbons in 1904111 and Tschitschibabin’s hydrocar-
bon in 1907,112 the research on this class of compounds has been unrolled widely.113–119

Following this, a number of diradicals based on stable known radicals like nitronyl ni-
troxide, imino nitroxide, verdazyl, oxoverdazyl, Blatter’s, etc. have been synthesized
enormously.83,92,99–103,252–255

Tetraphenylhexaazaanthracene (TPHA), the earliest compound containing Blatter’s
radical moiety, was synthesized by Hutchison et al. with the possibility of obtaining
stable heteroatomic ferromagnetic diradical with m-phenylene as coupler.256 However,
contrary to the expectations, it was found to exist as exceptionally stable zwitterionic
system with a closed shell ground-state possessing diamagnetic behaviour that under-
goes photo-induced intramolecular electron transfer to form a radical pair (Figure 6.1).
This molecule is known to exhibit large singlet-triplet energy difference (∆ECS S−T ) of
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-20.1 kcal/mol and overcome its 16π potential antiaromaticity by sacrificing the aro-
maticity of the central fused benzene ring and partitioning itself into 10π-anionic and
6π-cationic sub-units which are structurally bridged by σ-bonds but are not conjugated
electronically. Further, efforts have been made to reduce this veritable energy barrier
(∆ECS S−T ) but the triplet ground state has not been achieved so far.257 The two anal-
ogous isomers of TPHA possessing closed-shell ground state have been isolated and
identified as minor side products by Constantinides et al.258 Haas et al. rationalised the
existence of these zwitterions due to electron transfer from donor to acceptor sub-units.
The transfer is possible only if the donor has low ionization potential and the accep-
tor has high electron affinity.259 Further, another molecule, tetraphenylhexaazaacridine
(TPH-acridine) was synthesized by Langer et al. which was observed to be weakly an-
tiaromatic and highly zwitterionic similar to TPHA.260 Braunstein et al. also observed
the partitioning of 12π electrons into two 6π sub-units which are not electronically con-
jugated to form zwitterionic benzoquinonemonoimine.261

Figure 6.1: Resonating structures of TPHA indicating resonance between the photoex-
cited diradical and the zwitterionic ground state forms.

Since, polyacenes are known to show inherent property of increase in the diradi-
cal character with the increase in the number of fused benzene rings i.e. their length,
which can facilitate the enhanced spin-spin coupling between the radical centers.262,263

Taking advantage of this peculiar property, the quest arises, can we manipulate the well
known zwitterionic ground state of TPHA by utilizing polyacene as a coupler to accom-
plish strong ferromagnetic exchange interactions? Here, we demonstrated an exclusive
transition from the zwitterionic closed shell ground state of TPHA to ferromagnetically
coupled Blatter’s diradicals by modifying the length of the coupler. Several factors
including diradical character, extent of spin contamination, alignment of frontier or-
bitals etc, have been used as guiding principles to mark this spin-state transition with
the increasing length of coupler. Apart from this, many experimental and theoretical
studies have reported the molecules with zwitterionic ground state where the introduc-
tion of EDG and EWG can influence the diradical character and hence, their ground
state.264–266 However, the effect of simultaneous substitution of EDG and EWG i.e.
push-pull substitution has not been studied so far. Therefore, in this work, we have also
explored the effect of push-pull substitution with the replacement of hydrogen atoms of

72



6.2 Computational Methods

fused benzene ring of TPHA skeleton. Thus, approaching towards the development of
molecules with diradicaloid ground state.

6.2 Computational Methods

For all the molecules under study, the geometries were optimized employing the Becke’s
three-parameter hybrid functional (B3LYP)162,163 and atom centred polarized triple-zeta
(def2-TZVP) basis set in three distinct electronic states, i.e., broken-symmetry open-
shell singlet (OSS) state, open-shell triplet (T) state and closed-shell singlet (CSS)
state. OSS and T states are optimized within spin-unrestricted formalism, whereas
spin-restricted wavefunction is used for CSS state. Resolution of the identity (RI) ap-
proximation in conjunction with auxiliary basis set def2/J and chain of spheres (COSX)
numerical integration was used to speed up the calculations.165 The exchange interac-
tions were computed applying BS-DFT method employing Eq. 2.31.267–269 Another
alternative approach to obtain the broken-symmetry solution is the flip-spin method by
swapping the alpha and beta orbitals acronymed as BS(SF)-DFT is also used to compute
the exchange interactions. In the studied diradicals, the spin contamination is larger for
the systems with large number of benzene rings, therefore, the magnetic exchange inter-
actions are calculated by employing spin decontamination procedure proposed by Mal-
rieu and co-workers using Eq. 2.34.135,136 The exchange interactions are also computed
employing collinear version of spin-flip within TD-DFT known as SF-TDDFT method.
Since, the BHHLYP functional with 50% HF exchange is known to provide more accu-
rate results within SF-TDDFT approach,270 therefore, these calculations are performed
at BHHLYP/def2-TZVP level. Apart from DFT-based methods, the magnetic exchange
interactions were also calculated employing wave-function based complete active space
self-consistent field (CASSCF) wherein the 2J values are obtained using Eq. 2.23. The
active space of 10 electrons in 10 orbitals i.e., CAS(10,10) is selected due to resource
limitation for the higher active spaces. This active space is sufficient to provide a qual-
itative comparison of the magnetic exchange interactions. The dynamical correlations
were included using N-electron valence state perturbation theory (NEVPT2) method.
Further, to study the density of local aromaticity in polyacene molecules, the HOMA
is calculated using Eq. 2.47. We have used different tools for the evaluation of di-
radical character including the UHF/UNO anlaysis, CASSCF occupation number and
Head-Gordon index. The diradical character (y) has been quantified by making use of
the unrestricted Hartree-Fock method (UHF) with unrestricted natural orbitals (UNOs)
analysis using index proposed by Yamaguchi as271
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y = 1 −
2T

1 + T 2 (6.1)

where T is the overlap integral of orbital pairs given by

T =
nHONO − nLUNO

2
In another method, to quantify the diradical character, the CASSCF(10,10)/def2-TZVP
was used to calculate the orbital occupation number of the molecules. The CASSCF
orbital occupation numbers are also used to calculate index used to compute effective
number of unpaired electrons as proposed by Head-Gordon given by272

nu,nl =
∑

i

(n2
i )(2 − ni)2 (6.2)

where ni is the occupation number of orbitals.
All the calculations are performed in ORCA (version 4.0.1.2) quantum chemical

code and the spin-decontaminated calculations of magnetic exchange coupling are per-
formed using LSCF method273 as implemented in ORCA version 4.2.1. The collinear
spin-flip TD-DFT calculations are performed in ORCA version 5.0.1.138

6.3 Results and Discussion

6.3.1 Increasing the length of coupler

The two Blatter’s radical are coupled to each other through its fused benzene ring,
wherein n=1 corresponds to TPHA. Afterwards, one benzene unit is consecutively
added in the spacer between the two radical centers upto hexacene (n = 6) as shown in
Figure 6.2. All the molecules are optimized in the three electronic states, i.e., closed-

Figure 6.2: Two Blatter radicals coupled through benzene ring. Here, n = 1 to 6, cor-
responds to number of benzene rings used to couple two radical moieties. The corre-
sponding molecules are aliased as 6.1 to 6.6 depending on the number of benzene rings
i.e. 1 corresponds to molecule containing 1 benzene ring.
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shell singlet (CSS), broken-symmetry open-shell singlet (OSS) and open-shell triplet
(T) states. The DFT optimized energies in all the states are given in Table D.1. The
relative energies i.e. ∆EX−CS S (where X = CSS, OSS, T) estimated from the relative
energy difference between the DFT optimized energies are shown in Figure 6.3 and
are collected in Table D.2. It is observed that the molecule 6.1 preferred the closed-
shell singlet as ground state as reported earlier.256 It is also observed that although the
calculation was performed in spin-unrestricted (UKS) case, it was found to reduce to
spin-restricted (RKS) solution and almost identical energies with a minute difference of
0.8 meV between the OSS and CSS states were obtained. The different charge distribu-
tion schemes, namely Löwdin, Mulliken and Hirshfeld charge distribution also provide
the separation of positive and negative parts in the TPHA moiety implying the formation
of zwitterion.(Figure D.1) Moreover, the orientation of dipole moment and the electro-
static potential mapped on the electron density surface also envision the molecule to
be in the CSS state (Figure D.1). Molecule 6.2 also exhibits a closed shell ground-state
with OSS state lying 11.8 meV above the CSS state. However, for molecule 6.3 and 6.4,
larger ∆EOS S−CS S is observed indicating the instability of the CSS structure i.e. these
molecules favour the OSS as the ground state. Further, with larger number of benzene
rings i.e. for molecule 6.5 and 6.6, there is substantial increase in ∆ET−CS S representing
the preference of triplet as the ground state.
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Figure 6.3: Relative energies (meV) of the CSS, OSS and T states (referred to the CSS)
of molecule 6.1 to 6.6.

The spin-squared value i.e. <S 2> has been used to estimate the extent of diradical
character in a molecule. The spin contaminations can be determined from the calculated
values of <S 2>. The <S 2> value is 2.0 for the triplet-state diradical and 0.0 for the pure
closed-shell singlet state. However, when the <S 2> value is greater than 0.0, it indicates
the contribution from the open-shell configuration, and value of 1.0 indicates the open-
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shell singlet state of the molecule.
From the <S 2> values in HS state (Figure 6.4 and Table 6.1), it is observed that the

spin contamination for molecules 6.1 to 6.4 are low and the deviations from the expected
value of 2.0 is atmost 0.08. However, for molecules 6.5 and 6.6, the spin contamination
is observed to be upto 0.36. However, as illustrated in Figure 6.4 and Table 6.1, the
computed <S 2> values in BS state for molecules 6.1-6.4 are found to be significantly
less than 1.0. Thus, indicating the pronounced contribution of closed-shell singlet elec-
tronic configuration in the singlet diradicals. A value of 0.23 for molecule 6.1 clearly
indicates the existence of the molecule in the CSS ground state which agrees well with
the predicted state of this molecule. However, as the number of benzene rings i.e. n

increases between the two spin-centered Blatter’s radicals, the value starts approaching
1.0 indicating the preferential existence of molecule in the diradical configurations. For
molecules 6.3 and 6.4, the <S 2> value is 0.77 and 0.89 which means that they are in-
deed diradicalized and their ground state is open-shell singlet, however, their degree of
diradical character is not as ideal as for pure singlet-state (BS). However, for molecules
6.5 and 6.6, <S 2> is ∼1.0, indicating the attainment of ideal diradical state in these
molecules. The reason for the increased spin contamination for larger polyacene cou-
plers is the enhanced degenerate nature of occupied and unoccupied molecular orbitals
as n increases (Figure D.2) leading to a smaller HOMO-LUMO energy gap which is
observed previously also.274

Table 6.1: Computed spin-squared value (<S 2>) in HS and BS state for all the
molecules and calculated magnetic exchange coupling constants for the diradicals 6.3-
6.6.

Mol. <S 2> 2J (cm−1)
BS-DFT BS-DFTb BS-DFT SFc CAS(10,10) NEVPT2

HS BS (SD) -TDDFT
6.1a 2.03 0.23 - - - - -
6.2a 2.03 0.56 - - - - -
6.3 2.04 0.77 -2774.64 -2231.64 -1637.30 -333.08 -1551.44
6.4 2.08 0.89 -1240.04 -1092.38 -510.40 -58.30 -447.03
6.5 2.21 0.97 328.84 288.80 71.41 22.38 37.10
6.6 2.36 1.03 1797.40 1697.18 361.50 823.03 950.10

aThese molecules possess zwitterionic GS that behave as diamagnetic species with
CSS GS with large ∆ECS S−T (>5000 cm−1).
bThe results from BS(SF)-DFT are collected in Table D.8.
cBHHLYP functional is employed to compute magnetic exchange interactions.

Further, the diradical character of these molecules given in terms of y value is quan-
tified from the occupation numbers of unrestricted natural orbitals obtained from un-
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Figure 6.4: Computed <S 2> values in HS and BS state for the molecules 6.1 to 6.6
obtained at UB3LYP/def2-TZVP level.

restricted hartree-fock calculations utilizing Eq. 6.1 (Details are provided in Appendix
Sec. D.2.3). The y value for molecule 6.1 is observed to be 0.28 (Table D.3) indicating
only 28% diradical character in the molecule. As the number of benzene rings between
the radical centers increase, a substantial increase in y value from 0.53 for 6.2 to 0.80
for 6.6 is observed. The increase in the y value clearly indicates the increase in diradical
character of the molecules with larger coupler.

Another index for the evaluation of diradical character in a molecule is the occupa-
tion number of lowest unoccupied natural orbital (nLUNO) obtained from the CASSCF
calculations. The percentage of diradical character can be directly estimated from nLUNO

by simply multiplying it with 100. Therefore, we calculated the occupation number
of the highest occupied natural orbital (HONO) and lowest unoccupied natural or-
bital (LUNO) and the percentage of diradical character using the CASSCF(10,10)/def2-
TZVP method. For molecule 6.1, the LUNO occupation number, nLUNO, is observed
to be 0.30 indicating that it has only 30% diradical character which further confirms
the zwitterionic character of the molecule. As we proceed towards molecule with in-
creasing number of benzene rings, the occupation number of LUNO shows a sequential
increase from 0.58 for 6.2 to 0.95 for 6.6 which infers an increase in diradical charac-
ter from 58% to 95% on going from 6.2 to 6.6 (Table D.4). The significant increase
in diradical character from 30% for 6.1 to more than 80% for diradicals 6.3-6.6 un-
ambiguously confirms the evolution of a diradical state with the increasing length of
coupler.
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The Head-Gordon index (nu,nl) value provides a clear picture of the effective number
of unpaired electrons in the larger molecules as observed by Orms et al.275 Therefore,
we computed the Head-Gordon index employing Eq. 6.2. The orbitals with partial
occupation numbers obtained from CASSCF(10,10) contribute to the nu,nl value and
the doubly occupied and unoccupied orbitals have zero contribution. The computed
nu,nl value for molecule 6.1 is 0.62 (Table D.5) which reveals that the molecule has
no unpaired electrons and hence possess zwitterionic ground state. The molecule 6.2
has an intermediate value of 1.50 indicating partial diradical state for this molecule.
For molecules 6.3-6.6, the value is ∼2.0 indicating presence of two unpaired electrons
and hence, diradical ground state for these molecules. The diradical indices derived
employing different calculation methods are found to be in agreement with each other
confirming the extent of diradical character in these molecules.

Further to find out the relationship between the ground-state and the magnetic spin
couplings, correlation diagram is plotted between the magnetic exchange coupling con-
stant, 2J (cm−1) and the energy gap between the closed-shell singlet and triplet i.e.
∆ECS S−T (kcal/mol) as shown in Figure 6.5a. The degree of correlation is quantified on
the basis of correlation coefficient i.e. R2 which describes the strength of relationship
between the two variables. A value of 1.0 and -1.0 indicates strong positive and negative
correlations and a value of 0 means there is no correlation between the two variables. A
highly linear correlation with correlation coefficient (R2) of 0.99 is found between 2J

and ∆ECS S−T . The large negative energy gap and high negative magnetic exchange cou-
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Figure 6.5: Linear correlation diagram (a) between the magnetic exchange coupling
constant, 2J (cm−1) and the energy gap between the closed-shell singlet and triplet states
i.e. ∆ECS S−T (kcal/mol) (b) between HOMO-LUMO gap i.e. ∆EHL (eV) in the closed-
shell state and ∆ECS S−T (kcal/mol) for molecules 6.1 to 6.6 with correlation coefficient
i.e. R2 of 0.99.
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pling constant (2J) are in line with the zwitterionic character of molecules 6.1 and 6.2.
As the energy gap decreases and comes in the range of -5 to 5 kcal/mol i.e. for 6.3 and
6.4, open shell singlet emerges as the ground state with antiferromagnetic exchange
interactions between the two radical centers. However, with energy gap >5 kcal/mol
i.e. for molecule 6.5 and 6.6, ferromagnetic interactions are favoured. The diradical
character emerges from the interaction between the singlet and the triplet states.276 It is
observed that if the energy gap between the closed-shell singlet and triplet is high, the
configuration interaction between them is negligible and the molecule has preferential
closed-shell ground state. However, if the singlet-triplet energy gap is small, they have
strong interactions between them and hence, the molecule prefers the open-shell singlet
or triplet as ground state.

To realize relationship between closed shell singlet-triplet energy gap i.e. ∆ECS S−T

and HOMO-LUMO energy gap i.e. ∆EHL, we plotted the correlation diagram between
the two. The closed shell singlet-triplet energy gap is observed to be in close alliance
with the HOMO-LUMO gap that is observed from the linear correlation diagram with
high correlation coefficient (R2) of 0.99 as shown in Figure 6.5b. Thus, to realize the ex-
tent of diradical character in these systems and hence, their ground spin state, it becomes
essential to further investigate the HOMO-LUMO gap. The computed HOMO-LUMO
gap i.e. ∆EHL (in eV) is observed to decrease smoothly from 1.25 to 0.39 eV on going
from 6.3 to 6.6. It is found to be much smaller in the diradicals 6.3-6.6 i.e., in the range
0.39-1.25 eV as compared to the zwitterions 6.1(2.40) and 6.2(1.74) (Figure 6.6 and
Table D.6). The large energy difference between the two orbitals makes the molecule
to prefer the closed-shell configuration. However, small energy gap between the two
orbitals makes them energetically degenerate and hence, open shell configuration can
be easily achieved by promoting an electron from HOMO into the LUMO, leading to
the preference of open-shell configuration in the molecule. SOMOs play a significant
role in the magnetic interaction owing to itinerant exchange. It is already reported that
low SOMO-SOMO gap or nearly degenerate SOMOs foster strong magnetic exchange
interactions.265,277,278 From Figure 6.6b, it has been observed that the energy difference
between the two SOMOs i.e. ∆ES S is smaller for diradicals 6.3-6.6 in comparison with
the larger value for the zwitterion 6.1 and 6.2. Consequently, the nearly degenerate
SOMOs prefer open shell configurations in comparison to the closed-shell state for
non-degenerate SOMOs.

The computed magnetic exchange interactions for the diradicals 6.3-6.6 from differ-
ent methods i.e. BS-DFT, spin-decontaminated (S.D.) BS-DFT, SF-TDDFT and wave-
function based CASSCF and CASSCF-NEVPT2 are collected in Figure 6.7 and Table
6.1, D.7, D.9, D.11, D.12. The BS(SF)-DFT results are also tabulated in Table D.8. The
traditional BS-DFT employing the hybrid B3LYP functional results in intramolecular
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Figure 6.6: Energy difference (eV) between (a) HOMO and LUMO in the closed shell
singlet state. (b) SOMO1 and SOMO2 in the triplet state. The blue and red lines
represent HOMO and LUMO respectively and pink and green lines represent SOMO1
and SOMO2 respectively.

antiferromagnetic exchange interactions for diradicals 6.3 and 6.4 whereas diradicals
6.5 and 6.6 are characterized by ferromagnetic spin-spin coupling characteristics. A
switching from open-shell singlet to triplet configuration is observed while moving from
molecule 6.4 to 6.5. Additionally, SF-TDDFT yields results which agrees well with that
obtained from BS-DFT. However, due to large spin-contamination in these molecules,
the exchange interactions are also calculated employing the spin-decontamination pro-
cedure.135 The different contributions, as well as the total magnetic exchange coupling,
are tabulated in Table D.11 and 6.1. The values obtained from the spin-decontaminated
procedure also result in antiferromagnetic exchange interactions for molecules 6.3 and
6.4 and ferromagnetic coupling for molecules 6.5 and 6.6, however, with a small de-
crease in the magnitude of exchange interactions.

Since, DFT functionals tend to produce overestimated magnitude of couplings due
to exceeding spin-delocalization in the highly conjugated systems,279,280 it becomes
mandatory to employ symmetry-adapted wave function theory based multiconfigura-
tional methods i.e. CASSCF and CASSCF-NEVPT2 to compute the exchange interac-
tions in these diradicals. We have selected CASSCF(10,10) active space, incorporating
10 active electrons in 10 active orbitals, for the estimation of the exchange interactions
and the dynamical correlations are incorporated employing NEVPT2. It is observed that
for all the diradicals CASSCF(10,10) and CASSCF(10,10)-NEVPT2 results in similar
characteristics of exchange interactions i.e. antiferromagnetic for diradicals 6.3 and 6.4
and ferromagnetic coupling for 6.5 and 6.6. Although the sign of exchange interactions
is consistently reproduced by the wave-function based methods, the expected lowering
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in the magnitude of antiferromagnetic and ferromagnetic exchange coupling is observed
from WFT based methods than that obtained from BS-DFT for all the diradicals. Thus,
all the methods provide the qualitative information regarding the existence of antifer-
romagnetic coupling in diradicals 6.3 and 6.4 and transition to ferromagnetic exchange
interactions for diradicals 6.5 and 6.6. However, it is difficult to rely on the quantita-
tive prediction of numerical values of 2J owing to the well-known spin-contamination
errors in DFT which further intensify with increasing length of coupler. On the other
hand, WF based multi-reference methods demand for the resource extensive larger ac-
tive space which manifolds with increasing length.
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Figure 6.7: Computed magnetic exchange interactions obtained with DFT based BS-
DFT, spin-decontaminated procedure in BS-DFT (S.D.) and SF-TDDFT and wave-
function based CASSCF and CASSCF-NEVPT2 methods for the molecules 6.3-6.6.
Molecules 6.3 and 6.4 are stabilized in open-shell singlet ground state with antifer-
romagnetic interactions and 6.5 and 6.6 exhibits ferromagnetic exchange with triplet
ground state.

Tetraphenylhexaazaanthracene (TPHA), i.e. molecule 6.1 contains the m-phenylene
coupler and is expected to be a ferromagnetic diradical. However, to overcome its po-
tential antiaromaticity, it exists in the zwitterionic configuration with two electrons oc-
cupying the same orbital and is observed to be diamagnetic in nature with large HOMO-
LUMO gap. However, as the number of benzene rings between the two radical cen-
ters i.e. the distance between the two radical centers increases, energy gap between
HOMO and LUMO decreases. With the decrease in the energy gap between HOMO
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and LUMO, the electron from HOMO will transfer to the LUMO in the spin-conserved
(without flipping) environment. It leads to two electrons in two different orbitals em-
barking open-shell singlet configuration for the molecules 6.3 and 6.4. With further
increase in the number of rings, the HOMO-LUMO gap decreases more, orienting the
two electrons parallel to each other instigating the intrinsic behavior of m-phenylene
coupler to give ferromagnetic interactions between the two radical centers. Hence, for
6.5 and 6.6, ferromagnetic coupling is observed with very small energy gap between
HOMO and LUMO. This transformation from closed shell for molecules 6.1 and 6.2
to open shell configuration 6.3-6.6 is well correlated to the dissociation of bond in a
simple homodinuclear molecule by Nakano.281 The strategy of enhancing the diradical
character by increasing the spacing between the radical centers has been successfully
applied by Rottschafer et al. They have observed a decrease in the singlet-triplet energy
gap with increasing the length of spacer between the radical centers.282

6.3.2 Substituent effect

In order to investigate the simultaneous effect of different electron-withdrawing (EWG)
and electron-donating groups (EDG) i.e. push-pull substitution on the the ground-spin
state of TPHA, we investigated a series of model systems (shown in Figure 6.8) sharing
a common skeleton of TPHA with the substitution of hydrogens of the central benzene
ring with different EWG and EDG. With the aim of designing molecules with larger di-
radical character and hence diradicaloid or triplet ground state, a variety of substituents
with wide range of inductive and resonating effects are employed. The designing strat-
egy is to simultaneously push the electrons by substituting EDG (in place of H) in the
already electron rich negative part and to pull the electrons by substituting EWG from
the already electron deficient positive part of the molecule (Figure 6.8).

Molecule EDG EWG

6.1 H H

6.1a NMe2 CF3
6.1b NMe2 CN

6.1c NMe2 NO2

6.1d NH2 CF3
6.1e NH2 CN

6.1f NH2 NO2

6.1g OH CF3
6.1h OH CN

6.1i OH NO2

Figure 6.8: Modeled diradicals designed with the simultaneous substitution of electron
donating group (EDG) and electron withdrawing group (EWG) on the parent TPHA i.e.
molecule 6.1 and are aliased as 6.1a to 6.1i.
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The electron-donating substituents employed are NMe2, NH2 and OH and electron-
withdrawing substituents are CF3, CN and NO2. The substituents NMe2, NH2 and OH
have positive resonating effect (+R) implying electron-donating nature whereas CN and
NO2 possess negative resonating effect (-R) leading to electron-withdrawing nature and
CF3 owing to negative inductive effect (-I) also shows electron-withdrawing character.
Further, the strength of donation or removal of electron density of different substituents
is provided by Hammett constant (σpara)283 which signifies the net influence of resonat-
ing and inductive effects. The negative and positive sign of σpara signifies electron-
donating and electron-withdrawing nature of substituent respectively and its magnitude
represents the strength of donation or removal of electron density. From the Hammett
constants provided in Table D.13, it is observed that NMe2, NH2 and OH have neg-
ative σpara implying electron-donating character with the strength in the order NMe2

(-0.83) > NH2 (-0.66) > OH (-0.37) whereas NO2, CN and CF3 possess positive value
indicating electron-withdrawing nature of substituents with NO2 (0.78) being strongest
followed by CN (0.66) and CF3 (0.54).

Further, based on attached EDG, the 9 modeled molecules (shown in Figure 6.8) are
classified into three distinct series A, B and C containing NMe2, NH2 and OH respec-
tively as EDG. EWGs are varied from CF3, CN and NO2 in each series respectively.
Accordingly, molecules 6.1a, 6.1b and 6.1c belongs to series A, series B contains 6.1d,
6.1e and 6.1f, and series C comprises of 6.1g, 6.1h and 6.1i.

The investigation of <S 2> values in HS state (Table 6.2) reveals that the spin-
contaminations of the triplet states are low and are atmost 0.04. However, the <S 2>

values in BS state show a wide range of spin-contamination with value of <S 2> rang-
ing from 0.23 to 0.62. Since, the <S 2>BS values render the extent of diradical char-
acter wherein the large <S 2>BS values approaching towards 1.0 (<1.0) signifies the
diradicaloid ground state of the molecules. Appreciably, all the substituted systems are
found to possess larger <S 2>BS values than the parent molecule 6.1. To rationalize the
observed increase in diradical character upon substitution, we propose that the EDG
pushes its electrons to the central fused benzene ring and simultaneously the EWG
pulls the electrons from the benzene ring resulting in a push-pull mechanism leading to
a resonating structure Y (Figure 6.9). We believe that with this resonating structure, the
molecule will no longer be able to partition its 16π electrons into 10π-negative and 6π-
positive parts and thus displays a transition from zwitterionic TPHA to a diradicaloid
state. Apart from this, the calculated HOMA value of the central benzene ring (Table
6.2) is in the range of 0.47-0.61, indicating lesser π-orbital overlap within the ring. Al-
though the aromaticity of the central ring is still sacrificed which can be quantified from
the smaller HOMA values, but the loss of aromaticity of the ring is not due to partition-
ing into negative and positive components but it is because of existence of resonance in
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Table 6.2: The <S 2> values in HS and BS state for the molecules 6.1a-6.1i obtained
with different substituents and the HOMA values of the central benzene ring of all the
molecules.

Molecule EDG EWG <S 2>HS <S 2>BS HOMA
6.1 H H 2.03 0.23 0.58

6.1a NMe2 CF3 2.04 0.49 0.48
6.1b NMe2 CN 2.04 0.48 0.49
6.1c NMe2 NO2 2.04 0.62 0.47
6.1d NH2 CF3 2.04 0.57 0.61
6.1e NH2 CN 2.04 0.58 0.57
6.1f NH2 NO2 2.04 0.58 0.62
6.1g OH CF3 2.04 0.46 0.56
6.1h OH CN 2.04 0.39 0.64
6.1i OH NO2 2.04 0.47 0.57

these molecules as structures X and Y (Figure 6.9). Due to these resonating structures,
the two unpaired electrons will be localized on the radical centers (triazinyl rings) in-
stead of taking part in the partitioning into two components. Eventually, the increase in
the molecular diradical character and the diradicaloid ground state will be encountered.

X Y

Figure 6.9: The resonance in the substituted molecules with the resonating structures X
and Y. Here, resonating structures of molecule 6.1c is shown.

Further, in all the three series, the molecule containing NO2 as EWG i.e. 6.1c,
6.1f and 6.1i displays larger <S 2>BS among their respective series and thus possess
larger diradical character. This is due to the strongest electron-removing tendency of
the NO2 substituent among the three EWGs considered as quantified by its Hammett
constant. Among these molecules, 6.1c comes as an optimum combination that provides
the largest value which is due to strongest electron-donating ability of NMe2 followed
by NH2 and OH which is in line to their electron-donation strength. However, molecules
6.1b, 6.1e and 6.1h containing CN as EWG yields larger value with NH2 followed by
NMe2 as EDG which is in contrast to the electron donating strength of the substituent.
The source of this ambiguity is found in the interplanar angles (ϕ1 and ϕ2 shown in
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Figure 6.8) which the EDG and EWG make with the benzene ring (Table D.14). It has
been observed that in 6.1e, the EDG is perfectly planar to the benzene ring yielding
interplanar angle ∼ 120◦ whereas 6.1b shows a minute deviation of 1.5◦ from the plane
leading to slightly less overlap of 2p orbitals of N atom of EDG and C atom of benzene
ring as compared to 6.1e where the perfect planarity yields appropriate overlapping
of the orbitals. It leads to the facile donation of lone pair of nitrogen of EDG to the
benzene ring through resonance and hence, makes Y the dominant resonating structure.
Thus, the source of the mismatch of the electron-donating nature of substituent can be
attributed to the electronic and atomic structure of the molecules. The same argument
also applies to explain the result observed with CF3 as EDG where NH2(6.1d) shows
larger value than NMe2(6.1a) due to ideally planar angle in 6.1d than 6.1a with slight
distortion of ∼ 1.5◦.

HOMO LUMO

Figure 6.10: Molecular orbitals (HOMO and LUMO) of molecule 6.1 i.e. TPHA in the
closed-shell singlet state at B3LYP/def2-TZVP level at an isovalue of 0.03.

Further, the inspection of the frontier molecular orbitals of TPHA reveals that HOMO
of TPHA exhibits large atomic coefficient at the centre of 10π-anionic part and LUMO
shows a node at the centre of 6π-cationic part (Figure 6.10). Similar spatial features
of frontier orbitals were also observed previously for bis(1,2,3-dithiazoles).264 From
this peculiar distribution of frontier orbitals, one can infer that the introduction of EDG
will donate electrons to the electron rich position and will raise the energy level of
HOMO. Similarly, introduction of EWG at positive position will remove electrons from
the electron deficient position and will lower the energy level of LUMO. Therefore, the
simultaneous substitution of EDG and EWG results in the raising of HOMO level and
lowering of LUMO level and consequently, brings down the gap between HOMO and
LUMO (∆EHL) leading to preferential diradicaloid ground state of the molecules. Fig-
ure 6.11 depicts the ∆EHL of the molecules with different EDG and EWG and the parent
molecule 6.1. It has been identified that for 6.1, the ∆EHL is highest with least diradical
character and for all other molecules, ∆EHL is smaller than that for 6.1. This proposes
an inverse relation between the ∆EHL and the diradical character. Among the three se-

85



Diamagnetic di-Blatter’s zwitterion to antiferro- and ferromagnetically coupled
diradicals

ries, ∆EHL is least for the molecules containing NO2 as EWG i.e. 6.1c, 6.1f and 6.1i
providing the reason for the large diradical character in these molecules. The smallest
∆EHL for molecule 6.1c also unveils the observation of largest diradical character in this
molecule. In series A, molecules 6.1a and 6.1b bear similar ∆EHL supporting compa-
rable diradical character. In series B, molecules 6.1d and 6.1e possess equivalent ∆EHL

matching the corresonding diradical character. Among series C, molecule 6.1h with
smallest diradical character bears largest ∆EHL.
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Figure 6.11: Energy difference (eV) between HOMO and LUMO in the structures op-
timized in open-shell singlet state for the molecules with different EDG and EWG.

Furthermore, while exploring the effect of different push-pull substitutions on the
diradical character, we encountered three molecules (Figure D.3) that exhibit pure di-
radical ground state. These are designed by positioning O− as EDG and CF3, CN and
NO2 as EWG and acronymed as O-CF3, O-CN and O-NO2 respectively. For all the three
diradicals, the <S 2>BS values are ∼1.0 (Table D.15) manifesting ideal diradical charac-
ter in these molecules. Moreover, the LUNO occupation number from CASSCF (10,10)
i.e. nLUNO is ∼0.87 (Table D.17) signifying 87% diradical character in all the molecules.
The HOMA values calculated for the central benzene ring of these diradicals is ∼0.20
(Table D.18) which is much smaller than those of molecules 6.1a-6.1i revealing the loss
of aromaticity of the ring is much more pronounced in these diradicals. This imparts that
the resonating structure Y (Figure 6.9) is more significant than X which is also observed
from the C-O bond length in the three radicals which acquires double bond character
with bond length of 1.23 Å. The magnetic exchange interactions are calculated from
DFT-based methods i.e., BS-DFT and SF-TDDFT as well as WFT based methods i.e.,
CASSCF (10,10) and CASSCF (10,10)-NEVPT2 (Table D.15, D.16, D.19). From all
the aforementioned methods, strong ferromagnetic exchange interactions are calculated
for all the three diradicals owing to triplet ground state as illustrated in Figure 6.12.

Thus, the increase of diradical character and in consequence, attainment of dirad-
icaloid or triplet ground state, upon simultaneous substitution of EDG and EWG comes
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Figure 6.12: Computed magnetic exchange interactions in three diradicals i.e. O-CF3,
O-CN and O-NO2.

up as a beneficial implementation for the designing of molecules with diradicalized
ground state advancing a step closer towards superior magnetic materials.

6.4 Conclusions

With the aim of instigating diradical character in the well known zwitterionic ground-
state of tetraphenylhexaazaanthracene i.e. TPHA (here, molecule 6.1), the molecule en-
compassing two Blatter’s radical moieties, two distinct strategies have been employed.
In the first approach, the length of the coupler between the two radical centers is in-
creased upto hexaacene. It has been identified that with increasing the length of the
coupler, the diradical character in a molecule is increased. A transition from closed-
shell singlet (molecule 6.1 and 6.2) to open-shell singlet (6.3 and 6.4) and subsequently
to triplet state for 6.5 and 6.6 is observed with the enlargement of length of the coupler.
For assessment of diradical character, different indexes, DFT based spin squared-value
(<S 2>BS ), diradical character, y value proposed by Yamaguchi and WFT based LUNO
occupation number (nLUNO) and index proposed by Head-Gordon for calculation of ef-
fective number of unpaired electrons, are implemented which complements well with
each other. All of them reveal increase in diradical character with increase in the num-
ber of benzene rings. The computed exchange interactions provide a qualitative picture
of transition from open-shell singlet for diradicals 6.3 and 6.4 to triplet state for diradi-
cals 6.5 and 6.6. A good correlation is observed between magnetic exchange coupling
constants and the energy gap between the closed-shell singlet and triplet state.

Another alternative approach is the substitution of electron donating group (EDG)
and electron withdrawing group (EWG) simultaneously (push-pull substitution) at the
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anionic and cationic fragments of the zwitterionic molecule 6.1. It has been discovered
that this strategic substitution on molecules with zwitterionic ground-state proposes
a plausible way to alter the diradical character of the molecule leading to the dirad-
icaloid ground-state. Furthermore, three molecules are observed which exhibits strong
intramolecular ferromagnetic exchange interactions owing to triplet ground state. This
work provides a new perspective of designing molecules based on Blatter’s radical with
ferromagnetic ground state.
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C H A P T E R 7

Conclusions and Future Perspectives

The fundamental understanding of the evolution of magnetic properties in magnetic
molecules is essential for obtaining these exotic molecules with retention of magnetiza-
tion at room temperature. First-principle quantum chemical calculations stand uniquely
poised in designing these exotic molecules and presents an essential source of ratio-
nalization for the observed properties. This thesis seeks to understand the magnetic
anisotropy of transition metal based organometallic complexes and the isotropic ferro-
magnetic exchange interactions in metal-free organic molecular magnets from a com-
putational perspective. To accomplish these objectives, the entire work is presented
in four chapters where the first two chapters focus on the investigation of magnetic
anisotropy of organometallic single-molecule magnets. The latter two chapters deal
with the understanding of isotropic ferromagnetic exchange interactions in metal-free
organic molecular magnets.

Transition metal complexes with high axial symmetry warrant unquenched first-
order orbital angular momentum and large spin-orbit coupling with potential in quantum
computing and high-density data storage devices. In this framework, we have studied
axially symmetric complexes in the presence and absence of equatorial ligands to study
the effect of geometry on magnetic anisotropy.

• In Chapter 3, we have modeled fourteen trigonal bipyramidal Fe(III) complexes
by varying the axial ligands with Group XV elements and equatorial ligands with
the halides. The DFT and multi-reference ab initio electronic structure methods
are employed to probe the ground-spin state, spin-crossover properties, and zero-
field splitting parameters of the complexes. The zero-field splitting is observed
to increase with the softness of the ligand at the axial position i.e., from N to As.
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However, for equatorial ligands, the largest value is observed with Br followed
by I and Cl. As a generalization, it has been observed that complexes with hard
ligands i.e., N at axial and F at equatorial positions are stabilized in the high-spin
state with minimal zero-field splitting and are not a good choice as ligands for Fe
(III) based SMMs. Moreover, a few of the complexes are identified with small
Gibbs free energy difference between the intermediate and high-spin ground state
indicating plausible candidates for spin-crossover complexes.

• In Chapter 4, five complexes containing only axial ligands i.e., quasi-linear Fe
(I) complexes are studied. The different zero-field splittings are observed for the
complexes due to the different d orbital splitting patterns. The complex 4.1 is
characterized with a large spin-reversal barrier of 218.26 cm−1 and weak spin-
phonon coupling in the complex manifesting no under-barrier relaxation. Ad-
ditionally, the existence of multiple relaxation pathways with partial relaxation
within ground-state KDs for complex 4.2 and barrierless potential well triggering
faster relaxation within the ground-state KDs in complex 4.3 provides signatures
for the absence of SIM behavior in these complexes highlighting large D is not
the sole criterion to show SMM properties. Complex 4 possessing Ising-type
anisotropy and blocking of ground-state QTM is predicted as the possible can-
didate for SIM with a large D value of -79.06 cm−1 which is the second highest
among all other Fe(I) linear complexes reported so far.

Organic diradicals with strong isotropic ferromagnetic exchange interactions and
high-spin ground-states are the potential contenders for organic-molecular magnets. In
this context, we have modeled several diradicals based on exceptionally stable Blatter’s
radical to study the nature of exchange interactions in the diradicals.

• In Chapter 5, firstly, we studied the electronic structure of Blatter’s radical. The
unique delocalization of the spin density equally among the three nitrogen atoms
makes the radical highly stable. Based on this radical, the different possible iso-
mers of di-Blatter diradicals are modeled to understand the magnetic exchange
interactions. Due to the delocalization of spin density on the three nitrogen atoms,
three micromagnetic centers are created at each radical center leading to multiple
magnetic exchange pathways and the resultant of these multiple pathways decide
the fate of exchange coupling resulting in antiferromagnetic coupling for the sta-
ble configurations. In a few of the constrained isomers, ferromagnetic exchange
interactions are observed but in a trade-off with molecular stability.

• In Chapter 6, with the aim to obtain ferromagnetic diradicals, we provide two dis-
tinct strategies to fine-tune the intrinsic zwitterionic ground-state of tetraphenyl-
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hexaazaanthrace (TPHA), the molecule encompassing two Blatter’s radical moi-
eties. In one approach, we increased the length of the coupler between the radical
centers and observed a transition from closed-shell singlet to open-shell singlet
and subsequently triplet state. In another strategy, the simultaneous substitution
of EDG and EWG groups at the cationic and anionic fragment of TPHA is done
so as to obtain molecules with strong ferromagnetic exchange interactions.

In summary, the results presented in the thesis provide molecular engineering to en-
hance magnetic anisotropy in the transition-metal based complexes and isotropic ferro-
magnetic exchange interactions in the Blatter’s based diradicals. However, still there
are challenges in the study of the monometallic transition-metal based single-molecule
magnets which can be targeted in future studies. The study of spin-phonon coupling
with deliberate consideration of anharmonic phonons and the ways to quench it re-
mains elusive and needs a much more dedicated study. Moreover, apart from modu-
lating the magnetic anisotropy by the ligands, external perturbations like the electric
field, pressure, and temperature also provide alternative strategies to modulate the mag-
netic anisotropy. Moreover, the key field of molecular magnetism is the deposition of
these exotic molecules on the surface and to investigate their robustness of the magnetic
properties while grafted on the surface which can be explored in future studies.
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A P P E N D I X A

Appendix-1

A.1 Analysis with different number of roots
The rationalization for the choice of roots of a particular multiplicity is made by doing
a number of test calculations with the different nroots of a particular multiplicity. The
results are tabulated in Table A.1.

Table A.1: Zero field splitting (D) values (cm−1) and single point energy (SPE) (Eh)
obtained with different nroots of particular multiplicity for complex 3.2.

nroots D value (cm−1) SPE (Eh)
(multiplicity) SA-CASSCF SA-NEVPT2 SA-CASSCF SA-NEVPT2

21,224,490(6,4,2) -18.25 - -3559.978771 -
4 (4) -39.72 -29.12 -3560.417876 -3562.610221

10,4,16 (6,4,2) -37.27 -44.77 -3560.349320 -3562.552111
11,4,16 (6,4,2) -39.19 -45.82 -3560.344314 -3562.547112
2,4,16 (6,4,2) -13.89 -29.57 -3560.371900 -3562.574716
1,4,10 (6,4,2) -04.88 -35.88 -3560.397632 -3562.589917

1,4 (6,4) -03.19 -41.96 -3560.427875 -3562.620168
1,10 (6,4) -00.77 -45.72 -3560.403851 -3562.596121
10,4 (6,4) -41.65 -52.37 -3560.362515 -3562.565276
11,4 (6,4) -43.21 -54.14 -3560.354855 -3562.557627
4,16 (4,2) -34.85 -20.32 -3560.373262 -3562.565582
4,10 (4,2) -35.34 -19.79 -3560.380479 -3562.572793

A.2 Energetics comparison of HS, IS, and LS state
For the realization of the ground spin state of modeled complexes, a comparison of DFT
optimized energies of HS, IS and LS state at B3LYP/def2-TZVPP level with D3(BJ)
correction is tabulated in Table A.2.
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Table A.2: DFT Optimized Energies(Eh) of HS, IS and LS state at B3LYP-D3/def2-
TZVPP level.

Energies (Eh)
Complex HS IS LS

3.1 -2485.504679 -2485.490454 -2485.464940
3.2 -3566.487275 -3566.495054 -3566.468020
3.3 -9908.143862 -9908.154199 -9908.126070
3.4 -3079.134919 -3079.147561 -3079.119596
3.5 -1912.305570 -1912.281083 -1912.253376
3.6 -2993.267854 -2993.246464 -2993.210633
3.7 -9334.914701 -9334.892468 -9334.866011
3.8 -2505.894444 -2505.870490 -2505.844722
3.9 -6274.402379 -6274.381714 -6274.360009

3.10 -7355.385247 -7355.385014 -7355.357939
3.11 -13697.039249 -13697.043914 -13697.015885
3.12 -6868.032555 -6868.040892 -6868.012370
3.13 -9621.532043 -9621.532300 -9621.504954
3.14 -11802.592252 -11802.599900 -11802.571672
3.15 -11515.980887 -11515.979036 -11515.950867

A.3 Bond lengths of different complexes

Table A.3: Average metal-ligand axial (M-Laxial) and equatorial (M-Lequatorial) bond
lengths (Å) in IS and HS state geometry at B3LYP-D3/def2-TZVPP level.

Bond Lengths (Å)
Complex Average M-Laxial Average M-Lequatorial

IS HS IS HS
3.1 2.32 2.57 1.86 1.84

3.2* 2.33 2.55 2.26 2.25
3.3 2.33 2.53 2.42 2.42
3.4 2.34 2.54 2.63 2.62
3.5 2.03 2.22 1.85 1.83
3.6 2.12 2.32 2.26 2.24
3.7 2.15 2.35 2.42 2.39
3.8 2.19 2.41 2.66 2.61
3.9 2.42 2.71 1.86 1.83

3.10 2.41 2.64 2.26 2.24
3.11 2.41 2.61 2.63 2.62
3.12 2.42 2.60 2.63 2.62
3.13 2.15(N)/22.33(P) 2.32/2.55 2.42 2.41
3.14 2.33(P)/2.42(As) 2.53/2.62 2.42 2.42
3.15 2.14(N)/2.42(As) 2.29/2.64 2.42 2.40

*Experimental M-Laxial and M-Lequatorial are 2.33 and 2.26 respectively.160
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A.4 Bond angles

Table A.4: Bond angles (◦) in IS state geometry at B3LYP-D3/def2-TZVPP level. La1

and La2 denotes the two axial ligands and Le1, Le2 and Le3 denotes the three equatorial
ligands. For complex 3.13, 3.14 and 3.15, La1 and La2 are N and P, P and As and N and
As respectively. In all other complexes, La1 = La2 and Le1 = Le2 = Le3

Bond angles (◦)
Complex La1-M-La2 Le1-M-Le2 Le2-M-Le3 Le3-M-Le1

3.1 175.5 108.0 128.5 123.4
3.2* 180.0 124.3 110.5 124.8
3.3 178.4 119.1 120.2 120.6
3.4 178.7 119.4 118.8 121.7
3.5 177.6 122.4 117.8 119.7
3.6 178.4 121.9 119.9 118.1
3.7 178.9 121.9 117.8 120.1
3.8 179.1 122.0 118.9 118.9
3.9 158.4 107.6 106.6 107.6
3.10 179.4 110.0 121.6 128.0
3.11 177.9 118.6 120.3 120.9
3.12 178.1 119.4 117.3 123.3
3.13 178.5 118.9 120.9 118.5
3.14 177.6 118.0 119.0 120.0
3.15 178.6 119.2 121.8 118.9

*Experimental La1-M-La2 = 176.6◦, Le1-M-Le2 = 122.4◦, Le2-M-Le3 = 115.0◦ and
Le3-M-Le1 = 124.8◦.160

A.5 Ground-spin state from different functionals
For the complexes with small adiabatic energy difference between HS and IS state ob-
tained from B3LYP functional i.e. complex 3.10, 3.13 and 3.15, ∆Eadia.

HS−IS is calculated
from different functionals and is tabulated in Table A.5 to predict the correct ground
state. It is observed that hybrid functionals i.e. OPBE and PBE0 are biased towards
HS state and gradient corrected functional PBE predicted the IS as ground state. BLYP
predicted IS ground state for complex 3.10 whereas HS state for complex 3.13 and 3.15.

Table A.5: ∆Eadia.
HS−IS obtained from different functionals for the complexes with smaller

energy difference between HS and IS state.

Complex
Functional 3.10 3.13 3.15

OPBE -17.3 -21.1 -28.1
PBE0 -17.5 -10.5 -13.7
PBE 18.8 18.4 8.8

BLYP 3.9 -7.8 -4.9
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A.6 Individual contribution of different components of
entropy change

Table A.6: Individual contribution of different components of entropy change i.e. ∆Sel,
∆Svib, ∆Srot and ∆Strans (kcal/mol) to the total entropy change calculated at 300 K.

Complex ∆Sel ∆Svib ∆Srot ∆Strans

3.1 0.24 0.81 0.09 0.00
3.2 0.24 1.15 0.08 0.00
3.3 0.24 0.85 0.05 0.00
3.4 0.24 1.98 0.03 0.00
3.5 0.24 1.02 0.07 0.00
3.6 0.24 1.11 0.04 0.00
3.7 0.24 0.98 0.03 0.00
3.8 0.24 0.93 0.00 0.00
3.9 0.24 0.04 0.12 0.00

3.10 0.24 1.14 0.08 0.00
3.11 0.24 1.14 0.06 0.00
3.12 0.24 0.97 0.06 0.00
3.13 0.24 1.76 0.04 0.00
3.14 0.24 1.70 0.05 0.00
3.15 0.24 0.80 0.05 0.00

A.7 SA-CASSCF(9,7)/NEVPT2 calculated ZFS param-
eters

ZFS parameters for complexes stabilized in IS state are tabulated in Table A.7 and A.8.
For all the complexes, the SA-NEVPT2 results in large magnitude of D, in IS state
which lowers to relatively smaller values in HS state.

For all the complexes, |E/D| values are negligibly small, leading to high axiality of
magnetic anisotropy.

A.7.1 D parameter
In IS state, S =3/2, Fe(III) ion has effective unquenched angular momentum and hence
leads to high ZFS values. For all the complexes with low ∆EHS−IS , large ZFS values
are calculated with both SA-CASSCF and NEVPT2 calculations in IS geometry. We
calculated the large values for the HS optimized geometries from SA-CASSCF. The
sizeable D value in HS Fe(III) complexes stems from closely lying quartet S=3/2 ex-
cited state. Although the values from NEVPT2 calculation are relatively very small, (<
|2| cm−1), which agrees with quenched orbital momentum in HS state. It can be pointed
out that the dynamic correlations become very important in such cases with closely ly-
ing sextet and quartet ground state in Fe(III) complexes. Therefore, the results from the
SA-CASSCF should then be verified from NEVPT2 calculation.
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Table A.7: D value (cm −1) of complexes from SA-CASSCF(9,7) and NEVPT2 in HS
and IS state on their respective geometries.

D value (cm −1)
Complex SA-CASSCF SA-NEVPT2

HS IS HS IS
3.1 -1.56 -4.63 -1.29 -3.66
3.2 -67.46 -37.27 -1.56 -44.78
3.3 -65.21 -58.24 -2.43 -58.09
3.4 -59.70 -56.71 -9.78 -42.06
3.5 -1.40 -2.21 -1.82 -2.94
3.6 -1.94 -3.28 -0.84 -2.21
3.7 -1.86 -2.72 -1.45 -2.13
3.8 -3.32 -25.61 -0.45 -2.29
3.9 -1.22 -5.19 -0.31 -1.72

3.10 -38.26 -32.79 -1.30 -51.66
3.11 -64.69 -55.18 -1.80 -54.89
3.12 -62.02 -56.37 -18.02 -54.94
3.13 -60.83 -52.84 -2.06 -57.42
3.14 -64.98 -56.12 -2.10 -54.86
3.15 -59.42 -51.61 -1.67 -51.87

A.7.2 E parameter

Table A.8: |E/D| value of complexes from SA-CASSCF(9,7) and NEVPT2 in HS and
IS state on their respective geometries.

|E/D| value
Complex SA-CASSCF SA-NEVPT2

HS IS HS IS
3.1 0.011 0.028 0.012 0.019
3.2 0.011 0.006 0.054 0.020
3.3 0.003 0.001 0.005 0.002
3.4 0.006 0.020 0.044 0.002
3.5 0.010 0.019 0.010 0.008
3.6 0.024 0.018 0.018 0.018
3.7 0.027 0.010 0.024 0.009
3.8 0.253 0.121 0.023 0.044
3.9 0.131 0.018 0.329 0.194

3.10 0.056 0.018 0.021 0.024
3.11 0.002 0.001 0.016 0.001
3.12 0.005 0.003 0.021 0.003
3.13 0.001 0.001 0.009 0.001
3.14 0.002 0.001 0.014 0.003
3.15 0.002 0.001 0.017 0.001
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B.1 Comparison of D values with different roots

Table B.1: Comparison of D values obtained from SA-CASSCF/NEVPT2 calculations
by considering all the roots i.e., quartet and doublet vs only quartet roots.

Complex Quartet and Doublet roots Only Quartet roots
D(cm−1) |E/D| D(cm−1) |E/D|

4.1 -107.24 0.0004 -109.13 0.0004

B.2 Löwdin d-orbital composition analysis

Table B.2: Löwdin d-orbital composition analysis of all the complexes.

Complex dz2 dxy dx2−y2 dxz dyz

4.1 82.4+8.0s 99.2 99.2 96.2 96.2
4.2 80.2+11.1s 99.6 99.6 95.0 96.2
4.3 79.8+10.8s 99.5 99.4 94.9 95.5
4.4 87.4+3.1s 91.5 91.8 92.0 91.5
4.5 81.1+9.9s 99.3 99.3 94.7 94.6

B.3 d-orbital energy ordering of all complexes
The reason for the different non-Aufbau behavior of systems 4.2 and 4.5 with respect
to 4.3 is the energy difference between the 3rd and 4th orbitals which is smaller for
complexes 4.2 and 4.5 i.e., 0.16 and 0.13 eV respectively. However, for complex 4.3,
the energy gap between 3rd and 4th orbital is large i.e., 0.24 eV. Therefore, the electron
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occupies the 4th orbital in complex 4.2 and 4.5. However, due to larger energy difference
between 3rd and 4th orbital in the case of complex 4.3, the electron goes to the 3rd orbital.
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Figure B.1: The energetic splitting of d-orbitals obtained from AILFT analysis of SA-
CASSCF/NEVPT2 calculations.

B.4 Molecular orbitals

Complex 4.5

Complex 4.3

dxz

dxz

dz2

dz2

dyz
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dx2-y2

dx2-y2

dxy

dxy

Figure B.2: Molecular orbitals of complex 4.3 and 4.5 obtained from SA-
CASSCF/NEVPT2 calculations.
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B.5 Structural parameters

B.5 Structural parameters

Figure B.3: Model to show structural parameters.

Table B.3: Bond distance of Fe with the atom of ligand directly attached to Fe and bond
angles.

Complexes Bond Lengths (Å) Bond Angles (◦)
Fe-L1 Fe-L2 L1-Fe-L2

4.1 2.06 2.06 179.19
4.2 1.99 2.00 178.68
4.3 1.98 1.97 175.82
4.4 2.02 1.64 180.00
4.5 1.98 1.98 165.35

Table B.4: Dihedral angles (◦)

Dihedral angles (◦)
Complexes cis trans

S1-L1-L2-S3 S2-L1-L2-S4 S1-L1-L2-S4 S2-L1-L2-S3
4.1 21.79 22.19 -141.38 -97.39
4.2 14.14 14.19 -165.69 -165.96
4.3 70.21 69.78 -108.00 -111.99
4.4 - - - -
4.5 71.44 52.83 -117.83 -117.88

B.6 Spin-Phonon coupling coefficient calculations for com-
plex 4.1

Firstly, the geometry is optimized followed by determining the vibrational spectrum of
the optimized geometry at B3LYP/def2-TZVP level. These calculations are performed
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Figure B.4: Low energy vibrational spectra of complex 4.1.

with the Gaussian (g16) software. The vibrational spectra with the energies less than
220 cm−1 is shown in Figure B.4. In the next step, for the vibrational frequencies with
energy lower than the spin-reversal barrier calculated for the complex i.e., < 220 cm−1,
we then computed the spin-phonon coupling coefficients, Ck in all the three directions
i.e., x, y, and z, wherein Ck is calculated using Eq. 4.1 as the second derivative of the
g component in x, y or z direction with respect to the distortion in the structure, Qk

corresponding to the vibrational mode k.
Since, Ck involves the second derivative of g component, the g tensor for each partic-

ular vibrations are determined at different distorted structures by making shifts until ±
0.75 Å in steps of 0.25. The determination of g components is done within the CASSCF
approach in Orca. As for each particular vibration, we considered 6 different distorted
structures, therefore, 6 CASSCF calculations are run for each vibrational mode. Ck

quantifies the coupling strength of the kth mode and the sign of Ck is related to the sign
of the second derivative of g with respect to Qk. Thus, the positive sign implies that g
increase from the reference value at T = 0 while the negative sign means that g decrease
as the temperature is raised.

The energies and the reduced masses and the computed spin-phonon coupling coef-
ficients of all the low frequency vibrational modes are tabulated in Table B.5.

Table B.5: The double derivative of g tensors i.e., g′′x , g′′y and g′′z , reduced mass, vibra-
tional frequencies and the spin phonon-coupling coefficients Ck using Eq. 4.1 in the
main text of the low energy vibrational modes.

Mo g′′x g′′y g′′z mk νk Ck (g′′x ) Ck(g′′y ) Ck (g′′z )
de (Å−2) (Å−2) (Å−2)
1 0.00006 0.00006 -0.0044 3.90 25.68 1.0×10−5 1.0×10−5 -7.4×10−4

2 0.00006 0.00008 -0.005 3.39 42.37 7.0×10−6 9.4×10−6 -5.9×10−4

3 0.0002 0.0002 -0.009 3.40 42.87 2.3×10−5 2.3×10−5 -1.0×10−3

4 0.0018 0.002 -0.0272 3.87 52.96 1.5×10−4 1.6×10−4 -2.2×10−3

5 0.0012 0.0014 -0.0262 3.9 54.40 9.4×10−5 1.1×10−4 -2.1×10−3

6 0.0002 0.0004 -0.0046 3.12 66.31 1.6×10−5 3.3×10−5 -3.7×10−4
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7 0.0002 0.0002 -0.006 3.17 67.10 1.6×10−5 1.6×10−5 -4.7×10−4

8 0.0006 0.0008 -0.0226 3.00 79.36 4.2×10−5 5.7×10−5 -1.6×10−3

9 0.00018 0.0004 -0.0504 2.86 80.62 1.3×10−5 2.9×10−5 -3.7×10−3

10 -0.0002 -0.0001 -0.0272 3.56 81.40 -1.2×10−5 -5.8×10−6 -1.6×10−3

11 0.0004 0.0004 -0.0058 3.27 83.30 2.5×10−5 2.5×10−5 -3.6×10−4

12 0.001 0.001 -0.0028 2.90 97.63 5.9×10−5 5.9×10−5 -1.7×10−4

13 0.0014 0.0014 -0.006 2.03 108.43 1.1×10−4 1.1×10−4 -4.6×10−4

14 0.007 0.0072 -0.0286 4.86 111.64 2.2×10−4 2.2×10−4 -8.9×10−4

15 0.0086 0.0088 -0.0242 6.04 113.12 2.1×10−4 2.2×10−4 -6.0×10−4

16 -0.0004 -0.0004 -0.0098 1.18 123.84 -4.6×10−5 -4.6×10−5 -1.1×10−3

17 -0.0004 -0.0004 -0.012 1.22 125.95 -4.4×10−5 -4.4×10−5 -1.3×10−3

18 0.000014 0.00002 -0.0024 1.08 130.04 1.7×10−6 2.4×10−6 -2.9×10−4

19 -0.0004 -0.0002 -0.0036 1.12 130.98 -4.6×10−5 -2.3×10−5 -4.1×10−4

20 0.0022 0.0024 -0.0048 1.25 135.44 2.2×10−4 2.4×10−4 -4.8×10−4

21 -0.0018 -0.0018 -0.0042 2.45 140.37 -8.8×10−5 -8.8×10−5 -2.1×10−4

22 -0.0022 -0.002 -0.0046 2.67 141.16 -9.8×10−5 -8.9×10−5 -2.1×10−4

23 0.0036 0.0038 -0.0274 1.46 144.20 2.9×10−4 3.0×10−4 -2.2×10−3

24 0.0038 0.0038 -0.028 3.44 151.97 1.2×10−4 1.2×10−4 -9.0×10−4

25 0.0036 0.0038 -0.0274 3.80 152.90 1.0×10−4 1.1×10−4 -7.9×10−4

26 0.0018 0.0018 -0.0046 2.15 158.60 8.9×10−5 8.9×10−5 -2.3×10−4

27 -0.00001 -0.00006 -0.0056 1.16 162.62 -8.9×10−7 -5.3×10−6 -5.0×10−4

28 -0.0002 -0.0002 -0.004 1.15 164.68 -1.8×10−5 -1.8×10−5 -3.5×10−4

29 -0.00008 -0.00006 -0.0056 1.14 167.79 -7.0×10−6 -5.3×10−6 -4.9×10−4

30 0.000004 0.00004 -0.0054 1.15 168.58 3.5×10−7 3.5×10−6 -4.7×10−4

31 0.0002 0.0002 -0.0016 1.91 171.35 1.0×10−5 1.0×10−5 -8.2×10−5

32 0.00014 0.00014 -0.0006 1.45 176.98 9.2×10−6 9.2×10−6 -3.9×10−5

33 0.00012 0.00012 -0.0006 1.26 182.05 8.8×10−6 8.8×10−6 -4.4×10−5

34 0.0004 0.0004 -0.002 1.78 185.95 2.0×10−5 2.0×10−5 -1.0×10−4

35 0.000008 0.00002 -0.0022 1.90 186.58 3.8×10−7 9.5×10−7 -1.0×10−4

36 0.0008 0.0008 -0.0028 1.72 186.81 4.2×10−5 4.2×10−5 -1.5×10−4

37 -0.00006 -0.00002 -0.006 2.22 189.20 -2.4×10−6 -8.0×10−7 -2.4×10−4

38 -0.00004 -0.000004 -0.0062 1.94 189.61 -1.8×10−6 -1.8×10−7 -2.8×10−4

39 0.0002 0.0002 -0.0014 1.34 198.16 1.3×10−5 1.3×10−5 -8.8×10−5

40 0.0022 0.0024 -0.0102 2.22 201.14 8.3×10−5 9.0×10−5 -3.8×10−4

41 0.002 0.002 -0.0084 2.23 201.47 7.5×10−5 7.5×10−5 -3.1×10−4

42 0.0004 0.0004 -0.004 1.5 203.87 2.2×10−5 2.2×10−5 -2.2×10−4

43 0.0002 0.0004 -0.0112 1.96 205.41 8.4×10−6 1.7×10−5 -4.7×10−4

44 0.0002 0.0002 -0.009 1.94 206.29 8.4×10−6 8.4×10−6 -3.8×10−4

45 0.00004 0.00006 -0.00008 1.26 208.78 2.6×10−6 3.8×10−6 -5.1×10−6

46 0.0002 0.0002 -0.00014 1.19 210.87 1.3×10−5 1.3×10−5 -9.3×10−6

47 -0.0002 -0.00018 0.0004 1.51 214.21 -1.0×10−5 -9.3×10−6 2.1×10−5

48 -0.00018 -0.00016 0.0004 1.45 215.32 -9.7×10−6 -8.6×10−6 2.1×10−5

49 0.0001 0.00012 -0.0002 1.15 217.23 6.7×10−6 8.0×10−6 -1.3×10−5

50 0.0004 0.0004 -0.0012 2.53 219.30 1.2×10−5 1.2×10−5 -3.6×10−5

Since, the spin-phonon interactions are weak, therefore, in the weak coupling regime,
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it is the linear derivative of the g components that is considered221,222 and the spin-
phonon coupling coefficient reads as

Ck =
ℏ

4π

(
δg
δQk

)
1

mkνk
(B.1)

The spin-phonon coupling coefficients calculated with the linear derivative of the
g components employing Eq. B.1 are collected in Table B.6. For all the low energy
vibrational modes, these are also computed to be very small and the corresponding
thermal populations of the different modes is also very small. Thus, indicating the
feeble spin-phonon coupling for the lower vibrations highlighting the relaxation to take
place via the first excited state with the spin-reversal barrier of 218.26 cm−1, in well
agreement with the experiments.

Table B.6: The linear derivative of g tensors i.e., g′x, g′y and g′z and the calculated spin
phonon-coupling coefficients Ck using Eq. B.1 of the low energy vibrational modes.

Modes g′x g′y g′z Ck (g′x) Ck(g′y) Ck (g′z)
(Å−2) (Å−2) (Å−2)

1 0.001 0.001 -0.0023 1.7×10−4 1.7×10−4 -3.9×10−4

2 0.0001 0.0001 0.0002 1.2×10−5 1.2×10−5 2.3×10−5

3 0.000001 -0.0000007 -0.0001 1.2×10−7 -8.1×10−8 -1.2×10−5

4 -0.00004 -0.00004 -0.00007 -3.3×10−6 -3.3×10−6 -5.8×10−6

5 -0.0001 -0.0001 0.0004 -7.8×10−6 -7.8×10−6 3.1×10−5

6 0.000004 -0.0000007 -0.0001 3.3×10−7 -5.7×10−8 -8.1×10−6

7 -0.00001 -0.00001 0.0001 -7.9×10−7 -7.9×10−7 7.9×10−6

8 0.0012 0.0012 -0.0012 8.5×10−5 8.5×10−5 -8.5×10−5

9 -0.0002 -0.0002 0.0003 -1.5×10−5 -1.5×10−5 2.2×10−5

10 -0.0008 -0.0008 0.0011 -4.6×10−5 -4.6×10−5 6.4×10−5

11 -0.0015 -0.0015 0.0033 -9.3×10−5 -9.3×10−5 2.0×10−4

12 -0.0001 -0.0001 0.0002 -5.9×10−6 -5.9×10−6 1.2×10−5

13 -0.00002 -0.00002 0.00002 -1.5×10−6 -1.5×10−6 1.5×10−6

14 -0.0001 -0.0001 0.0005 -3.1×10−6 -3.1×10−6 1.6×10−5

15 -0.0001 -0.0001 0.0024 -2.5×10−6 -2.5×10−6 5.9×10−5

16 -0.0001 -0.0001 0.0003 -1.1×10−5 -1.1×10−5 3.4×10−5

17 0.0005 0.0005 -0.0018 5.5×10−5 5.5×10−5 -2.0×10−4

18 -0.0001 -0.0001 0.0004 -1.2×10−5 -1.2×10−5 4.8×10−5

19 0.0003 0.0003 -0.0012 3.4×10−5 3.4×10−5 -1.4×10−4

20 -0.0029 -0.0029 0.008 -2.9×10−4 -2.9×10−4 8.0×10−4

21 -0.0005 -0.0005 0.0017 -2.4×10−5 -2.4×10−5 8.3×10−5

22 0.0002 0.0002 -0.001 8.9×10−6 8.9×10−6 -4.5×10−5

23 0.0004 0.0004 -0.001 3.2×10−5 3.2×10−5 -8.0×10−5

24 0.0005 0.0005 -0.0016 1.6×10−5 1.6×10−5 -5.1×10−5

25 0.0004 0.0004 -0.001 1.2×10−5 1.2×10−5 -2.9×10−5

26 -0.0021 -0.0021 0.007 -1.0×10−4 -1.0×10−4 3.5×10−4

27 0.0001 0.0001 -0.0005 8.9×10−6 8.9×10−6 -4.4×10−5

28 0.0001 -0.0001 0.0003 8.8×10−6 -8.8×10−6 2.7×10−5
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29 -0.000007 -0.00001 0.0001 -6.1×10−7 -8.8×10−7 8.8×10−6

30 -0.0002 -0.0002 0.0007 -1.7×10−5 -1.7×10−5 6.1×10−5

31 -0.0002 -0.0002 0.0008 -1.0×10−5 -1.0×10−5 4.1×10−5

32 -0.0001 -0.0001 0.0007 -6.6×10−6 -6.6×10−6 4.6×10−5

33 -0.0002 -0.0002 0.0007 -1.5×10−5 -1.5×10−5 5.1×10−5

34 0.0007 0.0007 -0.0022 3.6×10−5 3.6×10−5 -1.1×10−4

35 0.0004 0.0004 -0.0012 1.9×10−5 1.9×10−5 -5.7×10−5

36 0.0012 0.0012 -0.0034 6.3×10−5 6.3×10−5 -1.8×10−4

37 0.0002 0.0002 -0.0007 8.0×10−6 8.0×10−6 -2.8×10−5

38 0.0005 0.0005 -0.0017 2.3×10−5 2.3×10−5 -7.8×10−5

39 -0.0003 -0.0003 0.001 -1.9×10−5 -1.9×10−5 6.3×10−5

40 0.00008 0.00008 -0.0003 3.0×10−6 3.0×10−6 -1.1×10−5

41 0.0002 0.0002 -0.0006 7.5×10−6 7.5×10−6 -2.2×10−5

42 -0.0005 -0.0005 0.0015 -2.7×10−5 -2.7×10−5 8.2×10−5

43 0.0003 0.0003 -0.0013 1.3×10−5 1.3×10−5 -5.4×10−5

44 0.0004 0.0004 -0.0013 1.7×10−5 1.7×10−5 -5.5×10−5

45 0.00005 0.00005 -0.00009 3.2×10−6 3.2×10−6 -5.8×10−6

46 0.000006 0.000005 -0.00001 4.0×10−7 3.3×10−7 -6.7×10−7

47 -0.0002 -0.0002 0.0007 -1.0×10−5 -1.0×10−5 3.6×10−5

48 0.0003 0.0003 -0.001 1.6×10−5 1.6×10−5 -5.4×10−5

49 0.0001 0.0001 -0.0002 6.7×10−6 6.7×10−6 -1.3×10−5

50 0.0005 0.0005 -0.0018 1.5×10−5 1.5×10−5 -5.5×10−5
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Figure B.5: Calculated Bk values considering linear derivative of g tensor, in x, y, and z
directions, for the low energy vibrational modes calculated at CASSCF level.
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C.1 DFT based methods

C.1.1 Spin-constraint DFT: Selection of the constrained zones
Often DFT based broken symmetry approach overestimates the exchange couplings due
to spurious delocalization of magnetic orbitals, especially in the case of highly conju-
gated and symmetric molecules. For di-Blatter diradicals, owing to highly conjugated
and nearly planar geometries of b-b, b-c and c-c isomers, the overestimation of 2J’s
is even more prominent in stable configurations. Thus, appropriately confining the
magnetic moment on the selected zones is necessary to obtain more accurate exchange
couplings using constrained DFT calculations.

Figure C.1: CBS-DFT; spatially constrained zones for ‘c-c’ isomer with the constrained
magnetic moment of 0.80 µB on the respective zones. The pink and green color repre-
sents α and β spin with isovalue of 5x10−3 µB/Å3.

Fig. C.1 illustrates the selected zones and the respective magnetic moments for c-c
isomer. Both the zones, i.e., Zone A and Zone B are localized on the triazinyl rings
of the individual Blatter’s moieties. The natural delocalization of spin density from the
triazinyl ring to the fused benzene ring of Blatter’s radical is one of the reasons behind
its super-stability. Thus, only 0.80 µB amount of magnetic moment is constrained on
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the triazinyl ring, allowing rest of the 0.20 µB spin moment to delocalize on the fused
benzene ring for both the radical monomers. This methodology is followed for all the
10 possible isomers under study.

Table C.1: Total energies and calculated magnetic exchange coupling constant (2J)
for the 10 possible isomers of di-Blatter diradical using CBS-DFT; B3LYP/6-311G*
method.

Possible Energies(Eh) 2J (cm−1)
Isomers HS BS

< S 2 >HS < S 2 >BS

a-a -1792.542798 -1792.542788 4.38
2.03 1.03

a-b -1792.547626 -1792.547971 -127.28
2.03 1.01

a-c -1792.547128 -1792.547511 -168.01
2.03 1.01

a-d -1792.537223 -1792.537148 32.92
2.03 1.03

b-b -1792.550359 -1792.550736 -165.48
2.03 1.01

b-c -1792.550754 -1792.551258 -219.46
2.03 1.00

c-c -1792.550553 -1792.551795 -544.28
2.03 0.99

b-d -1792.539032 -1792.539144 -49.16
2.03 1.02

c-d -1792.539063 -1792.538986 33.78
2.03 1.02

d-d -1792.528119 -1792.528098 9.2
2.03 1.03

The comparison of computed 2J’s using CBS-DFT and BS-DFT (tabulated in Table
C.1 and C.2) reveals that for c-c isomer, exchange coupling produced by CBS-DFT, i.e.,
-544.28 cm−1, is in close agreement to experimentally reported 2J, i.e., -444.19 cm−1,
as compared to BS-DFT which results in 2J value of -599.92 cm−1. The similar trend is
observed for b-b and b-c isomers. However, no significant difference is observed in BS-
DFT and CBS-DFT for the sterically hindered isomers, with connecting sites “a” and
“d”. This is due to orthogonal orientation of radical centres with respect to each other
in these isomers, which results in broken conjugation of π-orbitals, thereby preventing
the over-delocalization of magnetic orbitals by itself.
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C.1.2 BS-DFT

Table C.2: Total energies and calculated magnetic exchange coupling constant (2J)
for the 10 possible isomers of di-Blatter diradical using BS-DFT; B3LYP/def2-TZVP
method.

Possible Energies(Eh) 2J (cm−1)
Isomers HS BS

< S 2 >HS < S 2 >BS

a-a -1791.694112 -1791.694101 4.94
2.03 1.03

a-b -1791.698629 -1791.699000 -162.7
2.03 1.01

a-c -1791.698087 -1791.69847 -168.1
2.03 1.01

a-d -1791.68757 -1791.687504 31.44
2.03 1.03

b-b -1791.701992 -1791.702443 -196.36
2.03 1.00

b-c -1791.702347 -1791.702945 -262.38
2.03 1.00

c-c -1791.701589 -1791.702956 -599.92
2.03 0.98

b-d -1791.689896 -1791.690032 -59.56
2.03 1.01

c-d -1791.689806 -1791.689739 29.3
2.03 1.02

d-d -1791.677492 -1791.67747 10.2
2.03 1.03

C.2 Wave-function based multi-configurational methods

C.2.1 Selection of active space for CASSCF/NEVPT2 calculations
Various combinations of active space are explored for ‘c-c’ isomer to find an optimum
and appropriate space that can correctly predict the singlet-triplet energy gap in good
agreement with experimental data. Starting from the minimal CAS space, i.e., CAS(2,2)
which takes into account two electrons in two magnetic orbitals, the space is extended
up to CAS(6,6). Table C.3 illustrates the computed exchange couplings using different
active space for ‘c-c’ isomer. For CAS(2,2), two SOMO’s containing two unpaired
electrons in the radical centres are involved. As illustrated in Fig C.2, both the SOMO’s
are localized on the triazinyl and fused benzene ring of both the radical monomers.
With this, CAS(2,2) provides with exchange coupling of -164.16 cm−1 which improves
to 511.60 cm−1 upon inclusion of dynamical correlation by NEVPT2 method, which is
in close agreement to the experimental 2J value of -444.19 cm−1.

Further, to obtain a complete understanding of the computed exchange couplings,
the CAS space is extended to CAS(4,4). For CASSCF (4,4), as shown in Fig. C.2,

109



Appendix-3

Figure C.2: Selected Orbitals for CASSCF active space. The orbitals in the CAS(2,2)
are enclosed in the green box and that of CAS(4,4) and CAS(6,6) are enclosed in the
blue and red box respectively. The orbitals are plotted at the isovalue of 0.02 a.u.

along with the two SOMOs, the additional π-orbitals, i.e., HOMO-3 and LUMO+2,
delocalized on both the radical sites as well as the single bond connecting both the
radical monomers are taken into account. Although the total energy is decreasing
with the increasing size of CAS space, but CAS(4,4) yields an underestimated value
of -156.48 cm−1. The inclusion of dynamical correlation even worsened the situation
providing strongly overestimated exchange coupling of -859.68 cm−1. CAS(4,4) is fur-
ther enlarged to CAS(6,6) by adding the two additional π- orbitals, i.e., HOMO-4 and
LUMO+3, along with all the orbitals of CAS(4,4) space. Although CAS(6,6) also pro-
duces a better 2J value of -533.76 cm−1, but with an overestimated exchange on incor-
porating dynamical correlation. A similar scenario was also observed in one of our re-
cent works where quite promising results were obtained with CASSCF(2,2)+NEVPT2
and CASSCF(6,6).244 The similar overestimation of exchange couplings on the inclu-
sion of dynamical correlation for larger active spaces was also observed therein.

Table C.3: Calculated magnetic exchange using CASSCF and CASSCF-NEVPT2 with
different active space for the experimentally synthesized isomer ‘c-c’.

Active Space E(HS) E(LS) 2J(cm−1)
CAS(2,2) -1781.35023 -1781.35069 -164.16
CAS(4,4) -1781.35186 -1781.35258 -156.48
CAS(6,6) -1781.36886 -1781.37129 -533.76

CAS(2,2)-NEVPT2 -1789.14170 -1789.14403 -511.6
CAS(4,4)-NEVPT2 -1789.12964 -1789.13356 -859.68
CAS(6,6)-NEVPT2 -1789.13559 -1789.13931 -817.1
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C.2.2 Computed exchange interactions and spin-states energies

Table C.4: Computed energies (Eh) and calculated magnetic exchange coupling
constant for the possible isomers of di-Blatter diradical using CASSCF(2,2) and
CASSCF(2,2)-NEVPT2.

Possible CASSCF CASSCF-NEVPT2
Isomers E(HS) E(LS) 2J(cm−1) E(HS) E(LS) 2J(cm−1)

a-a -1781.34287 -1781.34283 8.77 -1789.14007 -1789.13999 17.99
a-b -1781.34677 -1781.34692 -32.48 -1789.13874 -1789.13921 -103.15
a-c -1781.34617 -1781.34628 -25.02 -1789.13997 -1789.14039 -92.39
a-d -1781.33295 -1781.33288 15.8 -1789.14694 -1789.14681 30.5
b-b -1781.35011 -1781.35047 -79.42 -1789.13722 -1789.13794 -158.02
b-c -1781.35023 -1781.35069 -100.73 -1789.13850 -1789.13959 -240.54
c-c -1781.34952 -1781.35027 -164.16 -1789.14170 -1789.14403 -511.6
b-d -1781.33500 -1781.33507 -16.02 -1789.13819 -1789.13825 -12.57
c-d -1781.33429 -1781.33424 11.85 -1789.14090 -1789.14072 38.84
d-d -1781.31895 -1781.31894 2.41 -1789.15184 -1789.15181 7.46

C.3 Calculation of individual pairwise exchange inter-
actions

For isomer ‘b-c’
There are 9 possible pairwise magnetic exchange interactions prevailing between N1-
N4, N1- N5, N1-N6, N2-N4, N2-N5, N2-N6, N3-N4, N3-N5 and N3-N6 (denoted by
2JN1−N4, 2JN1−N5, 2JN1−N6, 2JN2−N4, 2JN2−N5, 2JN2−N6, 2JN3−N4, 2JN3−N5, 2JN3−N6) as
shown in Fig. C.3.

Figure C.3: Different possible interactions in isomer ‘b-c’.

The individual interactions are considered by replacing all the N-atoms with the iso-
electronic CH units except the considered pair of N-atoms. For example, to determine
the exchange for N1-N4, all N-atoms except N1 and N4 are replaced by isoelectronic
CH units as illustrated by bc1 unit of Fig C.4.

As tabulated in Table C.6, due to difference in spin densities obtained for CH-
substituted diradicals (bc1-bc9) and isomer ‘b-c’, the calculated coupling constants
(2J′Nx−Ny) are overestimated for bc1–bc9. Thus, the true magnitude of exchange in-
teraction (2JN1−N4) is calculated as below:
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Figure C.4: Diradicals bc1 – bc9 to compute individual pairwise interactions taking
place in isomer ‘b-c’.

For N1-N4:
When the average spin density is 0.339 (in diradical bc1) (Table C.5), 2J′N1−N4 = 299.1
cm−1

However, the true spin density (in isomer ‘b-c’) is 0.227,
so

2JN1−N4 =
0.227
0.399

× 299.1 = 200.28 cm−1

It can be written as 2JN1−N4 = c14 × 2J′N1−N4

where c14 is the ratio of Average lowdin spin population on N1 and N4 in isomer b-c
(0.227) to the Average lowdin spin population on N1 and N4 in diradical bc1 (0.339)

Similarly, for N1-N5:
When the average spin density is 0.305 (in diradical bc2) (Table C.6), 2J′N1−N5 = 288.52
cm−1

Now, the true spin density (in isomer ‘b-c’) is 0.232, so

2JN1−N5 =
0.232
0.305

× 288.52 = 219.46 cm−1

All the calculations are performed in a similar way and the obtained 2JNx−Ny values
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(cm−1) are summarised in Table C.7.

Table C.5: Calculated exchange coupling for different possible exchange interactions
(2J′Nx−Ny) of diradicals bc1–bc9.

Diradicals (Interaction) 2J′Nx−Ny

bc1 (N1-N4) 299.10
bc2 (N1-N5) 288.52
bc3 (N1-N6) -1046.44
bc4 (N2-N4) 350.72
bc5 (N2-N5) 356.50
bc6 (N2-N6) -1175.44
bc7 (N3-N4) -73.20
bc8 (N3-N5) -79.86
bc9 (N3-N6) 296.28

Table C.6: Comparison of average spin density on N-atoms for diradicals bc1–bc9 with
‘b-c’ (average spin density is the average of spin density on the two nitrogen atoms).

Diradicals Average spin density on nitrogen atoms
Diradicals bc1 - bc9 Isomer ‘b-c’

bc1 (N1-N4) 0.339 0.227
bc2 (N1-N5) 0.305 0.232
bc3 (N1-N6) 0.337 0.222
bc4 (N2-N4) 0.303 0.233
bc5 (N2-N5) 0.268 0.238
bc6 (N2-N6) 0.306 0.228
bc7 (N3-N4) 0.344 0.224
bc8 (N3-N5) 0.310 0.228
bc9 (N3-N6) 0.340 0.219

Table C.7: Corrected 2J values for different possible individual pairwise exchange in-
teractions in isomer ‘b-c’.

Different possible 2JNx−Ny

exchange interactions (cxy x 2J′Nx−Ny)
N1-N4 200.28
N1-N5 219.46
N1-N6 -689.34
N2-N4 269.69
N2-N5 316.59
N2-N6 -875.82
N3-N4 -47.66
N3-N5 -58.73
N3-N6 190.84

Total 2J =
∑

2JNx−Ny = -474.68 cm−1
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C.4 Variation of 2J with dihedral angle in isomer ‘a-a’

Figure C.5: Variation of 2J with dihedral angle between two radical monomers for ‘a-a’
isomer.

To verify whether the ferromagnetic exchange in isomer ‘a-a’ is due to the large dihedral
angle, exchange interactions are computed by constraining the dihedral angles for ‘a-a’.
Ferromagnetic exchange interactions are obtained for the optimized geometry, exhibit-
ing a large dihedral angle of 71.8◦. However, constraining the dihedral to smaller angles
and thereby making the geometry planar yields antiferromagnetic exchange. Constraint
calculations are performed only up to a minimum angle of 20◦, as decreasing the angle
beyond 20◦ leads to overlap of two radical monomer units.
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D.1 Zwitterionic form of TPHA
The TPHA molecule adopts the zwitterionic configuration in its CSS state with the
separation into 10π-anionic and 6π-cationic units. To elucidate this, different charge
distribution schemes, including Löwdin, Mulliken and Hirshfeld charge distribution are
used and are illustrated in Figure D.1a, D.1b and D.1c.

(a) (b)

(d)

(c)

(e)

Figure D.1: (a) The Löwdin charge density distribution (b) the Mulliken charge density
distribution on different atoms of TPHA obtained at B3LYP/def2-TZVP level (c) Cal-
culated dipole moment of TPHA with the direction of arrow from positive to negative
part of the molecule (d) Electrostatic potential mapped on the electron density surface
where red indicates negative charge and blue indicates positive charge.

Noteworthy, in this case, the positive and negative charges are not localized on the
C1 and C4 only, but are delocalized over the 6π (blue part in Fig D.1a) and 10π parts
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(red part in Fig D.1a), therefore, we have taken the summation of the charges on all
atoms in the two parts. The summed Löwdin charges on the negative part over all
the atoms yield -0.36 a.u. charge. In contrast to this, the summed Löwdin charges
on the positive part yield +0.36 a.u. Similarly, the summed Mulliken charges on the
positive part is +0.51 a.u. and that on the negative part is -0.50 a.u. The corresponding
Hirshfeld charges on the positive and negative parts are -0.42 and +0.41 respectively.
Thus, all the considered charge distributions imply the formation of zwitterionic form in
the CSS state. Moreover, in Figure D.1d, the dipole moment of the molecule is plotted.
Since, the dipole moment orients from positive to negative direction, it highlights the
existence of positive and negative parts in the TPHA marking the zwitterionic state in
the molecule. The electrostatic potential mapped on the electron density surface is also
in favor of the zwitterionic ground state with separation of positive and negative parts
(Figure D.1e). Thus, TPHA adopts the zwitterionic ground state in its CSS state.

D.2 Effect of length of coupler

D.2.1 Energetics comparison of different molecules
The molecules 6.1 to 6.6 are optimized in closed-shell singlet (CSS), open-shell singlet
(OSS) and triplet (T) state. The optimized energies are collected in Table D.1.

Table D.1: DFT optimized energies (Eh) of molecules 6.1-6.6 in CSS, OSS and T states.

Molecules Energies(Eh)
CSS OSS T

6.1 -1560.731910 -1560.731940 -1560.703722
6.2 -1714.320011 -1714.320450 -1714.306505
6.3 -1867.905945 -1867.909631 -1867.902685
6.4 -2021.491373 -2021.499045 -2021.495837
6.5 -2175.076950 -2175.085557 -2175.086306
6.6 -2328.664387 -2328.678135 -2328.680267

The relative energies of all the molecules referred to closed-shell states are given
in Table D.2. From the relative energies, it is inferred that molecule 6.1 and 6.2 are
stabilized in CSS state whereas molecule 6.3 and 6.4 are in OSS state. Molecules 6.5
and 6.6 possess triplet as ground state.

Table D.2: Relative energies referred to the CSS state for OSS and T states (in meV).

Molecules CSS OSS T
[E(CSS)-E(CSS)] [E(OSS)-E(CSS)] [E(T)-E(CSS)]

6.1 0.00 0.8 761.07
6.2 0.00 11.85 364.66
6.3 0.00 -99.52 88.1
6.4 0.00 -207.14 -120.52
6.5 0.00 -234.21 -254.59
6.6 0.00 -374.10 -432.12
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D.2.2 Energies of molecular orbitals of diradicals 6.5 and 6.6

Figure D.2: Molecular orbitals of α-spin electrons of molecules 6.5 and 6.6. The pink,
blue and green colors represent the doubly occupied, singly occupied, and unoccupied
orbitals respectively.

The spin-contamination for the diradicals 6.5 and 6.6 in the triplet state is up to 0.36. It
is due to increased degeneracy of the molecular orbitals for these diradicals which can
be observed from the Figure D.2.

D.2.3 Diradical character index (y) values
To compute the diradical character as proposed by Yamaguchi et al.271, the occupation
numbers of frontier natural orbitals have been taken. Since, there are large number
of orbitals with partial occupation number, so instead of considering only the HOMO
and LUMO, we have considered the occupation of larger number of orbitals. For
molecule 6.1, we have considered the occupation number of three occupied i.e. HOMO,
HOMO-1 and HOMO-2 and three unoccupied i.e., LUMO, LUMO+1, LUMO+2, or-
bitals since, molecule 6.1 has benzene as coupler with 3π bonds. Further, proceeding
towards molecule 2, since there is addition of one benzene ring, which means addition
of 2 π bonds, therefore, we have added two more occupied and unoccupied orbitals re-
spectively. In a similar way, we have increased the two occupied and two unoccupied
orbitals with addition of each benzene ring in moving from molecules from 6.3 to 6.6.
Taking the occupation numbers of these orbitals, T i.e., overlap integral is calculated
and subsequently put in the equation for y to compute the diradical character index.
The y values are collected in Table D.3.

Table D.3: Computed diradical character (y) for molecules 6.1-6.6.

Molecules 6.1 6.2 6.3 6.4 6.5 6.6
y value 0.28 0.53 0.65 0.75 0.78 0.80
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D.2.4 Occupation number of HONO and LUNO from CASSCF
The orbital occupation number of HONO and LUNO obtained from CASSCF(10,10)
are collected in Table D.4.

Table D.4: Occupation numbers of HONO (nHONO) and LUNO (nLUNO) obtained from
CASSCF(10,10).

Molecules 6.1 6.2 6.3 6.4 6.5 6.6
nHONO 1.70 1.42 1.20 1.11 1.06 1.05
nLUNO 0.30 0.58 0.80 0.89 0.94 0.95

The occupation number of LUNO is subsequently increasing from 0.30 for molecule
6.1 to 0.95 for molecule 6.6 indicating an increase in diradical character with larger
number of benzene ring in the coupler.

D.2.5 Computation of Head-Gordon Index
To compute the Head-Gordon Index for the molecules 6.1 to 6.6, the occupation num-
ber of orbitals with partial occupancy are taken from CASSCF(10,10). The calculated
values are tabulated in Table D.5.

Table D.5: Computed Head-Gordon index (nu,nl) for the molecules 6.1-6.6.

Molecules 6.1 6.2 6.3 6.4 6.5 6.6
nu,nl 0.62 1.50 2.05 2.20 2.17 2.21

D.2.6 Energies of frontier molecular orbitals

Table D.6: Energy difference between HOMO and LUMO (in eV) in closed shell singlet
(CSS) and SOMO1 and SOMO2 (in eV) in triplet (T) states.

Molecules CSS T
E(H) E(L) ∆EHL E(SOMO1) E(SOMO2) ∆ES S

6.1 -4.91 -2.51 2.40 -5.66 -3.87 1.79
6.2 -4.74 -3.00 1.74 -5.45 -4.23 1.22
6.3 -4.61 -3.36 1.25 -5.28 -4.50 0.78
6.4 -4.53 -3.59 0.94 -5.02 -4.65 0.37
6.5 -4.41 -3.77 0.64 -4.83 -4.75 0.08
6.6 -4.27 -3.88 0.39 -4.81 -4.70 0.11
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D.2.7 Computed exchange couplings using BS-DFT

Table D.7: Total energies and calculated exchange coupling constants for the diradicals
using BS-DFT; B3LYP/def2-TZVP method.

Molecules Energy (Eh) 2J(cm−1)
<S 2>HS <S 2>BS

6.3 -1867.902685 -1867.909005 -2774.64
2.04 0.77

6.4 -2021.495837 -2021.498662 -1240.04
2.08 0.89

6.5 -2175.086306 -2175.085557 328.84
2.21 0.97

6.6 -2328.680267 -2328.676170 1797.40
2.36 1.03

D.2.8 Computed exchange couplings using BS(SF)-DFT

Table D.8: Total energies and calculated exchange coupling constants for the diradicals
using BS(SF)-DFT; B3LYP/def2-TZVP method.

Molecules Energy (Eh) 2J(cm−1)
<S 2>HS <S 2>BS

6.3 -1867.902826 -1867.909145 -2773.82
2.04 0.77

6.4 -2021.496014 -2021.498838 -1239.46
2.09 0.89

6.5 -2021.498838 -2175.087628 306.32
2.21 0.97

6.6 -2328.680469 -2328.676379 1795.24
2.36 1.04
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D.2.9 Computed exchange couplings using SF-TDDFT

Table D.9: Total energies and calculated exchange coupling constants for the diradicals
using SF-TDDFT; BHHLYP/def2-TZVP method.

Molecules Energy (eV) 2J(cm−1)
<S 2>GS <S 2>ES

6.3 0.544 0.747 -1632.05
0.43 2.44

6.4 0.725 0.789 -516.19
0.79 2.58

6.5 0.816 0.825 72.59
2.76 1.23

6.6 0.304 0.349 362.95
2.03 1.42

D.2.10 Spin-decontaminated procedure in BS-DFT

Table D.10: Computed Energies and <S 2> values of diradicals 6.3-6.6 obtained using
LSCF method.

Molecules 6.3 6.4 6.5 6.6
E(HS,RO) -1867.898256 -2021.490809 -2175.081286 -2328.659958

2.00 2.00 2.00 2.00
E(HS,UFM) -1867.902626 -2021.495750 -2175.087951 -2328.673931

2.03 2.07 2.19 2.07
E(HS,U) -1867.902683 -2021.495838 -2175.088171 -2328.680266

2.04 2.09 2.21 2.36
E(BS,RO) -1867.897860 -2021.490433 -2175.080655 -2328.652847

1.00 1.00 1.00 1.00
E(BS,UFC) -1867.904935 -2021.494454 -2175.082972 -2328.658858

0.74 0.85 0.91 0.85
E(BS,UFM) -1867.908868 -2021.498570 -2175.087423 -2328.670617

0.77 0.88 0.95 1.03
E(BS,U) -1867.909001 -2021.498655 -2175.087471 -2328.676178

0.77 0.89 0.97 1.03

Table D.11: Computed different contributions and total magnetic exchange coupling for
molecules 6.3-6.6.

Molecule 6.3 6.4 6.5 6.6
Jo 86.99 82.43 138.47 1560.71
∆ JKE -1253.55 -778.63 -479.27 -1350.85
∆ JCP 73.16 156.34 447.64 430.07
JOther -22.43 -6.34 37.55 208.67
JTot -1115.82 -546.19 144.40 848.59
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D.2.11 Computed exchange couplings using CASSCF and NEVPT2

Table D.12: Total energies and calculated exchange coupling constants for the diradicals
using CASSCF(10,10) and CAS(10,10)-NEVPT2 method.

Molecule E(HS) E(LS) 2J(cm−1)
CASSCF(10,10)

6.3 -1857.220625 -1857.222139 -333.08
6.4 -2009.910567 -2009.910832 -58.30
6.5 -2162.595917 -2162.595816 22.38
6.6 -2315.248468 -2315.244718 823.03

CASSCF(10,10)-NEVPT2
6.3 -1865.173269 -1865.180321 -1551.44
6.4 -2018.540443 -2018.542475 -447.03
6.5 -2171.908049 -2171.907880 37.10
6.6 -2325.305596 -2325.301267 950.10

D.3 Substituent Effect

D.3.1 Hammett constants of different substituents

Table D.13: Hammett constants (σpara)a of different substituents.

Substituents NMe2 NH2 OH NO2 CN CF3

σpara -0.83 -0.66 -0.37 0.78 0.66 0.54
a Taken from reference283

D.3.2 Interplanar angles

Table D.14: Interplanar angles (ϕ1 and ϕ2) that EDG and EWG made with the benzene
ring respectively in molecules 6.1a-6.1i.

Molecules ϕ1 ϕ2

6.1a 121.46/121.59 121.18/120.58
6.1b 121.12/120.27 121.49/119.82
6.1c 120.50/120.95 120.06/120.09
6.1d 120.10/120.12 120.64/120.65
6.1e 120.04/120.06 121.15/120.90
6.1f 120.10/120.10 120.07/120.08
6.1g 120.77/118.78 120.66/120.68
6.1h 120.57/118.56 120.54/120.62
6.1i 120.67/118.70 120.11/119.81
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Appendix-4

D.4 Diradicals with ferromagnetic coupling

Figure D.3: Diradicals obtained by substituting O− as EDG and CF3, CN and NO2 as
EWG.

D.4.1 BS-DFT computed exchange coupling

Table D.15: Total energies and calculated exchange coupling constants for the three
diradicals using BS-DFT; B3LYP/def2-TZVP method.

Diradical Energy (Eh) 2J(cm−1)
<S 2>HS <S 2>BS

O-CF3 -1972.449082 -1972.449082 918.15
2.03 0.97

O-CN -1727.627962 -1727.625439 1107.20
2.03 0.99

O-NO2 -1839.892490 -1839.890909 693.58
2.03 0.97

D.4.2 SF-TDDFT computed exchange coupling

Table D.16: Calculated exchange coupling constants for the three diradicals using SF-
TDDFT; BHHLYP/def2-TZVP method.

Diradical Energy (eV) 2J(cm−1)
<S 2>GS <S 2>ES

O-CF3 0.586 0.753 1352.50
2.25 0.19

O-CN 0.586 0.769 1471.35
2.26 0.18

O-NO2 0.588 0.728 1130.20
2.26 0.19
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D.4 Diradicals with ferromagnetic coupling

D.4.3 Occupation number of HONO and LUNO from CASSCF

Table D.17: Occupation number of HONO and LUNO from CASSCF(10,10) for the
three diradicals.

Diradical nHONO nLUNO

O-CF3 1.12 0.88
O-CN 1.13 0.87
O-NO2 1.14 0.86

D.4.4 HOMA values

Table D.18: Calculated HOMA values of the central benzene ring of the three diradicals.

Diradical HOMA
O-CF3 0.23
O-CN 0.20
O-NO2 0.21

D.4.5 CASSCF and CASSCF-NEVPT2 computed exchange cou-
pling

Table D.19: Total energies and calculated exchange coupling constants for the three
diradicals using CASSCF(10,10) and CASSCF(10,10)-NEVPT2 method.

Dirad. E(HS) E(LS) 2J(cm−1)
CASSCF(10,10)

O-CF3 -1961.893180 -1961.882709 2298.11
O-CN -1717.919742 -1717.911172 1880.89
O-NO2 -1829.695133 -1829.686775 1834.05

CAS(10,10)-NEVPT2
O-CF3 -1969.779120 -1969.778378 162.85
O-CN -1725.183538 -1725.178368 1134.68
O-NO2 -1837.331006 -1837.326759 932.10
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interactions in molecules and highly correlated materials: physical content, ana-
lytical derivation, and rigorous extraction of magnetic Hamiltonians. Chem. Rev.
2014, 114, 429–492.

[247] Song, M.; Song, X.; Bu, Y. Tuning the Spin Coupling Interactions in the
Nitroxide-Based Bisphenol-Like Diradicals. ChemPhysChem 2017, 18, 2487–
2498.

[248] Pal, A. K.; Mañeru, D. R.; Latif, I. A.; de PR Moreira, I.; Illas, F.; Datta, S. N.
Theoretical and computational investigation of meta-phenylene as ferromagnetic
coupler in nitronyl nitroxide diradicals. Theor. Chem. Acc. 2014, 133, 1472.

[249] Ali, M. E.; Roy, A. S.; Datta, S. N. Molecular tailoring and prediction of strongly
ferromagnetically coupled trimethylenemethane-based nitroxide diradicals. J.
Phys. Chem. A 2007, 111, 5523–5527.

[250] Ko, K. C.; Cho, D.; Lee, J. Y. Systematic approach to design organic magnetic
molecules: strongly coupled diradicals with ethylene coupler. J. Phys. Chem. A
2012, 116, 6837–6844.

[251] Faust, T. B.; Tuna, F.; Timco, G. A.; Affronte, M.; Bellini, V.; Wernsdorfer, W.;
Winpenny, R. E. Controlling magnetic communication through aromatic bridges
by variation in torsion angle. Dalton Trans. 2012, 41, 13626–13631.

[252] Ali, M. E.; Datta, S. N. Broken-symmetry density functional theory investiga-
tion on bis-nitronyl nitroxide diradicals: Influence of length and aromaticity of
couplers. J. Phys. Chem. A 2006, 110, 2776–2784.

[253] Latif, I. A.; Panda, A.; Datta, S. N. Very strongly ferromagnetically coupled
diradicals from mixed radical centers: nitronyl nitroxide coupled to oxoverdazyl
via polyene spacers. J. Phys. Chem. A 2009, 113, 1595–1600.

[254] Ali, M. E.; Vyas, S.; Datta, S. N. Ab initio quantum chemical investigation of
intramolecular magnetic interaction in some diradical derivatives of imino ni-
troxide and nitronyl nitroxide. J. Phys. Chem. A 2005, 109, 6272–6278.

[255] Vyas, S.; Ali, M. E.; Hossain, E.; Patwardhan, S.; Datta, S. N. Theoretical inves-
tigation of intramolecular magnetic interaction through an ethylenic coupler. J.
Phys. Chem. A 2005, 109, 4213–4215.

140



[256] Hutchison, K.; Srdanov, G.; Hicks, R.; Yu, H.; Wudl, F.; Strassner, T.; Nen-
del, M.; Houk, K. Tetraphenylhexaazaanthracene: A Case for Dominance of
Cyanine Ion Stabilization Overwhelming 16πAntiaromaticity. J. Am. Chem. Soc.
1998, 120, 2989–2990.

[257] Langer, P.; Amiri, S.; Bodtke, A.; Saleh, N. N.; Weisz, K.; Gorls, H.;
Schreiner, P. R. 3, 5, 7, 9-Substituted Hexaazaacridines: Toward Structures with
Nearly Degenerate Singlet- Triplet Energy Separations. J. Org. Chem. 2008, 73,
5048–5063.

[258] Constantinides, C. P.; Zissimou, G. A.; Berezin, A. A.; Ioannou, T. A.;
Manoli, M.; Tsokkou, D.; Theodorou, E.; Hayes, S. C.; Koutentis, P. A.
Tetraphenylhexaazaanthracenes: 16π Weakly Antiaromatic Species with Singlet
Ground States. Org. Lett. 2015, 17, 4026–4029.

[259] Haas, Y.; Zilberg, S. Charge separation in ground-state 1, 2, 4, 5-tetra-substituted
benzene derivatives. J. Am. Chem. Soc. 2004, 126, 8991–8998.

[260] Langer, P.; Bodtke, A.; Saleh, N. N.; Görls, H.; Schreiner, P. R. 3, 5, 7, 9-
Tetraphenylhexaazaacridine: A Highly Stable, Weakly Antiaromatic Species
with 16 π Electrons. Angew. Chem. Int. Ed. 2005, 44, 5255–5259.

[261] Braunstein, P.; Siri, O.; Taquet, J.-p.; Rohmer, M.-M.; Bénard, M.; Welter, R. A
6π+ 6π potentially antiaromatic zwitterion preferred to a quinoidal structure: Its
reactivity toward organic and inorganic reagents. J. Am. Chem. Soc. 2003, 125,
12246–12256.

[262] Bendikov, M.; Duong, H. M.; Starkey, K.; Houk, K.; Carter, E. A.; Wudl, F.
Oligoacenes: theoretical prediction of open-shell singlet diradical ground states.
J. Am. Chem. Soc. 2004, 126, 7416–7417.

[263] Hachmann, J.; Dorando, J. J.; Avilés, M.; Chan, G. K.-L. The radical character of
the acenes: a density matrix renormalization group study. J. Chem. Phys. 2007,
127, 134309.

[264] Constantinides, C. P.; Ioannou, T. A.; Koutentis, P. A. Manipulating the singlet–
triplet energy gaps of arene-fused bis (1, 2, 3-dithiazoles): A computational
study. Polyhedron 2013, 64, 172–180.

[265] Zhang, G.; Li, S.; Jiang, Y. Effects of Substitution on the Singlet- Triplet Energy
Splittings and Ground-State Multiplicities of m-Phenylene-Based Diradicals: A
Density Functional Theory Study. J. Phys. Chem. A 2003, 107, 5573–5582.

[266] Guevara-Level, P.; Pascal, S.; Siri, O.; Jacquemin, D. First principles investiga-
tion of the spectral properties of neutral, zwitterionic, and bis-cationic azaacenes.
Phys. Chem. Chem. Phys. 2019, 21, 22910–22918.

[267] Shil, S.; Herrmann, C. Performance of range-separated hybrid exchange–
correlation functionals for the calculation of magnetic exchange coupling con-
stants of organic diradicals. J. Comput. Chem. 2018, 39, 780–787.

[268] Illas, F.; Moreira, I. P.; De Graaf, C.; Barone, V. Magnetic coupling in biradicals,
binuclear complexes and wide-gap insulators: a survey of ab initio wave function
and density functional theory approaches. Theor. Chem. Acc. 2000, 104, 265–
272.

[269] Reta Maneru, D.; Pal, A. K.; Moreira, I. d. P.; Datta, S. N.; Illas, F. The Triplet–
Singlet Gap in the m-Xylylene Radical: A Not So Simple One. J. Chem. Theory
Comput. 2014, 10, 335–345.

141



[270] Shao, Y.; Head-Gordon, M.; Krylov, A. I. The spin–flip approach within time-
dependent density functional theory: Theory and applications to diradicals. J.
Chem. Phys. 2003, 118, 4807–4818.

[271] Yamaguchi, K. The electronic structures of biradicals in the unrestricted Hartree-
Fock approximation. Chem. Phys. Lett. 1975, 33, 330–335.

[272] Head-Gordon, M. Characterizing unpaired electrons from the one-particle den-
sity matrix. Chem. Phys. Lett. 2003, 372, 508–511.

[273] Assfeld, X.; Rivail, J.-L. Quantum chemical computations on parts of large
molecules: the ab initio local self consistent field method. Chem. Phys. Lett.
1996, 263, 100–106.

[274] Kaur, P.; Ali, M. E. First Principle Investigations of Long-range Magnetic Ex-
change Interactions via Polyacene Coupler. Int. J. Quantum Chem. 2021, 1–11,
doi:https://doi.org/10.1002/qua.26756.

[275] Orms, N.; Rehn, D. R.; Dreuw, A.; Krylov, A. I. Characterizing bonding patterns
in diradicals and triradicals by density-based wave function analysis: A uniform
approach. J. Chem. Theory Comput. 2018, 14, 638–648.

[276] Yang, H.; Chen, M.; Song, X.; Bu, Y. Structural fluctuation governed dynamic
diradical character in pentacene. Phys. Chem. Chem. Phys. 2015, 17, 13904–
13914.

[277] Hoffmann, R.; Zeiss, G. D.; Van Dine, G. W. The electronic structure of
methylenes. J. Am. Chem. Soc. 1968, 90, 1485–1499.

[278] Constantinides, C. P.; Koutentis, P. A.; Schatz, J. A DFT study of the ground state
multiplicities of linear vs angular polyheteroacenes. J. Am. Chem. Soc. 2004,
126, 16232–16241.
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