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Abstract

Let D be either R, C, or the real quaternion H. Reversible elements in a group
are those elements that are conjugate to their own inverses. Such elements appear
naturally in different branches of mathematics. They are closely related to strongly
reversible elements, which can be expressed as a product of two involutions. A
strongly reversible element in a group is reversible, but the converse is not always
true.

Classifying reversible and strongly reversible elements in a group has been a
problem of broad interest. My thesis primarily focuses on investigating this problem
in the context of the isometry group of Hermitian spaces over C and H, as well as the
general linear groups, the special linear groups, and the affine groups. More precisely,
we have classified reversible and strongly reversible elements in the following groups:

1. Sp(n)⋉Hn, U(n)⋉Cn, and SU(n)⋉Cn,

2. GL(n,D),

3. GL(n,D)⋉Dn,

4. SL(n,C) and SL(n,H).
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Chapter 1

Introduction

The study of reversibility focuses on the elements of a group that are conjugate
to their own inverses. Reversible maps naturally appear in various areas, such as
group theory, geometry, complex analysis, number theory, approximation theory,
and functional equations; see [30] for more details. The origin of reversibility can be
traced back to the classical works of Birkhoff, Arnol’d, and others, as seen in the
literature such as [3, 1, 28].

The concept of symmetry is well-studied in group theory and dynamical sys-
tems. Understanding the symmetries and reversing symmetries (also known as
time-reversal symmetries) of a dynamical system is beneficial in gaining information
about its dynamics. Considering G as the group of automorphisms of some topologi-
cal space, an automorphism f ∈ G is called a symmetry of the automorphism g ∈ G,
if it conjugates g to itself, i.e., f commutes with g. In group theoretic terms, f is an
element in the centralizer of g. A reversing symmetry of g ∈ G is an automorphism
f ∈ G which conjugates g to its inverse g−1. The set of symmetries of an element
g ∈ G is always non-empty and forms a group. On the other hand, a priori, the exis-
tence of such a reversing symmetry is not apparent, and it depends on the particular
choice of g. The set of all symmetries and reversing symmetries of g ∈ G form a
group called the reversing symmetry group of g. Further discussion on reversing
symmetry groups can be found in [28, 5, 6, 30].

In the classical setup, an element g in a group G is called reversible if g has a
reversing symmetry, i.e., if g is conjugate to g−1 in G. The notion of reversibility is
significant in the theory of finite groups due to its close connection with representa-
tion theory. A classical theorem of Frobenius and Schur asserts that the number of
real-valued complex irreducible characters of a finite group G is equal to the number
of reversible conjugacy classes in G; see [30, Theorem 3.19]. Therefore, from an
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algebraic point of view, such elements are also referred to as real elements; see
[26, 24, 38, 30]. In the literature, reversible elements are also known as reciprocal
elements; see [33].

On the other hand, in classical geometries, it has been a problem of geometric
interest to express geometric transformations as a product of reflections, which are
self-reversing (or involution) in the sense that they are equal to their inverses. Ac-
cording to the well-known three reflections theorem: every isometry of the Euclidean
space R2 can be expressed as a product of at most 3 reflections; see [37]. How-
ever, in higher dimensional geometries, there are more involutions (i.e., elements
that are equal to their own inverse) that may not be reflections. Generalizing the
decomposition problem, one can ask about the minimum number of involutions
required to express an element g in a group as a product of involutions. An element
g in a group is called strongly reversible or strongly real if it can be expressed as
a product of two involutions. Equivalently, an element g ∈ G is called strongly
reversible or strongly real if it is conjugate to g−1 by an involution in G. Such
elements are also known as bireflectional in the literature; see [41, 12, 26, 31]. Every
strongly reversible element in G is reversible, but a reversible element may not be
strongly reversible. For example, in the quaternion group Q8 := {±1,±i,±j,±k},
every element is reversible but {±1} are the only strongly reversible elements in Q8.
This leads to the question of whether there is an equivalence between reversibility
and strong reversibility in a group, which has been investigated in the literature for
several groups; see [30]. However, a complete classification of reversible elements is
not available in the literature other than a few families of groups.

The investigation of reversibility in groups has been a problem of broad interest.
For an elaborate exposition of this theme, we refer to the monograph [30]. In the
context of finite groups, Tiep and Zalesski [39] classified all finite simple groups in
which all elements are real. The classification of finite simple strongly real groups,
where every element of the group is strongly real, is given in [40, Theorem 3]. Several
authors have worked on this theme in finite groups, including [39, 27, 38, 40, 22, 23].
Infinite groups where such classifications are known include the general linear
groups over algebraically closed fields, the isometry groups of all the constant
curvature geometries, the real rank one classical groups and compact Lie groups; see
[41, 10, 12, 11, 26, 19, 36, 21, 30, 2].

Let D be either R, C, or the real quaternion H. This thesis primarily focuses on
the study of reversibility in affine groups and linear groups. In particular, we have
investigated reversibility problem for the isometry group of Hermitian spaces over C



3

and H, the general linear groups over D, the automorphism group of the affine space
Dn, and the special linear groups over C and H.

Now we will briefly summarize the results of this thesis in the following sections.

1.1 Reversibility of Hermitian isometries

In [36], Short proved that all elements of the Euclidean isometry group O(n)⋉Rn

are strongly reversible. However, the situation is more intricate for the orientation-
preserving Euclidean isometry group SO(n)⋉Rn, and Short also classified the
strongly reversible elements in this group.

In this section, we will investigate the reversibility of elements in the isometry
group of Hermitian spaces over C and H. For the rest of this section, we assume that
F is either C or H.

Before stating the main results, we review the necessary background material.
Let V := Fn be equipped with the F-Hermitian form

Φ(z,w) := z̄1w1 + · · ·+ z̄nwn

where z = (z1, . . . ,zn), w = (w1, . . . ,wn) ∈ Fn. The group of linear transformations
g that preserves this form, i.e., Φ(gz,gw) = Φ(z,w) for all z,w ∈ V, is the unitary
group U(n,F). In matrix notation,

U(n,F) := {g ∈ GL(n,F) | ḡ⊤g = gḡ⊤ = In},

where GL(n,F) is the group of invertible n×n matrices over F and In is the identity
matrix of order n. Note that U(n,F) is a compact subgroup of GL(n,F). Following
usual notation, we write Sp(n) := U(n,H), U(n) := U(n,C), and SU(n) := {g ∈
U(n,C) : det(g) = 1}. Note that all eigenvalues of Sp(n) and U(n) have unit modu-
lus.

The Hermitian form Φ gives a natural metric d(z,w) =
√

Φ(z−w,z−w) on V.
We call (V,d), a Hermitian space. The group U(n,F)⋉Fn acts isometrically on
(V,d) as affine transformations: T : z 7→ Az+v, where A ∈ U(n,F) and v ∈ Fn. This
action identifies the isometry group Isom(V,d) with U(n,F)⋉Fn.

We classify the reversible and strongly reversible elements in the group U(n,F)⋉
Fn. The reversibility depends upon the underlying F, and the results in the respective
groups are very different. We begin with the group Sp(n)⋉Hn. It is proved that
every element in Sp(n)⋉Hn is reversible.
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Theorem 1.1.1. [14] Let g be an element of Sp(n)⋉Hn. Then g is reversible in
Sp(n)⋉Hn.

However, every element is not strongly reversible in this group, and the following
theorem classifies strongly reversible elements in Sp(n)⋉Hn.

Theorem 1.1.2. [14] Let g= (A,w) be an element of Sp(n)⋉Hn. Then the following
are equivalent.

(1) g is strongly reversible in Sp(n)⋉Hn.

(2) A is strongly reversible in Sp(n).

(3) Every eigenvalue class of A is either ±1 or of even multiplicity.

We recall the following definition.

Definition 1.1.3. Let g ∈ U(n). The characteristic polynomial χg(x) of g is called
self-dual if whenever λ ̸=±1 is a root of χg(x), so is λ−1 with the same multiplicity.

In the group U(n)⋉Cn, every element is not reversible. The reversibility depends
on the self-duality of the linear part, and we prove the following.

Theorem 1.1.4. [14] Let g = (A,w) be an element of U(n)⋉Cn. Then the following
are equivalent.

(1) g is reversible in U(n)⋉Cn.

(2) g is strongly reversible in U(n)⋉Cn.

(3) A is strongly reversible in U(n).

(4) The characteristic polynomial of A is self-dual.

We also have the following classification of reversible elements in SU(n)⋉Cn.

Theorem 1.1.5. [14] Let g = (A,w) be an element of SU(n)⋉Cn, where A ̸= In.
Then the following are equivalent.

(1) g is reversible in SU(n)⋉Cn.

(2) A is reversible in SU(n).

(3) The characteristic polynomial of A is self-dual.

Moreover, when A = In and n ≥ 2, the element g = (In,w) is strongly reversible.
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The following corollary follows from the above result.

Corollary 1.1.6. [14] Let g = (A,w) in SU(n)⋉Cn. Suppose A has an eigenvalue
−1. Then the following are equivalent.

(i) g is strongly reversible in SU(n)⋉Cn.

(ii) A is strongly reversible in SU(n).

(iii) The characteristic polynomial of A is self-dual.

When −1 is not an eigenvalue of A, the situation is more subtle in SU(n)⋉Cn

and g may not be strongly reversible even if A is so. We classify all such elements
in SU(n)⋉Cn, which are not strongly reversible even if the linear part is strongly
reversible.

Theorem 1.1.7. [14] Let g ∈ SU(n)⋉Cn be such that linear part of g is strongly
reversible. Then g is not strongly reversible if and only if up to conjugacy g is
of the form g = (A,v) such that A = diag(eiθ1 ,e−iθ1, . . . ,eiθ2r ,e−iθ2r ,1) and v =

[0,0, . . . ,0,v1], where v1 ̸= 0, r ≥ 0, and θk ∈ (0,π), k = 1, . . . ,r.

The classification of strongly reversible elements in SU(n)⋉Cn follows from
the above theorem.

Corollary 1.1.8. [14] An element g in SU(n)⋉Cn is strongly reversible if and only
if the linear part of g is strongly reversible in SU(n) and g does not belong to the
family given in Theorem 1.1.7.

It should be noted that the classification of reversible and strongly reversible
elements in U(n,F) is closely connected to the classification of reversibility in
U(n,F)⋉Fn. While the complete classifications of reversibility in U(n) and SU(n)
are well-known and can be found in [21] and [30], the complete classification of
strongly reversible elements in Sp(n) was only recently resolved. The problem of
classifying strongly reversible elements in Sp(n) was posed as an open question in
[30, p. 91]. In [2, Theorem 1.2], Bhunia and Gongopadhyay provided a solution
to this problem using a geometric approach that relied on the concept of projective
points. We will revisit this problem and present an alternative proof of the classifi-
cation of strongly reversible elements in Sp(n) using only basic quaternionic linear
algebra. Our proof may be of independent interest.
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1.2 Reversibility in general linear groups

In this section, we will assume D= R,C or H. The classification of reversible ele-
ments in the general linear groups over R and C, and their equivalence with strongly
reversible elements are well-known in the literature; see [41, 10, 30]. Extending
these results to quaternions is not straightforward due to the non-commutativity of
quaternions. Unlike the field case, reversible and strongly reversible elements are
not equivalent in GL(n,H) in general. For example, let g = (i) ∈ GL(1,H). Then g
is reversible but not strongly reversible in GL(1,H); see Example 4.4.2

We revisit the reversibility problem in GL(n,D) by investigating the reversing
symmetry groups in GL(n,D). This approach provides a uniform treatment over
D and extends the understanding of reversibility to GL(n,H). We will classify
the reversible elements in GL(n,D) and give a different proof of the equivalence
of these notions in the groups GL(n,R) and GL(n,C); see Theorem 4.1.1 and
Proposition 4.4.1. We have also proved the following sufficient criterion for the
equivalence of reversible and strongly reversible elements in GL(n,H).

Theorem 1.2.1. Let A ∈ GL(n,H) be an arbitrary reversible element. Suppose that
in the Jordan decomposition of A, every Jordan block corresponding to non-real
eigenvalue classes of unit modulus has even multiplicity. Then A is strongly reversible
in GL(n,H).

By using the notion of Weyr canonical form, cf. [34, 29, 35], we will show that
the converse of Theorem 1.2.1 also holds. Thus, we classify the strongly reversible
elements in GL(n,H); see Remark 7.1.1.

A crucial finding of our approach is the description of the reversing elements.
For a group G, the centralizer and reverser of an element g of G are respectively
defined as

ZG(g) := {s ∈ G | sg = gs}, and RG(g) := {r ∈ G | rgr−1 = g−1}.

The set RG(g) of reversing elements of g is a right coset of the centralizer ZG(g) of g.
Thus, the reversing symmetry group or extended centralizer EG(g) :=ZG(g)∪RG(g)
is a subgroup of G in which ZG(g) has index at most 2; see [30, Proposition 2.8].
Therefore, to find the reversing symmetry group EG(g) of g ∈ G, it is enough to
specify one reversing element of g, which is not in the centralizer. We refer to
[5, 6, 20, 30] for an elaborate discussion on reversing symmetry groups.

In the literature, the centralizer for each element of the group GL(n,D) is well-
known; see [17, Theorem 9.1.1, Theorem 12.5.1] and [32, Proposition 5.4.2]. Thus



7

for finding the reversing symmetry group EGL(n,D)(A) of an arbitrary reversible
element A ∈ GL(n,D), it is sufficient to find a reversing element for the Jordan form
of A. Using some combinatorial identities, we will describe a reversing element for
certain types of Jordan forms in GL(n,D), which are summarized in Table 1.1.

To state such an explicit description of a reversing element, we need some
notations introduced in Chapter 2 and Chapter 4. For λ ∈ D, the Jordan block
J(λ , n) ∈ GL(n,D) is defined in Definition 2.2.2. Similarly, for µ,ν ∈ R, the real
Jordan forms JR(µ ± iν , 2n) and JR(µ ∓ iν , 2n) in GL(2n,R) are defined in (2.2.1)
and (2.2.2), respectively. We refer to Definition 4.2.1 and Definition 4.2.3 for the
notations Ω(λ ,n) ∈ GL(n,D) and ΩR(K,2n) ∈ GL(2n,R), respectively. Table 1.1
summarizes all the reversing involutions constructed in Section 4.3.

Table 1.1: Reversing element of Jordan forms in GL(n,D)

Sr
No.

Group Jordan form (A) Reversing element (g)

1 GL(n,D) J(µ, n), µ ∈ {±1}. Ω(µ,n)

2 GL(2n,D)

[
J(λ ,n)

J(λ−1,n)

]
,

λ ∈ D\{±1,0} for D= R,C;

λ ∈ C, Im(λ )≥ 0, |λ | ̸= 1, for D=H.

[
Ω(λ ,n)

Ω(λ−1,n)

]

3 GL(n,H) J(µ, n), µ ∈ C, Im(µ)> 0, |µ|= 1. Ω(µ,n) j

4 GL(2n,H)

[
J(µ, n)

J(µ, n)

]
,

µ ∈ C, Im(µ)> 0, |µ|= 1.

 Ω(µ,n) j(
Ω(µ,n) j

)−1



5 GL(2n,R) JR(µ ± iν , 2n), µ2 +ν2 = 1.

(
ΩR(K,2n)

)
σ ,

σ = diag(1, . . . ,(−1)2n−1 ).

6 GL(4n,R)

[
JR(µ ± iν , 2n)

JR(
µ

µ2+ν2 ∓ i ν

µ2+ν2 , 2n)

]
,

µ2 +ν2 ̸= 1.

[
ΩR(K,2n)

ΩR(K−1,2n)

]

Note that all reversing elements in Table 1.1 are involutions except for the third
one, i.e., Ω(µ,n) j. Moreover, in view of Lemma 2.2.4 and Theorem 4.1.1, we
can use Table 1.1 to construct a suitable reversing element in GL(n,D) for every
reversible element A ∈ GL(n,D) that conjugates A to its inverse A−1. Consequently,
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we have the reversing symmetry group EGL(n,D)(A) of an arbitrary reversible element
A ∈ GL(n,D).

1.3 Reversibility in affine groups

Considering Dn as an affine space, where D = R,C or H. The affine group of
automorphisms of Dn is denoted by Aff(n,D) and given by GL(n,D)⋉Dn. Under-
standing reversibility for the affine group Aff(n,D) is a natural problem of interest.
We investigated this problem and proved the following result.

Theorem 1.3.1. Let g = (A,v) ∈ Aff(n,D) be an arbitrary element, where D=R,C
or H. Then g is reversible (resp. strongly reversible) in Aff(n,D) if and only if A
is reversible (resp. strongly reversible) in GL(n,D). Further, for D= R or C, the
following statements are equivalent.

(1) g is reversible in Aff(n,D).

(2) g is strongly reversible in Aff(n,D).

This theorem answers a problem raised in [30, p. 78–79]. Note that the classifica-
tion of the reversible and the strongly reversible elements in Aff(n,D) is intimately
related to the classification of reversibility in GL(n,D).

Recently, the concept of reversibility has been extended to semisimple Lie
algebras using the adjoint representations of Lie groups in [18]. The infinitesimal
notion of reversibility that has been introduced for the Lie algebras is called adjoint
reality; see [18, Section 1.2]. To prove Theorem 1.3.1, we first investigate conjugacy
in Aff(n,D) and then we show that reversibility in Aff(n,D) boils down to the case
where the linear part of the affine transformation is unipotent. Then we apply the
notion of adjoint reality to classify the strongly reversible elements in Aff(n,D) with
unipotent linear parts.

The reversibility problem is closely related to the problem of finding the involu-
tion length of a group. The involution length of a group G is the least integer m so
that any element of G can be expressed as a product of m involutions in G; see [30,
p. 76].

Theorem 1.3.2. Let g = (A,v) ∈ Aff(n,D) such that det(A) = ±1. Then g can be
written as a product of four involutions for D= R,C or H.
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1.4 Reversibility in special linear groups

In this section, we will assume F= C or H. Note that if two matrices are conjugate
by an element of GL(n,F), then by a suitable scaling of the conjugating element,
we can assume that both the matrices are conjugate by an element of SL(n,F); see
[30, p. 77] and Remark 2.2.5. Therefore, the classification of reversible elements in
SL(n,F) follows from the classification of reversible elements in GL(n,F). We have
classified the strongly reversible elements in SL(n,F).

A key tool used in studying strongly reversible elements of SL(n,F) is the notion
of Weyr canonical form. Weyr canonical form is a block upper triangular matrix
in which the diagonal blocks are scalar matrices (i.e., scalar multiples of identity
matrices), the super-diagonal blocks contain identity matrices augmented by rows
of zeros, and all the other blocks are zero. The centralizer (and hence reversing
element) of the Weyr canonical form is more manageable than that of the Jordan
canonical form. More precisely, for a reversible element of SL(n,F) written in the
Weyr canonical form, every reversing element has a block upper triangular form; see
[29] for more details. We have observed that Weyr canonical form is more efficient
than the Jordan canonical form in the study of reversibility.

1.4.1 Strong reversibility in SL(n,C)

The classification of strongly reversible elements in SL(n,C) is more subtle than
the GL(n,C). There are reversible elements in SL(n,C) which are not strongly
reversible. However, we do not know any literature for the complete classification of
strongly reversible elements in SL(n,C). The best known results, however, for the
classification problem of strongly reversible elements are [38, Theorem 3.1.1] and
[18, Theorem 5.6].

To state our main results, we need some terminologies concerning partitioning
a positive integer n. We will recall the notation introduced in [18, Section 3.3] for
partitioning a positive integer n.

Definition 1.4.1. A partition of a positive integer n is an object of the form

d(n) := [d
td1
1 , . . . ,dtds

s ],

where tdi,di ∈ N,1 ≤ i ≤ s, such that ∑
s
i=1 tdidi = n, tdi ≥ 1 and d1 > · · · > ds > 0.

Moreover, for a partition d(n) = [d
td1
1 , . . . , dtds

s ] of n, define

(a) Nd(n) := {di | 1 ≤ i ≤ s} ,
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(b) Ed(n) := Nd(n)∩ (2N) , Od(n) := Nd(n) \Ed(n), and

(c) E2
d(n) := {η ∈ Ed(n) : η ≡ 2 (mod 4)}.

We prove the following theorem, which provides a complete classification of the
strongly reversible elements in SL(n,C).

Theorem 1.4.2. Let A be a reversible element of SL(n,C). Let p (resp. q) be the
multiplicity of eigenvalue +1 (resp. −1) and let d(p) (resp. d(q)) be the partition
corresponding to the eigenvalue +1 (resp. −1) in the Jordan decomposition of A,
where p,q ∈ N∪{0}. Then, A is strongly reversible if and only if at least one of the
following conditions holds.

(1) Either Od(p) or Od(q) is non-empty.

(2) |E2
d(p)| + |E2

d(q)| +
n− (p+q)

2
is even.

1.4.2 Strong reversibility in SL(n,H)

Note that if g ∈ GL(n,H) is an involution then g ∈ SL(n,H); see [32, Theorem
5.9.2]. Therefore, if an element of SL(n,H) is strongly reversible in GL(n,H), then
it will be strongly reversible in SL(n,H). This establishes the equivalence between
strongly reversible elements in GL(n,H) and SL(n,H). In Theorem 1.2.1, we gave
a sufficient criterion for strong reversibility of the reversible elements in GL(n,H).
In Chapter 7, we will show that these are also necessary conditions. We prove the
following theorem.

Theorem 1.4.3. Let A ∈ SL(n,H) be a reversible element. Then A is strongly re-
versible in SL(n,H) if and only if in the Jordan decomposition of A, every Jordan
block corresponding to non-real eigenvalue classes of unit modulus has even multi-
plicity.



Chapter 2

Preliminaries

In this thesis, D denotes either the field of real numbers R, the field of complex
numbers C, or the division ring of Hamilton’s quaternions H. We will use the
notation F to denote either C or H.

In this section, we will fix some notation and recall necessary background that
will be used throughout this thesis. Subsequently, we will introduce a few specialized
notations as they become relevant

2.1 Linear algebra over the quaternions

Recall that H := R + Ri+ Rj+ Rk denotes the division algebra of Hamilton’s
quaternions. Every element a ∈ H can be expressed as a = a0 + a1i+ a2j+ a3k,
where a0, a1, a2, a3 are real numbers, and i2 = j2 = k2 = ijk =−1. The conjugate
of a is given by ā = a0 − a1i− a2j− a3k. We identify the real subspace R⊕Ri
with the usual complex plane C, and then one can write H= C⊕Cj. We consider
Hn as a right H-module. For an elaborate discussion on the linear algebra over the
quaternions; see [32], [42].

Definition 2.1.1. Let A ∈ M(n,H), the algebra of n×n matrices over H. A non-zero
vector v ∈ Hn is said to be a (right) eigenvector of A corresponding to a (right)
eigenvalue λ ∈H if the equality Av = vλ holds.

Eigenvalues of every A ∈ M(n,H) occur in similarity classes, i.e., if v is an eigen-
vector corresponding to eigenvalue λ , then vµ ∈ vH is an eigenvector corresponding
to eigenvalue µ−1λ µ . Each similarity class of eigenvalues contains a unique com-
plex number with non-negative imaginary part. Here, instead of similarity classes of
eigenvalues, we will consider the unique complex representatives with non-negative
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imaginary parts as eigenvalues unless specified otherwise. In places where we need
to distinguish between the similarity class and a representative, we shall write the
similarity class of an eigenvalue representative λ by [λ ].

Definition 2.1.2. Let A ∈ M(n,H) and write A = A1 +A2j, where A1,A2 ∈ M(n,C).
Consider the embedding Φ : M(n,H)−→ M(2n,C) defined by

Φ(A) =

(
A1 A2

−A2 A1

)
, (2.1.1)

where Ai denotes the complex conjugate of Ai. Note that Φ(A) is also known as
complex adjoint of A; see [42].

Definition 2.1.3 (cf. [32, p. 113]). Consider the embedding Φ defined in (2.1.1).
The determinant of A ∈ M(n,H) is defined as det(A) := det(Φ(A)). In view of
the Skolem-Noether theorem, the above definition of quaternionic determinant is
independent of the choice of the chosen embedding Φ. Note that for A ∈ M(n,H),
det(A) is always a non-negative real number; see [32, Theorem 5.9.2].

Consider Lie groups GL(n,D) := {A ∈ M(n,D) | det(A) ̸= 0} and SL(n,D) :=
{A ∈ GL(n,D) | det(A) = 1}.

2.2 Jordan canonical forms in M(n,D), where D =

R,C or H

In this section, we will recall the Jordan canonical form in M(n,D); see [29, p. 39],
[32, Theorem 15.1.1, Theorem 5.5.3] for more details.

Definition 2.2.1. Let ψ : C−→ M(2,R) be an embedding given by

ψ(z) :=

(
Re(z) Im(z)
−Im(z) Re(z)

)
.

This induces the embedding Ψ : M(n,C)−→ M(2n,R) defined as

Ψ((zi, j)n×n) :=
(
ψ(zi, j)

)
2n×2n.

Definition 2.2.2 (cf. [32, p. 94]). A Jordan block J(λ ,m) is an m×m matrix with
λ ∈ D on the diagonal entries, 1 on all of the super-diagonal entries and 0 elsewhere.
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Jordan block J(λ ,m) is also known as a basic Jordan matrix with eigenvalue λ . We
will refer to a block diagonal matrix where each block is a Jordan block as Jordan
form.

We also consider the following block matrix as Jordan form over R, cf. [17, p.
364], which corresponds to the case when eigenvalues of a matrix over R belong
to C \R. Recall the embedding Ψ as in Definition 2.2.1. Let K := Ψ(µ + iν) =(

µ ν

−ν µ

)
∈ M(2,R), where µ , ν are real numbers with ν > 0. Then define

JR(µ ± iν , n) := Ψ(J(µ + iν , n)) =


K I2

K I2
. . . . . .

K I2

K

 ∈ M(2n,R), (2.2.1)

where I2 denotes 2×2 identity matrix; see [32, Theorem 15.1.1], [17, Chapter 12].
Further, we also define

JR(µ ∓ iν , n) := Ψ(J(µ − iν , n)) = σ

(
Ψ(J(µ + iν , n))

)
σ
−1, (2.2.2)

where σ = diag(1,−1,1,−1, . . . ,(−1)2n−1 )2n×2n.

Remark 2.2.3. We will follow the notation JR(µ± iν , n) and JR(µ∓ iν , n) as defined
in Equations (2.2.1) and (2.2.2) throughout this thesis. Note that {JR(µ ± iν , n)} is
a singleton by the above definition.

The following notation will allow us to conveniently write block-diagonal square
matrices with many blocks. For r-many square matrices Ai ∈ Mmi(D), 1 ≤ i ≤ r,
the block diagonal square matrix of size ∑mi ×∑mi, with Ai as the i-th block in the
diagonal, is denoted by A1 ⊕·· ·⊕Ar.

The following lemma recalls the Jordan canonical form of matrices over D.

Lemma 2.2.4 (Jordan form in M(n,D), cf. [32]). For every A ∈ M(n,D), there is an
invertible matrix S ∈ GL(n,D) such that SAS−1 has the following form:

(1) For D= R,

SAS−1 = J(λ1, m1)⊕·· ·⊕J(λk, mk)⊕JR(µ1±iν1, 2ℓ1) · · ·⊕JR(µq±iνq, 2ℓq),

(2.2.3)
where λ1, . . . ,λk; µ1, . . . ,µq; ν1, . . . ,νq are real numbers (not necessarily
distinct) and ν1, . . . ,νq are positive.
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(2) For D= C,
SAS−1 = J(λ1, m1)⊕·· ·⊕ J(λk, mk), (2.2.4)

where λ1, . . . ,λk are complex numbers (not necessarily distinct).

(3) For D=H,
SAS−1 = J(λ1,m1)⊕·· ·⊕ J(λk,mk), (2.2.5)

where λ1, . . . ,λk are complex numbers (not necessarily distinct) and have
non-negative imaginary parts.

The forms (2.2.3), (2.2.4) and (2.2.5) are uniquely determined by A up to a permuta-
tion of Jordan blocks.

Remark 2.2.5. If two elements of M(n,F) are conjugate by an element of GL(n,F),
then by a suitable scaling, we can assume that they are conjugate by an element of

SL(n,F). To see this, let h := g(aIn), where a :=
1

(det(g))1/n
. Recall that det(g)∈R

and det(g) > 0, for every g ∈ GL(n,H); see [32, Theorem 5.9.2.]. Therefore, aIn

lies in the center of GL(n,F), and hence h ∈ SL(n,F) such that hAh−1 = B.

The Segre characteristic lists the sizes of the diagonal blocks in the Jordan form
of a matrix and is defined as follows. We refer to Definition 6.1.1 for the notation of
partition used in the following definition.

Definition 2.2.6 (cf. [29, p. 39]). Suppose A ∈ M(n,F) is similar to the Jordan
form J(λ ,n1)⊕·· ·⊕ J(λ ,nr) such that n1 + n2 + · · ·+ nr = n and n1 ≥ n2 ≥ ·· · ≥
nr ≥ 1. Then the partition (n1,n2, · · · ,nr) of n is called Jordan structure (or Segre
characteristic) of A.

2.3 Matrices commuting with Jordan blocks

In the following lemma, we recall the well-known Sylvester’s theorem on solutions
to the matrix equation AX = XB; see [29, Theorem 1.6.1], [32, Theorem 5.11.1] for
more details.

Lemma 2.3.1 (cf. [29, 32]). Let A ∈ M(m,F) and B ∈ M(n,F). Then the equation

AX = XB

has only the trivial solution if and only if A and B have no common eigenvalues.
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The following lemma is helpful in understanding the centralizer of a matrix in
M(n,F).

Lemma 2.3.2 (cf. [29, Proposition 3.1.1]). Let A =

(
A1

A2

)
∈ M(n,F), where

A1 ∈ M(m,F) (resp. A2 ∈ M(n−m,F)) has a single eigenvalue λ1 (resp. λ2) such
that λ1 ̸= λ2. If B ∈ M(n,F) such that BA = AB, then B has the following form

B =

(
B1

B2

)
,

where B1 ∈ M(m,F) and B2 ∈ M(n−m,F) such that

B1A1 = A1B1 and B2A2 = A2B2.

Proof. Let B =

(
B1,1 B1,2

B2,1 B2,2

)
∈ M(n,F) be an element having the same block struc-

ture as A such that BA = AB. Then we have(
B1,1 B1,2

B2,1 B2,2

)(
A1

A2

)
=

(
A1

A2

)(
B1,1 B1,2

B2,1 B2,2

)
.

This implies that (
B1,1A1 B1,2A2

B2,1A1 B2,2A2

)
=

(
A1B1,1 A1B1,2

A2B2,1 A2B2,2

)
.

Thus, we have B1,2A2 = A1B1,2 and B2,1A1 = A2B2,1. Since A1 and A2 have no com-
mon eigenvalue, using Lemma 2.3.1, we conclude that B1,2 and B2,1 are zero matrices.
Consider B1 := B1,1 and B2 = B2,2. Then we have B1A1 = A1B1 and B2A2 = A2B2.

This proves the lemma.

To formulate results related to matrices commuting with Jordan blocks over F,
we need to introduce the notation for upper triangular Toeplitz matrices.

Definition 2.3.3. For x := (x1,x2, . . . ,xn) ∈ Fn, we define Toepn(x) ∈ M(n,F) as

Toepn(x) := [xi, j]n×n =

0 if i > j

x j−i+1 if i ≤ j
, where 1 ≤ i, j ≤ n. (2.3.1)
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We can also write Toepn(x) as

Toepn(x) =



x1 x2 · · · · · · · · · · · · xn

x1 x2 · · · · · · · · · xn−1

x1 x2 · · · · · · xn−2
. . . . . . ...

. . . . . . ...
x1 x2

x1


. (2.3.2)

In the following lemma, we recall a basic result which gives matrices commuting
with Jordan blocks in M(n,F); see [29, Proposition 3.1.2], [17, Theorem 9.1.1], and
[32, Proposition 5.4.2] for more details.

Lemma 2.3.4 (cf. [29, 32]). Let B ∈ M(n,F) such that BJ(λ ,n) = J(λ ,n)B. Then
B has the following form:

(1) For F= C, we have B = Toepn(x) for some x ∈ Cn,

(2) For F=H, we have B = Toepn(x) for some x ∈

Hn if λ ∈ R,

Cn if λ ∈ C\R.

In particular, if B ∈ M(n,H) such that BJ(eiθ ,n) = J(eiθ ,n)B, where θ ∈ (0,π),
then B = Toepn(x) for some x ∈ Cn.

2.4 Reversible elements in SL(n,C) and SL(n,H)

Let F be either C or H. In this section, we will classify the reversible elements
in SL(n,F). The classification of reversible elements in GL(n,F) is given in The-
orem 4.1.1. The following lemma establishes the equivalence between reversible
elements in GL(n,F) and SL(n,F).

Lemma 2.4.1 (cf. [30, p. 77]). An element A of SL(n,F) is reversible in SL(n,F) if
and only if it is reversible in GL(n,F).

Proof. To see this, suppose that hAh−1 = A−1, where h ∈ GL(n,F). Either h ∈
SL(n,F) or h ̸∈ SL(n,F). In the latter case, using Remark (2.2.5), we can construct
g ∈ SL(n,F) such that gAg−1 = A−1. Hence, the proof follows.

The following example shows that the above result does not hold for SL(n,R).
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Example 2.4.2. Let A =
(

1 1
0 1
)
∈ SL(2,R) be a unipotent element. Let g ∈ GL(2,R)

be such that hgh−1 = g−1. Then g =
( x y

0 −x
)
, where x,y ∈ R. Thus, det(g) = −x2.

Since there is no x ∈ R such that x2 = −1, we have g /∈ SL(2,R). Therefore, A is
not reversible in SL(2,R). However, by considering g =

(
1 0
0 −1

)
, we find that A is

reversible in GL(2,R).

Combining Theorem 4.1.1 and Lemma 2.4.1, we get the classification of the
reversible elements in SL(n,C) and SL(n,H).

Lemma 2.4.3. Let F= C or H. An element A ∈ SL(n,F) with Jordan form as given
in Lemma 2.2.4 is reversible if and only if the following hold:

(1) For F = C, the blocks can be partitioned into pairs {J(λ ,s),J(λ−1,s)} or,
singletons {J(µ,m)}, where λ ,µ ∈ C\{0} and λ /∈ {±1},µ ∈ {±1}.

(2) For F = H, the blocks can be partitioned into pairs {J(λ ,s),J(λ−1,s)} or,
singletons {J(µ,m)}, where λ ,µ ∈C\{0} with non-negative imaginary parts
such that |λ | ̸= 1, |µ|= 1.

The classification of strongly reversible elements in SL(n,C) and SL(n,H) is
investigated in Chapter 6 and Chapter 7, respectively.





Chapter 3

Reversibility of Hermitian isometries

In this chapter, we will investigate the reversibility problem in the context of groups
Sp(n)⋉Hn, U(n)⋉Cn, and SU(n)⋉Cn.

3.1 Reversibility in Sp(n)

The classification of reversible and strongly reversible elements in Sp(n) has been
obtained recently in [2], where it has been proved that every element in Sp(n) is
reversible. The following theorem to classify the strongly reversible elements was
also obtained in that paper.

Theorem 3.1.1. [2, Theorem 1.2 ] An element g in Sp(n) is strongly reversible if
and only if every eigenvalue class of g is either ±1 or of even multiplicity.

Here, we will give a different and simpler proof of the above theorem. To begin
with, note the following well-known result.

Lemma 3.1.2. [32, Theorem 5.3.6. (e)] If A ∈ Sp(n), then there exists U ∈ Sp(n)
such that UAU−1 = diag(eiθ1,eiθ2, . . . ,eiθn), where θs ∈ [0,π] for all s∈ {1,2, . . . ,n}.

The above lemma also holds for U(n) and SU(n); see [9, Corollary 32.9]. Now,
we recall the following well-known primary result, which follows from the funda-
mental properties of quaternions.

Lemma 3.1.3. Let θ ∈ [0,π] and α,β ∈ (−π,π). Then the following statements
hold.

(i) Let a ∈H be such that aeiθ = e−iθ a. Then a ∈

C j if θ ̸= 0,π;

H if θ = 0,π.



20

(ii) Let a ∈H be such that aeiθ = eiθ a. Then a ∈

C if θ ̸= 0,π;

H if θ = 0,π.

(iii) Let x ∈H be such that xeiα = eiβ x. If α ̸=±β then x = 0.

Proof. Here, we will only prove the first part of the lemma. Using similar arguments,
one can prove other parts of the lemma. Let a = z+wj be such that aeiθ = e−iθ a,
where z,w ∈ C. This implies

(z+wj)eiθ = e−iθ (z+wj). (3.1.1)

On comparing both sides of Equation (3.1.1) and using jx̄ = xj for all x ∈C, we have

zeiθ = e−iθ z and we−iθ = e−iθ w. (3.1.2)

Due to commutativity of complex numbers, we−iθ = e−iθ w holds for all w ∈ C.
The proof of (i) now follows from the equation zeiθ = e−iθ z. This completes the
proof.

Lemma 3.1.4. Let A ∈ Sp(n) be such that the eigenvalue classes of A are either ±1
or have even multiplicities. Then A is strongly reversible in Sp(n).

Proof. Let A ∈ Sp(n). So by using Lemma 3.1.2, up to conjugacy in Sp(n), we can
assume that:

A = eiθ1I2k1 ⊕ eiθ2I2k2 ⊕·· ·⊕ eiθrI2kr ⊕−Is ⊕ It , (3.1.3)

where r,s, t ∈ N∪{0}, and if r ̸= 0 then θm ∈ (0,π) for all m ∈ {1,2, . . . ,r}, and
2k1 +2k2 + · · ·+2kr + s+ t = n.

Let L =
(

0 j
−j 0

)
in Sp(2). Then L2 = I2 in Sp(2). Consider

B =


L

L
. . .

L
Is+t

 (3.1.4)

in Sp(n). Then BAB−1 = A−1 and B2 = In. Hence A is strongly reversible in
Sp(n).
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Lemma 3.1.5. Suppose A ∈ Sp(n) has an eigenvalue class [λ ] of odd multiplicity
k such that λ ̸=±1. Define R(A) := {B ∈ GL(n,H) : BAB−1 = A−1}. Then, up to
conjugacy, every element B in R(A) has the form:(

B1j
B2

)
,

where B1 ∈ GL(k,C) and B2 ∈ GL(n− k,H).

Proof. Let θ1 ∈ (0,π) be such that eiθ1 is a chosen representative of the eigenvalue
class [λ ] of odd multiplicity k. Let us first consider the case when [λ ] is the only
eigenvalue class of A. Up to conjugacy in Sp(n), we can assume that :

A = [as,t ]1≤s,t≤n = eiθ1In.

Let B = [bs,t ]1≤s,t≤n ∈R(A). Now, BAB−1 = A−1 implies that (bs,t)eiθ1 = e−iθ1(bs,t)

for all 1 ≤ s, t ≤ n. So by using Lemma 3.1.3, we get (bs,t) = (ws,t)j for some ws,t ∈
C. Therefore, we get B = B1j, where B1 = [ws,t ]1≤s,t≤n ∈ GL(n,C).

Now, consider the case when A has at least two distinct eigenvalue classes. Up to
conjugacy in Sp(n), we can assume that:

A = [as,t ]1≤s,t≤n = eiθ1Ik ⊕D,where D = diag(eiθk+1,eiθk+2, . . . ,eiθn),

where θs ∈ [0,π], θ1 ̸= θs for all k+1 ≤ s ≤ n. Note that as,t = 0 for all s ̸= t.
Let B = [bs,t ]1≤s,t≤n ∈ R(A). From BAB−1 = A−1, we get

BA = A−1B ⇐⇒ (bs,t)(at,t) = (a−1
s,s )(bs,t) for all 1 ≤ s, t ≤ n.

This implies

(bs,t)eiθ1 = e−iθ1(bs,t) if 1 ≤ s, t ≤ k;

(bs,t)eiθt = e−iθ1(bs,t) if 1 ≤ s ≤ k,k+1 ≤ t ≤ n;

(bs,t)eiθ1 = e−iθs(bs,t) if k+1 ≤ s ≤ n,1 ≤ t ≤ k.

As we have chosen θ1 ∈ (0,π), θs ∈ [0,π] such that θ1 ̸= θs for all k+1 ≤ s ≤ n,s ∈
N. Therefore, by using Lemma 3.1.3, we get the following:

(bs,t) = (ws,t)j for some ws,t ∈ C if 1 ≤ s, t ≤ k;

bs,t = 0 if 1 ≤ s ≤ k,k+1 ≤ t ≤ n;

bs,t = 0 if k+1 ≤ s ≤ n,1 ≤ t ≤ k.



22

This implies that the matrix B has the form:

B =

(
B1j

B2

)
,

where B1 = [ws,t ]1≤s,t≤k ∈ GL(k,C) and B2 ∈ GL(n− k,H). This proves the lemma.

Lemma 3.1.6. If A ∈ Sp(n) has an eigenvalue class [λ ], λ ̸=±1, of odd multiplicity,
then A is not strongly reversible in Sp(n).

Proof. Assume that A is strongly reversible in Sp(n). Then there exists B in Sp(n)
such that BAB−1 = A−1, B2 = In, and BB⋆ = In, where B⋆ := (B)⊤, i.e., conjugate
transpose of B. Since B ∈ R(A), so by using Lemma 3.1.5, we can write B in the
following form:

B =

(
B1j

B2

)
,

where B1 ∈ GL(k,C) and B2 ∈ GL(n− k,H).

Now, we see that the relations B2 = In and BB⋆ = In implies

(B1j)(B1j) = Ik and (B1j)(B1j)⋆ = Ik.

So by using wj = jw̄ for all w ∈ C, we get (B1)(B1) = −Ik and (B1)(B
⋆
1 ) = Ik.

In particular, B1 ∈ GL(k,C) such that B−1
1 =−B1 = B⋆

1 . This implies B⊤
1 =−B1.

Therefore, we have det(B⊤
1 ) = det(−B1), i.e., det(B1) = (−1)k det(B1) =−det(B1),

where k is odd. Consequently, det(B1) = 0, and hence B1 is not invertible. This is a
contradiction. So our initial assumption that A is strongly reversible can not be true.
This proves the lemma.

Proof of Theorem 3.1.1: The proof follows from Lemma 3.1.4 and Lemma 3.1.6.
□

3.2 Reversibility in SU(n)

In this section, we will revisit the classification of strongly reversible elements in the
group SU(n). First, we shall note the following lemma that will be used in the proof
of Theorem 1.1.7.
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Lemma 3.2.1. Suppose A ∈ SU(2n) has a self-dual characteristic polynomial such
that no eigenvalue of A is equal to 1 or −1. Let B ∈ GL(2n,C) such that BAB−1 =

A−1 and B2 = I2n. Then det(B) = (−1)n.

Proof. We will prove this lemma by using strong induction. First, consider n = 1.
Then up to conjugacy in SU(2), we can write A as: A =

(
eiθ

e−iθ

)
, where θ ∈ (0,π).

Let B = [bp,q]1⩽p,q,⩽2 ∈ GL(2,C) be such that BAB−1 = A−1 and B2 = I2. Now,
BA = A−1B implies(

eiθ b1,1 e−iθ b1,2

eiθ b2,1 e−iθ b2,2

)
=

(
e−iθ b1,1 e−iθ b1,2

eiθ b2,1 eiθ b2,2

)
.

Thus, b1,1 = b2,2 = 0 and b1,2, b2,1 are non-zero complex numbers. Further, B2 = I2

implies that b1,2b2,1 = 1. So det(B) =−b1,2b2,1 =−1 = (−1)1. Thus lemma holds
for n = 1. Next, assume that the lemma holds for all n ≤ k. We will use the induction
hypothesis to show that the lemma holds for n = k+1. Consider n = k+1. Let eiθ1

is an eigenvalue of A with multiplicity r, where 1 ⩽ r ⩽ n and θ1 ∈ (0,π). Now there
are two possible cases:

(1) Suppose that n = r. Then up to conjugacy in SU(2n), we can write A as: A =

diag(eiθ1, . . . ,eiθ1︸ ︷︷ ︸
n-times

,e−iθ1, . . . ,e−iθ1︸ ︷︷ ︸
n-times

). Let B ∈ GL(2n,C) be such that BAB−1 =

A−1 and B2 = I2n. Then B =
( P

Q
)
, where P,Q ∈ GL(n,C) such that PQ = In.

Note that B =
(P

Q
)( In

In

)
. This implies that det(B) = det(P)det(Q)(−1)n.

Since PQ = In, we have det(PQ) = det(P)det(Q) = det(In) = 1. Therefore,
det(B) = (−1)n.

(2) Suppose that r < n. Then up to conjugacy in SU(2n), we can write A as:

A =

(
A1

A2

)
such that A1 = diag(eiθ1 , . . . ,eiθ1︸ ︷︷ ︸

r-times

,e−iθ1 , . . . ,e−iθ1︸ ︷︷ ︸
r-times

) ∈ SU(2r)

and A2 = diag(eiθr+1,e−iθr+1 , . . . ,eiθn ,e−iθn) ∈ SU(2(n− r)), where θ1 ̸= θℓ

and θℓ ∈ (0,π) for all k ∈ {r+1,r+2, . . . ,n}. Let B ∈ GL(2n,C) be such that
BAB−1 = A−1 and B2 = I2n. Then B =

(
B1

B2

)
, where B1 and B2 satisfy the

following conditions.

(i) B1 ∈ GL(2r,C) such that B1A1B−1
1 = A−1

1 and B2
1 = I2r.

(ii) B2 ∈ GL(2(n− r),C) such that B2A2B−1
2 = A−1

2 and B2
2 = I2(n−r).
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Since r < n = k + 1 and (n− r) < n = k + 1, so by induction hypothesis,
det(B1) = (−1)r and det(B2) = (−1)n−r. This implies

det(B) = det(B1)det(B2) = (−1)r(−1)n−r = (−1)n.

Therefore, from both of the above cases, we can see that the lemma holds for
n = k+1. Hence, by induction principle,we can conclude that the lemma holds for
every n ∈ N.

Now, we recall the following result from [21] that classifies strongly reversible
elements in SU(n).

Lemma 3.2.2. [21, Proposition 3.3] Suppose A ∈ SU(n) has a self-dual character-
istic polynomial. Then A is not strongly reversible in SU(n) if and only if n ≡ 2
(mod 4) and no eigenvalue of A is equal to 1 or −1.

Note that if part of the above lemma follows directly from Lemma 3.2.1. For the
converse part, see [30, p. 74].

3.3 Conjugacy in U(n,F)⋉Fn, where F= C or H

Let G denote one of the groups Sp(n)⋉Hn, U(n)⋉Cn, or SU(n)⋉Cn. Let L(G)

denote the linear part of G. The identity element in the group L(G) is denoted by In.
The identity of G is denoted by I. The zero element of Fn is denoted by 0, where
F= C or H.

Lemma 3.3.1. Every element g in G, up to conjugacy, can be written as g = (A,v)
such that A(v) = v, A = diag(eiθ1,eiθ2, . . . ,eiθr ,−Is, It), and v has the form v =

[0,0, . . . ,0,v1,v2, . . . ,vt ], where θk ∈ (0,π), k ∈ {1,2, . . . ,r}, and r,s, t ∈ N∪{0}.
Moreover, if 1 is not an eigenvalue of the linear part A of g, then, up to conjugacy, g
has the form g = (A,0).

Proof. Let g ∈ G be an arbitrary element. After conjugating g by a suitable element
(B,0) in G, we can assume g = (A,w) such that A = diag(eiθ1,eiθ2, . . . ,eiθr ,−Is, It),
where θk ∈ (0,π), k ∈ {1,2, . . . ,r}, and r+ s+ t = n. Now there are two possible
cases:

(1) Suppose 1 is not an eigenvalue of A. Therefore, the linear transformation
A− In is invertible. Consequently, we can choose xo = (A− In)

−1(w) ∈ Fn.
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Consider h = (In,xo) ∈ G, i.e., h(x) = x+ xo for all x ∈ Fn. Note that for all
x ∈ Fn, we have

hgh−1(x) = hg(x− xo) = h(Ax−Axo +w) = Ax+w− (A− In)xo.

Since xo = (A− In)
−1(w), we have hgh−1(x) = A(x)+0 for all x ∈ Fn. There-

fore, by taking v = 0, we get hgh−1 = (A,0) such that A(0) = 0.

(2) Let 1 be an eigenvalue of A. In this case, t > 0 and A− In has rank r+ s = n−
t < n. Therefore, we can choose an element u ∈ Fn having the last n− (r+ s)
coordinates zero such that [(A−In)(u)]ℓ =wℓ for all 1≤ ℓ≤ r+s, where w=

[wℓ]1≤ℓ≤n. If v = w−(A−In)(u), then v = [0,0, . . . ,0,wr+s+1,wr+s+2, . . . ,wn]

and A(v) = v. Consider h = (In,u) ∈ G, i.e., h(x) = x+u for all x ∈ Fn. Note
that for all x ∈ Fn, we have

hgh−1(x) = hg(x−u) = h(Ax−Au+w) = Ax+w− (A− In)(u) = Ax+ v.

This proves the lemma.

In the following lemma, we get a sufficient condition for reversibility of g ∈ G.

Lemma 3.3.2. Let g = (A,v) in G be such that A(v) = v. If there exists an element
B in L(G) such that BAB−1 = A−1 and B(v) =−v, then g is reversible in G.

Proof. Consider h = (B,0) ∈ G, where 0 is the zero element in Fn. Then hgh−1 =

g−1. This proves the lemma.

In the following lemma, we get a sufficient condition for strong reversibility of
g ∈ G.

Lemma 3.3.3. Let g = (A,v) in G be such that A(v) = v. If there exists an element
B in L(G) such that BAB−1 = A−1, B(v) = −v, and B2 = In, then g is strongly
reversible in G.

Proof. Consider h = (B,0) ∈ G, where 0 is the zero element in Fn. Then h is an
involution in G such that hgh−1 = g−1. This proves the lemma.

In the following lemma, we get a necessary condition on the linear part of g ∈ G
for reversibility and strong reversibility of g.

Lemma 3.3.4. The following hold.
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(i) If g = (A,v) is reversible in G, then A is reversible in L(G).

(ii) If g = (A,v) is strongly reversible in G, then A is strongly reversible in L(G).

Proof. Consider a group homomorphism φ : G → L(G), which sends each element
g = (A,v)∈ G to its linear part, i.e., φ(A,v) = A. Let g be reversible in G. Then there
exists h in G such that hgh−1 = g−1. This implies φ(h)φ(g)(φ(h))−1 = (φ(g))−1.
Also, if h is an involution in G, then φ(h) will be an involution in L(G). The lemma
now follows from the above observations.

Remark 3.3.5. It is worth noting that the proof of Lemma 3.3.4 is purely group-
theoretic and works under any homomorphism. Here, it is applied to a special
situation of a semi-direct product.

3.4 Reversibility in Sp(n)⋉Hn

In this section, we will investigate reversibility in the group Sp(n)⋉Hn.

3.4.1 Proof of Theorem 1.1.1

Let g ∈ Sp(n)⋉Hn. By using Lemma 3.3.1, up to conjugacy, we can write g = (A,v)
such that A(v) = v, where A = diag(eiθ1,eiθ2, . . . ,eiθr ,−Is, It), θk ∈ (0,π), r,s, t ∈
N∪{0}, r+ s+ t = n, and v = [0,0, . . . ,0,v1,v2, . . . ,vt ] ∈Hn.

If t = 0, i.e., 1 is not an eigenvalue of A, then up to conjugacy, g = (A,0), where
A ∈ Sp(n). However, every element in Sp(n) is reversible; see [2, Proposition 3.1].
Therefore, A is reversible. Hence, g is reversible in Sp(n)⋉Hn.

If t > 0, consider B = diag(j, j, . . . , j,−Is+t) ∈ Sp(n). Then BAB−1 = A−1,
B(v) =−v. Hence, the proof follows from Lemma 3.3.2. □

Lemma 3.4.1. Suppose that g = (A,w) be an element of Sp(n)⋉Hn. Let every
eigenvalue class of A is either ±1 or of even multiplicity. Then g is strongly reversible
in Sp(n)⋉Hn.

Proof. Up to conjugacy in Sp(n)⋉Hn, we can write g as: g = (A,v) as in the
Lemma 3.3.1. Further, we can assume that A has the form as given in Equation
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(3.1.3). Now, consider

B =



L
L

. . .

L
Is

−It


(3.4.1)

in Sp(n), where L =
(

0 j
−j 0

)
. Then BAB−1 = A−1, B(v) =−v, and B2 = In. Hence,

the proof follows from Lemma 3.3.3 .

3.4.2 Proof of Theorem 1.1.2

The proof of the theorem follows from Theorem 3.1.1, Lemma 3.3.4, and Lemma
3.4.1. □

3.5 Reversibility in U(n)⋉Cn

In this section, we will prove the equivalence between reversible and strongly
reversible elements of U(n)⋉Cn.

3.5.1 Proof of Theorem 1.1.4.

The implication (2)⇒ (1) is always true since every strongly reversible element in a
group is always reversible. We shall prove the rest.

(4)⇒ (2): Suppose A has a self-dual characteristic polynomial. Therefore, by
using Lemma 3.3.1, we can assume that g = (A,v) such that A(v) = v and A =

diag(eiθ1,e−iθ1, . . . ,eiθr ,e−iθr ,−Is, It), θk ∈ (0,π), k ∈ {1,2, . . . ,r}, where r,s, t ∈
N ∪ {0} and v has the form v = [0,0, . . . ,0,v1,v2, . . . ,vt ]. Let K =

(
0 1
1 0

)
. Consider

B =



K
K

. . .

K
Is

−It


(3.5.1)
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in U(n). Then BAB−1 = A−1, B(v) = −v, and B2 = In. Hence, the proof follows
from Lemma 3.3.3.

(2)⇒ (3): Follows from Lemma 3.3.4.
(3)⇔ (4): This equivalence follows from [21, Proposition 3.1].
(1)⇒ (4): Follows from Lemma 3.3.4 and noting the fact that an element A in

U(n) is reversible if and only if it has a self-dual characteristic polynomial; see [21,
Corollary 3.2], [11, Theorem 8]. □

3.6 Reversibility in SU(n)⋉Cn

In this section, we will classify the reversible and strongly reversible elements in
SU(n)⋉Cn.

3.6.1 Proof of Theorem 1.1.5.

(a) (1)⇒ (2): Follows from the Lemma 3.3.4.

(b) (2)⇒ (3): This equivalence follows from [30, Theorem 4.22], [21, Proposi-
tion 3.3].

(c) (3)⇒ (1): Suppose A has a self-dual characteristic polynomial. Therefore,
by using Lemma 3.3.1, we can assume that g = (A,v) such that A(v) = v and
A = diag(eiθ1,e−iθ1, . . . ,eiθr ,e−iθr ,−Is, It), θk ∈ (0,π), k ∈ {1,2, . . . ,r}, and v
has the form v = [0,0, . . . ,0,v1,v2, . . . ,vt ], where r,s, t ∈ N ∪ {0}. Further,
note that if A ̸= In, then (r,s) ̸= (0,0).

Suppose that A ̸= In. Consider B as given in Equation (3.5.1). Note that
det(K) = −1 and det(B) = (−1)r+t . If det(B) = 1, then choose this B. If
not, then we choose B ∈ SU(n) in the following way. If s ̸= 0, we choose
B ∈ SU(n) as

B =



K
K

. . .

K
−1

Is−1

−It


. (3.6.1)
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Note that this B is also an involution in SU(n). When r ̸= 0, the element B can
also be chosen as

B =



J
K

. . .

K
Is

−It


, (3.6.2)

where J =
(

0 −1
1 0

)
. Then det(B) = 1, although note that B is no more an involu-

tion. Therefore, we have constructed B in SU(n) such that BAB−1 = A−1 and
B(v) =−v. The theorem now follows from Lemma 3.3.2 and Corollary 3.6.4
proven below. □

The following lemma follows by combining Corollary 1.1.6, Lemma 3.2.2 and
Lemma 3.3.1.

Lemma 3.6.1. Let g= (A,w) in SU(n)⋉Cn. Assume that either one of the following
holds:

(a) A has an eigenvalue −1.

(b) n ≡ 0 (mod 4) and A does not have any eigenvalue equal to 1 or −1.

Then the following are equivalent.

(i) g is strongly reversible in SU(n)⋉Cn.

(ii) A is strongly reversible in SU(n).

(iii) The characteristic polynomial of A is self-dual.

Note that if A has no eigenvalue −1, then g may not be strongly reversible even
if A is so. The following example demonstrates this.

Example 3.6.2. Consider g = (A,v) ∈ SU(5)⋉C5 such that v = (0,0,0,0,1) and
A = diag(eiθ ,e−iθ ,eiφ ,e−iφ ,1), where θ ,φ ∈ (0,π) such that θ ̸= φ . Note that A is
strongly reversible in SU(5).

Assume that g is strongly reversible in SU(5)⋉C5. Then there exists h=(B,u) in
SU(5)⋉C5 such that hgh−1 = g−1 and h2 = I, where I is the identity in SU(5)⋉C5.

Using hgh−1 = g−1 and h2 = I, we have B ∈ SU(5) such that for all x ∈ C5,

BAB−1(x)−BAB−1(u)+B(v)+u = A−1(x)−A−1(v), (3.6.3)
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B2(x)+B(u)+u = I5(x). (3.6.4)

This implies

BAB−1 = A−1,(A−1 − I5)(v−u) =−(B+ I5)(v), (3.6.5)

B2 = I5,(B+ I5)(u) = 0. (3.6.6)

From the equation BA = A−1B, we have
eiθ b1,1 e−iθ b1,2 eiφ b1,3 e−iφ b1,4 b1,5

eiθ b2,1 e−iθ b2,2 eiφ b2,3 e−iφ b2,4 b2,5

eiθ b3,1 e−iθ b3,2 eiφ b3,3 e−iφ b3,4 b3,5

eiθ b4,1 e−iθ b4,2 eiφ b4,3 e−iφ b4,4 b4,5

eiθ b5,1 e−iθ b5,2 eiφ b5,3 e−iφ b5,4 b5,5

=


e−iθ b1,1 e−iθ b1,2 e−iθ b1,3 e−iθ b1,4 e−iθ b1,5

eiθ b2,1 eiθ b2,2 eiθ b2,3 eiθ b2,4 eiθ b2,5

e−iφ b3,1 e−iφ b3,2 e−iφ b3,3 e−iφ b3,4 e−iφ b3,5

eiφ b4,1 eiφ b4,2 eiφ b4,3 eiφ b4,4 eiφ b4,5
b5,1 b5,2 b5,3 b5,4 b5,5

.

As θ ,φ ∈ (0,π) such that θ ̸=±φ , so from the above matrix equation, we get that
matrix B has the following block diagonal form:

B =


0 a
b 0

0 c
d 0

α

 , where a,b,c,d,α ∈ C\{0}. (3.6.7)

Using (A−1 − I5)(v−u) =−(B+ I5)(v) with Equation (3.6.7) and noting that v =
(0,0,0,0,1), we obtain α = −1. Now, B2 = I5 and Equation (3.6.7) implies ab =

cd = 1. Therefore, we have

B =


0 a
b 0

0 c
d 0

−1

 ,

where a,b,c,d ∈ C\{0} such that ab = cd = 1. Consequently, det(B) =−abcd =

−1. This is a contradiction since B ∈ SU(5). Hence, g is not strongly reversible in
SU(5)⋉C5.

The above example demonstrates the need to classify the elements (A,v) in
SU(n)⋉Cn that are strongly reversible when A is strongly reversible. The following
lemma proves this direction.
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Lemma 3.6.3. Let g=(A,v)∈ SU(n)⋉Cn be such that A= diag(eiθ1,e−iθ1, . . . ,eiθr ,

e−iθr , It) and v = [0,0, . . . ,0,v1,v2, . . . ,vt ], where θk ∈ (0,π), k ∈ {1,2, . . . ,r}, t =
n−2r, and r, t ∈ N. Assume that one of the following conditions holds:

(1) Both r and t are either even or odd.

(2) There exists m ∈ {1,2, . . . , t} such that vm = 0.

(3) For all m ∈ {1,2, . . . , t}, vm ̸= 0, and one of the following conditions holds:

(i) r is odd and t is even.

(ii) r is even, t is odd, and t ̸= 1.

Then g is strongly reversible in SU(n)⋉Cn.

Proof. To prove this lemma, it is sufficient to find an involution B in SU(n) such that
BAB−1 = A−1, B2 = In, and B(v) =−v. Then proof will follow from Lemma 3.3.3.

Let Br =

 K
K

. . .
K

K

 ∈ GL(2r,C). Then det(Br) = (−1)r. Note that

we can construct the desired involution B ∈ SU(n) in the following way:

(1) Consider
B = Br ⊕ (−It). (3.6.8)

Then det(B) = (−1)r(−1)t = (−1)r+t . Therefore, if r and t are such that either
both are even or both are odd, then r+ t will be even. Hence, det(B) = 1.

(2) If v= 0, then g is conjugate to (A,0) and hence strongly reversible. So, without
loss of generality, we can assume that v ̸= 0 and vt = 0. Consider B as given
in Equation (3.6.8). If det(B) = 1, then choose this B. Otherwise, replace the
nth entry of the nth row (i.e., the row corresponding to the zero entry vt in v)
of B with 1. That will make det(B) = 1, and B will still satisfy the desired
conditions making g strongly reversible.

(3) Let P=

(
0 − v1

v2
− v2

v1
0

)
and Q=

(
0 0 − v1

v3
0 −1 0

− v3
v1

0 0

)
. Then det(P)=−1 and det(Q)=

1. Therefore, by using P and Q, we can consider the following involution
B ∈ SU(n):

In the sub-case (i), consider

B = Br ⊕P⊕ (−It−2),
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where t ∈ N such that t ⩾ 2, and in the sub-case (ii), consider

B = Br ⊕Q⊕ (−It−3),

where t ∈ N such that t ⩾ 3.

Thus, in each of the above cases, we have constructed an involution B in SU(n)
such that BAB−1 = A−1 and B(v) = −v. Hence, the proof follows from Lemma
3.3.3.

Corollary 3.6.4. Let g = (In,v) ∈ SU(n)⋉Cn such that v = [v1,v2, . . . ,vn]. Assume
n ̸= 1. Then g is strongly reversible in SU(n)⋉Cn.

3.6.2 Proof of Theorem 1.1.7

When r = 0, i.e., n = 1, then the result holds trivially. So we assume n ≥ 2, r ̸= 0.
Suppose that g = (A,v) is strongly reversible in SU(n)⋉Cn. Then there exists

h = (B,u) in SU(n)⋉Cn such that hgh−1 = g−1 and h2 = I, where I is the identity
in SU(n)⋉Cn.

Using hgh−1 = g−1 and h2 = I, we have B ∈ SU(n) such that for all x ∈ Cn,

BAB−1(x)−BAB−1(u)+B(v)+u = A−1(x)−A−1(v), (3.6.9)

B2(x)+B(u)+u = In(x). (3.6.10)

From this, we have

BAB−1 = A−1,(A−1 − In)(v−u) =−(B+ In)(v), (3.6.11)

B2 = In,(B+ In)(u) = 0. (3.6.12)

Further, on comparing nth row and nth column in the matrix equation BAB−1 = A−1,
we get that matrix B has the following form:

B =

(
B1

α

)
,where α ∈ C\{0} and B1 ∈ GL(n−1,C) (3.6.13)

such that B1A1B−1
1 = A−1

1 , where A1 = diag(eiθ1,e−iθ1, . . . ,eiθ2r ,e−iθ2r).
Note that v = [0,0, . . . ,0,v1] ∈ Cn is such that v1 ̸= 0. By using the above

block diagonal form of B in Equation (A−1 − In)(v− u) = −(B+ In)(v) and on
comparing the last rows, we get α = −1. Now, B2 = In and Equation (3.6.13)
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implies B1A1B−1
1 = A−1

1 and B2
1 = In−1. Therefore, from Lemma 3.2.1, we have

det(B1) = (−1)n−1. As n = 4r+1 is an odd natural number, we have

det(B) = det(B1)det(α) = (−1)n−1(−1) = (−1)n =−1.

Therefore, if g is of the form as given in the assertion, then detB = −1, and
hence, g can not be strongly reversible in SU(n)⋉Cn. If g is not of the given form,
then strong reversibility of g follows from Lemma 3.2.2, Lemma 3.6.1, Lemma 3.6.3,
and Corollary 3.6.4. This proves the theorem. □





Chapter 4

Reversibility in general linear groups

In this chapter, we will revisit the reversibility problem in the group GL(n,D) and
classify reversible and strongly reversible elements in GL(n,D), where D= R,C, or
H.

4.1 Reversibility in GL(n,D)

The classification of reversible elements in GL(n,C) is given in [30, Theorem 4.2].
Using a similar line of argument, we have extended this classification to the case
when D= R or H. We have also included the case D= C here, as it will be used in
Proposition 4.4.1.

Theorem 4.1.1. An element A ∈ GL(n,D) with Jordan form as given in Lemma 2.2.4
is reversible if and only if the following hold:

(1) For D=R, the Jordan blocks can be partitioned into pairs {J(λ ,s),J(λ−1,s)},
{JR(µ ± iν , 2t),JR(

µ

µ2+ν2 ∓ i ν

µ2+ν2 , 2t)} or singletons {J(γ,m)}, {JR(α ±
iβ , 2ℓ)}, where λ ,µ,ν ∈ R such that λ ,γ ̸= 0,ν ,β > 0 and λ ̸= ±1, µ2 +

ν2 ̸= 1,γ =±1,α2 +β 2 = 1.

(2) For D=C, the Jordan blocks can be partitioned into pairs {J(λ ,s),J(λ−1,s)}
or singletons {J(µ,m)}, where λ ,µ ∈ C\{0} and λ ̸=±1,µ =±1.

(3) For D=H, the Jordan blocks can be partitioned into pairs {J(λ ,s),J(λ−1,s)}
or singletons {J(µ,m)}, where λ ,µ ∈ C\{0} with non-negative imaginary
parts such that |λ | ̸= 1, |µ|= 1.

Proof. Consider the case D= R. Using Lemma 2.2.4, A is conjugate to A−1 if and
only if {J(λ1,m1), . . . ,J(λk,mk),JR(µ1 ± iν1, 2ℓ1), . . . ,JR(µq ± iνq, 2ℓq)}
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= {J(λ−1
1 ,m1), . . . ,J(λ−1

k ,mk),JR(
µ1

µ2
1+ν2

1
∓ i ν1

µ2
1+ν2

1
, 2ℓ1), . . . ,JR(

µq
µ2

q+ν2
q
∓ i νq

µ2
q+ν2

q
, 2ℓq)}, and

the result follows immediately for the case D= R.

Recall that for a unique complex representative λ ∈ C of an eigenvalue class of A ∈
GL(n,H), [λ ] = [λ−1] if and only if |λ |= 1, i.e., λ−1 = λ . Using the same line of argument
as we use in the D=R case, the result follows for the case D=H or C. For the proof of (2),
one can also see [30, Theorem 4.2].

4.2 Reversing symmetry groups in GL(n,D)

This section is devoted to working out certain details on the structures of the reversing
symmetry group for certain types of Jordan forms in GL(n,D), which may be of
independent interest.

Using such results, we will investigate strong reversibility in GL(n,D); see
Section 4.4. We first introduce some additional notation that will be used in the rest
of this chapter.

Definition 4.2.1. For non-zero λ ∈ D, define Ω(λ ,n) := [xi, j]n×n ∈ GL(n,D) such
that:

(1) xi, j = 0 for 1 ≤ j < i ≤ n,

(2) xi,n = 0 for all 1 ≤ i ≤ n−1,

(3) xn,n = 1,

(4) For all 1 ≤ i ≤ j ≤ n−1, define

xi, j =−λ
−2xi+1, j+1 +λ

−3xi+2, j+1

−λ
−4xi+3, j+1 + · · ·+(−1)(n−i)

λ
−(n−i+1)xn, j+1. (4.2.1)

Equivalently, we can also write Equation (4.2.1) as:

xi, j =−λ
−2xi+1, j+1 −λ

−1xi+1, j for all 1 ≤ i ≤ j ≤ n−1. (4.2.2)
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Remark 4.2.2. For a non-zero λ ∈ D, let Ω(λ ,n) := [xi, j]n×n ∈ GL(n,D) be as
defined in Definition 4.2.1. Then for 1 ≤ i, j ≤ n, we have:

xi, j =



0 if j < i

0 if j = n, i ̸= n

(−1)n−i
(

λ−2(n−i)
)

if j = i

(−1)n−i (n−i−1
j−i

)(
λ−2n+i+ j

)
if i < j, j ̸= n

, (4.2.3)

where
(n−i−1

j−i

)
denotes the binomial coefficient.

Definition 4.2.3. Let K :=

(
µ ν

−ν µ

)
∈ GL(2,R), and µ , ν are real numbers with

ν > 0. Then define ΩR(K,2n) := [Xi, j]1≤i, j≤n ∈ GL(2n,R), where Xi, j ∈ M(2,R)
such that

(1) Xi, j =

(
0 0
0 0

)
for 1 ≤ j < i ≤ n,

(2) Xi,n =

(
0 0
0 0

)
for all 1 ≤ i ≤ n−1,

(3) Xn,n = I2,

(4) For 1 ≤ i ≤ j ≤ n−1, define

Xi, j =−K−2Xi+1, j+1 +K−3Xi+2, j+1

−K−4Xi+3, j+1 + · · ·+(−1)(n−i)K−(n−i+1)Xn, j+1. (4.2.4)

Equivalently, we can also write Equation (4.2.4) as:

Xi, j =−K−2Xi+1, j+1 −K−1Xi+1, j for all 1 ≤ i ≤ j ≤ n−1. (4.2.5)

Remark 4.2.4. Observe that the matrix Ω(λ ,n) as in Definition 4.2.1 is upper tri-
angular matrix. On the other hand, ΩR(K,2n) ∈ GL(2n,R) as in Definition 4.2.3
is block upper triangular matrix. Further, both the above matrices are related by
embedding Ψ given in Definition 2.2.1 as follow

ΩR(Ψ(µ + iν),2n) = ΩR(K,2n) = Ψ(−Ω(µ + iν ,n)),
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where K = Ψ(µ + iν). Thus, Definition 4.2.3 can be expressed in terms of Defini-
tion 4.2.1 and embedding Ψ. But for notational clarity, we include it separately.

In the next example, we get a relation between Ω(λ ,4) and Jordan block J(λ ,4).

Example 4.2.5. Consider Ω(λ ,4) as defined in Definition 4.2.1, where λ ∈ D\{0}.
Note that

−λ−6 −2λ−5 −λ−4 0
λ−4 λ−3 0

−λ−2 0
1




λ−1 1 0 0
λ−1 1 0

λ−1 1
λ−1



=


−λ−7 −3λ−6 −3λ−5 −λ−4

λ−5 2λ−4 λ−3

−λ−3 −λ−2

λ−1



=


λ−1 −λ−2 λ−3 −λ−4

λ−1 −λ−2 λ−3

λ−1 −λ−2

λ−1



−λ−6 −2λ−5 −λ−4 0

λ−4 λ−3 0
−λ−2 0

1

 .

This implies
Ω(λ ,4)J(λ−1,4) = J(λ ,4)−1

Ω(λ ,4).

Further, note that if λ =±1, then λ−1 = λ and Ω(λ ,4) is a involution. Therefore,
for λ =±1, J(λ ,4) is a strongly reversible element in GL(4,D).

Now, we generalize the Example 4.2.5.

Lemma 4.2.6. Let Ω(λ ,n) ∈ GL(n,D) and ΩR(K,2n) ∈ GL(2n,R) be respectively
defined as in Definition 4.2.1 and Definition 4.2.3. Then the following statements
hold.

(1) Ω(λ ,n)J(λ−1,n) =
(

J(λ ,n)
)−1

Ω(λ ,n).

(2) ΩR(K,2n)JR
(

µ

µ2+ν2 ∓ i ν

µ2+ν2 , 2n
)
=
(

JR(µ ± iν , 2n)
)−1

ΩR(K,2n).
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Proof. Write J(λ−1,n) = [ai, j]1≤i, j≤n ∈ GL(n,D), where ai, j =


λ−1 if j = i

1 if j = i+1

0 otherwise

.

Also,
(

J(λ ,n)
)−1

= [bi, j]n×n ∈ GL(n,D), where bi, j =


λ−1 if j = i

(−1)kλ−(k+1) if j = i+ k

0 otherwise

.

Recall the matrix Ω(λ ,n) = [xi, j]n×n ∈ GL(n,D) as defined in the Definition 4.2.1.

Note that
(

Ω(λ ,n)J(λ−1,n)
)

i,i
=
((

J(λ ,n)
)−1

Ω(λ ,n)
)

i,i
= λ−1xi,i for all 1 ≤

i ≤ n. Since matrices under consideration are upper triangular, so it is enough to
prove the following equality:(

Ω(λ ,n)J(λ−1,n)
)

i, j
=
((

J(λ ,n)
)−1

Ω(λ ,n)
)

i, j
= λ

−1 xi, j + xi, j−1,

for all 1 ≤ i < j ≤ n. To see this, note that for 1 ≤ i < j ≤ n, we have

(
Ω(λ ,n)J(λ−1,n)

)
i, j

=
n

∑
r=1

(xi,r)(ar, j)

=
n

∑
r=i

(xi,r)(ar, j) = xi, j−1 + xi, jλ
−1 = λ

−1xi, j + xi, j−1.

Here, we have used xi, jλ
−1 = λ−1xi, j for all 1 ≤ i, j ≤ n. Further, note that for

1 ≤ i < j ≤ n, we have

((
J(λ ,n)

)−1
Ω(λ ,n)

)
i, j

=
n

∑
r=1

(bi,r)(xr, j) =
j

∑
r=i

(bi,r)(xr, j)

= bi,ixi, j +bi,i+1xi+1, j + · · ·+bi, jx j, j

= (λ−1xi, j)+(−λ
−2xi+1, j + · · ·+(−1)( j−i)

λ
−( j−i+1)x j, j).

Using the equivalence between Equations (4.2.1) and (4.2.2), we get:((
J(λ ,n)

)−1
Ω(λ ,n)

)
i, j

= λ
−1 xi, j + xi, j−1 for all 1 ≤ i < j ≤ n.

This proves the first part of this lemma. Next, we prove the second part of the lemma. Let

JR
(

µ

µ2+ν2 ∓ i ν

µ2+ν2 , 2n
)
= [Ai, j]1≤i, j≤n and

(
JR(µ ± iν , 2n)

)−1
= [Bi, j]1≤i, j≤n, where Ai, j
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and Bi, j are given by

Ai, j =


K−1 if j = i

I2 if j = i+1

O2 otherwise

, and Bi, j =


K−1 if j = i

(−1)kK−(k+1) if j = i+ k

O2 otherwise

.

Recall the ΩR(K,n) = [Xi, j]1≤i, j≤n ∈ GL(2n,R), as defined in Definition 4.2.3. Now, using
the same line of arguments as we used in the proof of the first part of this lemma, we have(

ΩR(K,2n)JR
(

µ

µ2 +ν2 ∓ i
ν

µ2 +ν2 , 2n
))

i, j
=
((

JR(µ ± iν , 2n)
)−1

ΩR(K,2n)
)

i, j

=


K−1(Xi,i) if j = i

Xi, j−1 +K−1(Xi, j) if i < j

O2 if i > j

, for all 1 ≤ i, j ≤ n.

Therefore, ΩR(K,2n)JR
(

µ

µ2+ν2 ∓ i ν

µ2+ν2 , 2n
)
=
(

JR(µ ± iν , 2n)
)−1

ΩR(K,2n). This com-
pletes the proof.

Next, we want to find relationship between Ω(λ ,n) and Ω(λ−1,n), which will be
used for constructing involutions in GL(n,D). For this, we will use some well-known
combinatorial identities. We refer to [7, Section 1.2] for the basic notion related
to the binomial coefficients. Recall the following well-known binomial identities
regarding binomial coefficients:

Id.1 Pascal’s rule:
(n

k

)
+
( n

k−1

)
=
(n+1

k

)
for all 1 ≤ k ≤ n.

Id.2 Newton’s identity:
(n

k

)(k
r

)
=
(n

r

)(n−r
k−r

)
for all 0 ≤ r ≤ k ≤ n.

Id.3 For n ≥ 1, we have ∑
n
k=0(−1)k(n

k

)
= 0.

Lemma 4.2.7. Let Ω(λ ,n) ∈ GL(n,D) and ΩR(K,2n) ∈ GL(2n,R) be respectively
defined as in Definition 4.2.1 and Definition 4.2.3. Then the following statements
hold.

(1)
(

Ω(λ ,n)
)−1

= Ω(λ−1,n).

(2)
(

ΩR(K,2n)
)−1

= ΩR(K−1,2n).

Proof. Here, we will only prove the first part of the lemma. The second part of the
lemma can be proved using the same line of arguments.
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Let Ω(λ ,n) = [xi, j]n×n and Ω(λ−1,n) = [yi, j]n×n in GL(n,D). Then observe that
for all 1 ≤ i, j ≤ n, we have:

xi, j =



0 if j < i

0 if j = n, i ̸= n

(−1)n−i
(

λ−2(n−i)
)

if j = i

(−1)n−i (n−i−1
j−i

)(
λ−2n+i+ j

)
if i < j, j ̸= n

, and

yi, j =



0 if j < i

0 if j = n, i ̸= n

(−1)n−i
(

λ 2(n−i)
)

if j = i

(−1)n−i (n−i−1
j−i

)(
λ−(−2n+i+ j)

)
if i < j, j ̸= n

.

Here, condition (4.2.2) in Definition 4.2.1 can be checked using Pascal’s rule (Id.1).

Let g := Ω(λ ,n)Ω(λ−1,n) = [gi, j]n×n. Then g is an upper triangular matrix with
diagonal entries equal to 1 such that gi, j = ∑

n
k=1(xi,k)(yk, j) = ∑

j
k=i(xi,k)(yk, j) for all

1 ≤ i < j ≤ n. This implies that for all 1 ≤ i < j ≤ n, we have

gi, j =
j

∑
k=i

(−1)n−i
(

n− i−1
k− i

)(
λ
−2n+i+k

)
(−1)n−k

(
n− k−1

j− k

)(
λ
−(−2n+k+ j)

)
.

Therefore, for all 1 ≤ i < j ≤ n, we have

gi, j =
(

λ
i− j
) j

∑
k=i

(−1)(−i−k)
(

n− i−1
k− i

)(
n− k−1

j− k

)
. (4.2.6)

By substituting r = k− i in Equation (4.2.6), we get

gi, j = λ
i− j

j−i

∑
r=0

(−1)(−2i−r)
(

n− i−1
r

)(
(n− i−1)− r
( j− i)− r

)
.

In view of the Newton’s identity (Id.2) and identity (Id.3), we get

gi, j = λ
i− j
(

n− i−1
j− i

) j−i

∑
r=0

(−1)r
(

j− i
r

)
= 0 for all 1 ≤ i < j ≤ n.

Therefore, g = In in GL(n,D). This completes the proof.
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Lemma 4.2.8. Let Ω(µ,n) ∈ GL(n,D) be as defined in the Definition 4.2.1. If
µ =±1, then Ω(µ,n) is an involution in GL(n,D).

Proof. In view of the Lemma 4.2.7, we have(
Ω(µ,n)

)−1
= Ω(µ−1,n).

If µ =±1, then µ−1 = µ . Hence, the proof follows.

Recall that JR(µ ± iν , 2n) and JR(µ ∓ iν , 2n) are defined in (2.2.1) and (2.2.2),
respectively.

Lemma 4.2.9. Let ΩR(K,2n) ∈ GL(2n,R) be as defined in Definition 4.2.3. Let
g := ΩR(K,2n)σ , where σ = diag(1,−1,1,−1, . . . ,(−1)2n−1 )2n×2n. If det(K) = 1,
that is, µ2 +ν2 = 1, then the following statements hold.

(1) g
(

JR(µ ± iν , 2n)
)

g−1 =
(

JR(µ ± iν , 2n)
)−1

.

(2) g is an involution in GL(2n,R).

Proof. Note that using det(K) = 1, i.e., µ2 +ν2 = 1 and Lemma 4.2.6, we have

ΩR(K,2n)
(

JR(µ ∓ iν , 2n)
)
(ΩR(K,2n))−1 =

(
JR(µ ± iν , 2n)

)−1
.

The proof of the first part of this lemma now follows from Equation (2.2.2).
Now, we prove the second part of the lemma. Write σ = diag(P,P, . . . ,P)2n×2n,

where P :=
(

1 0
0 −1

)
, and g = ΩR(K,2n)σ = [Xi, j]1≤i, j≤n in GL(2n,R). Then observe

that each entry Xi, j ∈ M(2,R) of g satisfies the following relation

Xi, j =



0 if j < i

0 if j = n, i ̸= n

(−1)n−i
(

K−2(n−i)
)

P if j = i

(−1)n−i (n−i−1
j−i

)(
K−2n+i+ j

)
P if i < j, j ̸= n.

Since det(K) = 1, we have PKP−1 = K−1. This implies

Km P = PK−m for all m ∈ N.

Therefore, ΩR(K,2n)σ = σ−1 ΩR(K,2n) = σ ΩR(K,2n). This implies

g2 =
(

ΩR(K,2n)σ

)(
ΩR(K,2n)σ

)
= ΩR(K,2n)ΩR(K−1,2n).
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Now the proof of this lemma follows from Lemma 4.2.7.

In the following section, we will use Lemmas 4.2.6, 4.2.7, 4.2.8, and 4.2.9 to
explicitly construct a reversing involution for certain reversible Jordan forms in
GL(n,D).

4.3 Strong reversibility of Jordan forms in GL(n,D)

In this section, we will prove that certain Jordan forms in GL(n,D) are strongly
reversible. These results can also be proved using the notion of adjoint reality; see
[15].

Lemma 4.3.1. Let A ∈ GL(n,D) be the Jordan block J(µ, n), where µ ∈ {±1} and
D= R,C or H. Then A is strongly reversible in GL(n,D).

Proof. Write A = J(µ, n) ∈ GL(n,D), where µ ∈ {±1}. Let g := Ω(µ,n) be as
defined in Definition 4.2.1. Then Lemma 4.2.6 and Lemma 4.2.8 implies that g is an
involution in GL(n,D) such that gAg−1 = A−1. This completes the proof.

Lemma 4.3.2. Let A ∈ GL(2n,D) be the Jordan form J(λ ,n)⊕ J(λ−1,n), where
λ ∈ D \ {±1,0} for D = R or C, and for D = H, λ ∈ C \ {0} with non-negative
imaginary part such that |λ | ̸= 1. Then A is strongly reversible in GL(2n,D).

Proof. Write A =
(

J(λ ,n)
J(λ−1,n)

)
∈ GL(2n,D). Let g =

(
Ω(λ ,n)

Ω(λ−1,n)

)
, where

Ω(λ ,n) ∈ GL(n,D) as defined in Definition 4.2.1. Then Lemma 4.2.7 implies
that g is an involution in GL(2n,D). Moreover, gAg−1 = A−1 if and only if

Ω(λ ,n)J(λ−1,n) =
(

J(λ ,n)
)−1

Ω(λ ,n). The proof now follows from Lemma 4.2.6.

Lemma 4.3.3. Let A ∈ GL(2n,H) be the Jordan block J(µ, n) ⊕ J(µ, n), where
µ ∈ C \ {±1} with non-negative imaginary part such that |µ| = 1. Then A is
strongly reversible in GL(2n,H).

Proof. Write A =
(

J(eiθ ,n)
J(eiθ ,n)

)
, where θ ∈ (0,π). Recall that jZ = Z j for all

Z ∈ GL(n,C), where Z is the matrix obtained by taking conjugate of each entry of
complex matrix Z. This implies

j
(

J(eiθ , n)
)

j−1 = J(eiθ , n) = J(e−iθ ,n). (4.3.1)
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Let g =

(
Ω(eiθ ,n) j(

Ω(eiθ ,n) j
)−1

)
, where Ω(eiθ ,n) ∈ GL(n,C) as defined in Defi-

nition 4.2.1. Note that g is an involution in GL(2n,H). Moreover, gAg−1 = A−1

if and only if
(

Ω(eiθ ,n) j
)(

J(eiθ ,n)
)(

Ω(eiθ ,n) j
)−1

=
(

J(eiθ ,n)
)−1

. The proof
now follows from Lemma 4.2.6 and Equation (4.3.1).

Lemma 4.3.4. Let A := JR(µ ± iν , 2n) be the Jordan block in GL(2n,R) as defined
in (2.2.1). If µ2 +ν2 = 1, then A is strongly reversible in GL(2n,R).

Proof. The proof follows from Lemma 4.2.9.

Lemma 4.3.5. Let A :=

(
JR(µ±iν ,2n)

JR

(
µ

µ2+ν2 ∓i ν

µ2+ν2 ,2n
))

be the Jordan form in

GL(4n,R), where µ2 +ν2 ̸= 1. Then A is strongly reversible in GL(4n,R).

Proof. Let g =
(

ΩR(K,2n)
ΩR(K−1,2n)

)
∈ GL(4n,R), where ΩR(K,2n) ∈ GL(2n,R)

is as defined in Definition 4.2.3. Then Lemma 4.2.7 implies that g is an involu-
tion in GL(4n,R). Note that gAg−1 = A−1 if and only if ΩR(K,2n)JR(

µ

µ2+ν2 ∓

i ν

µ2+ν2 , 2n) =
(

JR(µ ± iν , 2n)
)−1

ΩR(K,2n). The proof now follows from the
Lemma 4.2.6.

Note the following lemma, which will be used to prove Table 1.1.

Lemma 4.3.6. Let A ∈ GL(n,H) be the Jordan block J(µ, n), where µ ∈ C\{±1}
with non-negative imaginary part such that |µ|= 1. Then A is reversible in GL(n,H).

Proof. Consider Ω(µ,n) ∈ GL(n,C), which is defined in Definition 4.2.1. Let h :=
Ω(µ,n) j∈GL(n,H). Since |µ|= 1, i.e., µ−1 = µ , we have jµ = µ−1j. This implies
that jJ(µ,n) = J(µ−1,n) j. Therefore, using Lemma 4.2.6, we have hAh−1 = A−1.
Thus, A is reversible in GL(n,H).

Remark 4.3.7. In Table 1.1, we have summarized all the reversing symmetries
constructed in this section. In view of Theorem 4.1.1, using the results of this
section, for an arbitrary reversible element A ∈ SL(n,D), we can explicitly construct
a reversing element g in SL(n,D) such that gAg−1 = A−1.

4.3.1 Proof of Table 1.1

The proof of Table 1.1 follows from Lemmas 4.3.1−4.3.6.
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4.4 Strong reversibility in GL(n,D)

In this section, we will investigate strongly reversible elements in GL(n,D). Recall
that every strongly reversible element in GL(n,D) is reversible. In the next result,
we will prove that the converse holds when D= R or C.

Proposition 4.4.1 (cf. [41], [30, Theorem 4.7]). Let A ∈ GL(n,D), where D = R
or C. Then A is reversible in GL(n,D) if and only if A is strongly reversible in
GL(n,D).

Proof. In view of Theorem 4.1.1, the proof follows from Lemma 4.3.1, Lemma 4.3.2,
Lemma 4.3.4, and Lemma 4.3.5.

The next example shows that Proposition 4.4.1 does not hold in the case D=H.

Example 4.4.2. Let A := (i) ∈ GL(1,H). Then gAg−1 = A−1, where g = (j) in
GL(1,H). Thus, A is reversible in GL(1,H). Assume that A is strongly reversible in
GL(1,H). Let g= (a)∈GL(1,H) be an involution such that gAg−1 = A−1. Then we
get ai =−ia. This implies a = wj for some w ∈ C, w ̸= 0. Since g is an involution,
we have a2 = (wj)2 = 1, i.e., |w|2 = −1. This is a contradiction. Therefore, A is
reversible in GL(1,H) but not strongly reversible.

In Theorem 1.2.1, we provide a sufficient criterion for the reversible elements
in GL(n,H) to be strongly reversible. In Chapter 7, by using the notion of Weyr
canonical form, cf. [29], we will prove that converse of Theorem 1.2.1 also holds.

4.4.1 Proof of Theorem 1.2.1

In view of Theorem 4.1.1, the proof follows from Lemma 4.3.1, Lemma 4.3.2 and
Lemma 4.3.3.





Chapter 5

Reversibility of affine
transformations

Let Aff(n,D) denote the affine group of all invertible affine transformations on the
affine space Dn, where D= R,C or H. Each element g = (A,v) of GL(n,D)⋉Dn

acts on Dn as an affine transformation g(x) = A(x) + v, where A ∈ GL(n,D) is
called the linear part of g and v ∈ Dn is called the translation part of g. This
action identifies the affine group Aff(n,D) with GL(n,D)⋉Dn. We can embed
Dn into Dn+1 as the plane P := {(x,1) ∈ Dn+1 | x ∈ Dn}. Consider the embedding
Θ : Aff(n,D)−→ GL(n+1,D) defined as

Θ((A,v)) =

(
A v
0 1

)
, (5.0.1)

where 0 ∈ Dn is the zero vector. Note that action of Θ(Aff(n,D)) on P is exactly
same as action of Aff(n,D) on Dn. In particular, for any (x,1) ∈ P, we have(

A v
0 1

)(
x
1

)
=

(
Ax+ v

1

)
.

In this chapter, we will classify reversible and strongly reversible elements in the
affine group Aff(n,D). This chapter is based on [16]. We begin with an example.

Example 5.0.1. Let g = (In,v) ∈ Aff(n,D). Consider g1 = (−In,0) and g2 =

(−In,−v) in Aff(n,D). Then g1 and g2 are involutions in Aff(n,D) such that

g = g1 g2, i.e., (In,v) = (−In,0)(−In,−v).

Hence, g is strongly reversible in Aff(n,D).
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In the following result, we obtain necessary and sufficient conditions for re-
versibility in Aff(n,D).

Lemma 5.0.2. Let g = (A,v) ∈ Aff(n,D) be an arbitrary element. Then g is re-
versible in Aff(n,D) if and only if there exists an element h = (B,w) ∈ Aff(n,D)
such that both the following conditions hold:

(i) BAB−1 = A−1,

(ii) (A−1 − In)(w) = (A−1 +B)(v).

Proof. Note that g−1(x) = A−1(x)−A−1(v), and h−1(x) = B−1(x)−B−1(w) for all
x ∈ Dn. This implies that for all x ∈ Dn, we have

hgh−1(x) = h(AB−1(x)−AB−1(w)+ v) = BAB−1(x)−BAB−1(w)+B(v)+w.

Therefore, hgh−1 = g−1 ⇔ BAB−1 = A−1,and −A−1(v) =−BAB−1(w)+B(v)+w.
This proves the lemma.

The following lemma gives necessary and sufficient conditions for strong re-
versibility in Aff(n,D).

Lemma 5.0.3. Let g = (A,v)∈ Aff(n,D) be an arbitrary element. Then g is strongly
reversible in Aff(n,D) if and only if there exists an element h = (B,w) ∈ Aff(n,D)
such that both the following conditions hold:

(i) BAB−1 = A−1, and B2 = In,

(ii) (B+ In)(w) = 0, and (B+A−1)(w− v) = 0.

Proof. Note that h = (B,w) ∈ Aff(n,D) is an involution if and only if h2(x) =
B2(x)+B(w)+w = x for all x ∈ Dn. This implies B2 = In, and (B+ In)(w) = 0.
Furthermore, in view of Lemma 5.0.2, hgh−1 = g−1 if and only if conditions (i)
and (ii) of Lemma 5.0.2 hold. Observe that the equation (B+ In)(w) = 0 and the
equation (A−1 − In)(w) = (A−1 +B)(v) imply (B+A−1)(w− v) = 0. Hence, the
proof follows.

5.1 Conjugacy in the affine group Aff(n,D)

In the affine group Aff(n,D), up to conjugacy, we can consider every element in a
more simpler form. That is demonstrated by the next lemma. Recall that an element
U ∈ GL(n,D) is called unipotent if U has only 1 as an eigenvalue. In our convention,
we shall include identity as the only unipotent element, which is also semisimple.
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Lemma 5.1.1. Every element g in Aff(n,D), up to conjugacy, can be written as
g = (A,v) such that A = T ⊕U, where T ∈ GL(n−m,D), U ∈ GL(m,D) such that
T does not have eigenvalue 1, U has only 1 as eigenvalue, and v is of the form
v = [0,0, . . . ,0,v1,v2, . . . ,vm] ∈ Dn. Further, if 1 is not an eigenvalue of the linear
part of g, then up to conjugacy, g is of the form g = (A,0).

Proof. Let g ∈ Aff(n,D) be an arbitrary element. In view of Lemma 2.2.4, after
conjugating g by a suitable linear element (B,0) in Aff(n,D), we can assume that
g = (A,w) such that

A =

(
T

U

)
,

where T ∈ GL(n−m,D), U ∈ GL(m,D) such that T does not have eigenvalue 1 and
U is unipotent. There are two possible cases:

(1) Suppose 1 is not an eigenvalue of A. So the linear transformation A− In is
invertible. Therefore, we can choose xo = (A− In)

−1(w) ∈ Dn. Consider
h = (In,xo) ∈ Aff(n,D). Then for all x ∈ Dn, we have

hgh−1(x) = hg(x− xo) = h(Ax−Axo +w) = Ax+w− (A− In)xo.

This implies hgh−1(x) = A(x)+0 for all x ∈ Dn, since xo = (A− In)
−1(w).

(2) Suppose 1 is an eigenvalue of A. In this case, m > 0 and A− In has rank
n−m < n. So we can choose an element u ∈ Dn having the last m coordinates
zero such that [(A− In)(u)]i = wi for all 1 ≤ i ≤ n−m,where w = [wi]1≤i≤n.
Let v = w−(A−In)(u). Then v = [0,0, . . . ,0,wr+s+1,wr+s+2, . . . ,wn] ∈ Dn.
Now consider h = (In,u) ∈ Aff(n,D). Then for all x ∈ Dn, we have

hgh−1(x) = hg(x−u) = h(Ax−Au+w) = Ax+w− (A− In)(u) = Ax+ v.

This completes the proof.

Remark 5.1.2. The idea of the above proof is in a similar line of arguments as in
Lemma 3.3.1 . However, here we have to deal with the subtle situation when the
linear part of affine transformations contains a unipotent Jordan block.
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5.2 Reversibility of affine transformations with a fixed
point

Recall that if the linear part of an element in Aff(n,D) does not have eigenvalue 1,
then it will have a fixed point in Dn. In this case, reversibility in Aff(n,D) follows
from reversibility in GL(n,D).

Proposition 5.2.1. Let g = (A,v) ∈ Aff(n,D) be an arbitrary element such that 1
is not an eigenvalue of the linear part A of g. Then g is reversible (resp. strongly
reversible) in Aff(n,D) if and only if A is reversible (resp. strongly reversible) in
GL(n,D). Further, for D= R or C, the following are equivalent.

(1) g is reversible in Aff(n,D).

(2) g is strongly reversible in Aff(n,D).

Proof. Using Lemma 5.1.1, up to conjugacy, we can assume that g = (A,0). The
proof now follows from Proposition 4.4.1.

5.3 Reversibility of affine transformations with a unipo-
tent linear part

In this section, we shall use the adjoint reality approach to show that every element of
Aff(n,D) with a unipotent linear part is strongly reversible. In view of Lemma 5.1.1
and Proposition 5.2.1, classification of reversible and strongly reversible elements
in Aff(n,D) reduces to the case when the linear part of affine group element is a
unipotent element in GL(n,D). Moreover, due to Lemma 2.2.4, it is enough to
consider the case when the linear part of an element g ∈ Aff(n,D) is equal to the
unipotent Jordan block J(1,n).

Lemma 5.3.1. Let g = (A,v) ∈ Aff(n,D) such that A = J(1, n). Then g is reversible
in Aff(n,D).

Proof. The inverse of A = J(1, n) is an upper triangular matrix and given as:

A−1 =



1 −1 · · · · · · (−1)n+1

1 −1 · · · (−1)n

. . . . . . ...
. . . −1

1


.
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The rank of matrix A−1 − In is n− 1 and last row of A−1 − In is zero row. Let
B := −(Ω(1,n)) ∈ GL(n,D), where Ω(1,n) ∈ GL(n,D) is as defined in the Defi-
nition 4.2.1. Then Lemma 4.2.6 implies that B conjugates A to A−1. Since B is
such that only non-zero entry in the last row is xn,n =−1, the last row of A−1 +B
is a zero row. This implies that for each element v ∈ Dn, last coordinate of element
(A−1 +B)(v) ∈ Dn is zero. Now consider the following equation

(A−1 − In)(w) = (A−1 +B)(v). (5.3.1)

Observe that the rank of the augmented matrix corresponding to the above equation
is n−1 and it is independent of given v ∈ Dn. Thus, Equation (5.3.1) is consistent
and has a solution. Therefore, in view of the Lemma 5.0.2, we can choose a suitable
h = (B,w) ∈ Aff(n,D) such that hgh−1 = g−1. Hence, g is reversible in Aff(n,D).
This proves the lemma.

Now, we will investigate the strong reversibility of affine transformations with a
unipotent linear part. Note the following example

Example 5.3.2. Let g = (A,v) ∈ Aff(6,D) be such that A = J(1, 6) ∈ GL(n,D).
We will show that g is strongly reversible in Aff(6,D). Let B := −(Ω(1,6)) in
GL(6,D), where Ω(1,6) is as defined in the Definition 4.2.1. Using Lemma 4.2.6
and Lemma 4.2.8, we have that B is an involution in GL(6,D) and it conjugates A to
A−1. Here, we have

A−1 =



1 −1 1 −1 1 −1
1 −1 1 −1 1

1 −1 1 −1
1 −1 1

1 −1
−1


, and B =



1 4 6 4 1 0
−1 −3 −3 −1 0

1 2 1 0
−1 −1 0

1 0
−1


.

This implies

B+In =



2 4 6 4 1 0
0 −3 −3 −1 0

2 2 1 0
0 −1 0

2 0
0


, and B+A−1 =



2 3 7 3 2 −1
0 −4 −2 −2 1

2 1 2 −1
0 −2 1

2 −1
0


.
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Note that corresponding diagonal entries of B+ In and B+A−1 are equal and have
the same rank equal to 3. Now consider h = (B,w) ∈ Aff(6,D), where w ∈ Dn is
defined as:

w =



4v1 +6v2 +10v3 +4v2

−2v1 −3v2 −7v3 −3v4

2v3 + v4

−2v3 − v4

0
v6 − v5


.

Then h satisfies all the conditions of Lemma 5.0.3. Therefore, h is an involution such
that hgh−1 = g−1. Hence, g is strongly reversible in Aff(6,D).

If we follow the same approach, the computational complexity involved in
Example 5.3.2 increases as n (the size of the Jordan block) increases. Therefore,
when the linear part of g is J(1,n), generalizing the above construction to find a
reversing involution for g seems to be intricate and not as straightforward as the
reversible case shown in Lemma 5.3.1. To avoid these difficulties and provide a
significantly simpler proof, we take a different path by considering the notion of
adjoint reality in the Lie algebra setup; see Lemma 5.3.5.

First, let’s introduce some notation that will be used in the next part of this
section. As before, let Dn be the right D-vector space. Consider Dn as an abelian Lie
algebra. Then DerDDn ≃ gł(n,D). Thus we can make the semi-direct product on
gł(n,D)⊕ι Dn by setting [(A,0),(0,v)] := (0,Av); see [25, Chapter 1, §4, Example
2] for more details. As done for Aff(n,D) in (5.0.1), consider the embedding

ρ : gl(n,D)⊕ι Dn −→ gl(n+1,D) given by ρ((X ,w)) :=

(
X w
0 0

)
. (5.3.2)

Then the image has the usual Lie algebra structure, and aff(n,D) := gł(n,D)⊕ι Dn

is the Lie algebra of the linear Lie group Aff(n,D). Note that the adjoint action of
G := Aff(n,D) on its Lie algebra g := aff(n,D) is given by:

Ad: G×g−→ g ; Ad(A,v)·(X ,w) =
(
AXA−1,−(AXA−1)v+Aw

)
. (5.3.3)

Now, we recall the notion of adjoint reality for a linear Lie group G, which was
introduced in [18]. The adjoint action of a linear Lie group G on its Lie algebra
g is given by the conjugation, i.e., Ad(g)X := gXg−1. An element X ∈ g is called
AdG-real if −X = gXg−1 for some g ∈ G. An AdG-real element X ∈ g is called
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strongly AdG-real if −X = τXτ−1 for some involution (i.e., element of order at
most two) τ ∈ G; see [18, Definition 1.1]. Observe that if X ∈ g is AdG-real, then
exp(X) is reversible in G, but the converse may not be true.

Recall that the Lie algebra aff(n,D) of the affine group Aff(n,D) is given by
gł(n,D)⊕ι Dn. Now we will investigate the AdAff(n,D)-real elements in the Lie
algebra aff(n,D) . The next result gives necessary and sufficient conditions for the
strongly AdAff(n,D)-real elements in aff(n,D). This can be thought of as a Lie algebra
version of the Lemma 5.0.3.

Lemma 5.3.3. Let (N,x) ∈ gl(n,D)⊕ι Dn be an arbitrary element. Then (N,x) is
strongly AdAff(n,D)-real if and only if there exists an element h = (B,w) ∈ Aff(n,D)
such that both the following conditions hold:

(i) BNB−1 =−N, and B2 = In.

(ii) (B+ In)(w) = 0, and N(w) = −(B+ In)(x).

Proof. We omit the proof as it is identical to that of Lemma 5.0.3.

The following result will be used in proving the Lemma 5.3.5.

Lemma 5.3.4. Let (N,x) ∈ gł(n,D)⊕ι Dn such that N = J(0, n), where D = R,C
or H. Then (N,x) is strongly AdAff(n,D)-real.

Proof. For the element (N,x), take B := diag((−1)n,(−1)n−1, . . . ,1,−1)n×n. Then
condition (i) of Lemma 5.3.3 holds. Further, by the choice of diagonal matrix B,
the last row of N and B+ In are equal to zero vector in Dn. This implies that for
every x ∈ Dn, the last coordinate of (B+ In)(x) is zero. Since rank of N is n−1, so
equation Nw = −(B+ In)(x) is consistent for given x ∈ Dn and has a solution. For
proving this lemma, it is sufficient to choose a suitable w ∈ Dn so that the condition
(ii) of Lemma 5.3.3 holds. This can be done in the following way:

(1) Let n be even. Then for v = [vk]n×1 ∈ Dn, take w = [wk]n×1 ∈ Dn such that

w2k−1 = 0, and w2k =−2x2k−1, where k ∈ {1,2, · · · , n
2
}. (5.3.4)

Here, we get unique w depending on v for our choice of B.

(2) Let n be odd. Then for v = [vk]n×1 ∈ Dn, take w = [wk]n×1 ∈ Dn such that

w1 ∈ D, w2k = 0, and w2k+1 =−2x2k, where k ∈ {1,2, · · · , n−1
2

}. (5.3.5)

Here, for our choice of B, we get no condition on w1.
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Then in view of Lemma 5.3.3, the element (N,x) is strongly AdAff(n,D)-real. Hence
the proof follows.

Now, we will generalize Example 5.3.2 to arbitrary n. The following lemma
demonstrates that affine transformations with linear part conjugate to a unipotent
Jordan block are strongly reversible.

Lemma 5.3.5. Let g = (A,v) ∈ Aff(n,D) such that A = J(1, n). Then g is strongly
reversible in Aff(n,D).

Proof. Let N := J(0, n) ∈ gł(n,D). Then (σ ,y)exp((N,x))(σ ,y)−1 = (A,v) for
some (σ ,y) ∈ Aff(n,D). Recall that the Lie algebra aff(n,D) = gł(n,D)⊕ι Dn.
Using Lemma 5.3.4, we have (N,x) ∈ aff(n,D) is strongly AdAff(n,D)-real. Let
(α,z) ∈ Aff(n,D) be an involution so that (α,z)(N,x)(α,z) = −(N,x). By tak-
ing the exponential, we have (α,z)exp((N,x))(α,z)−1 = exp(−(N,x)). Let h :=
(σ ,y)(α,z)(σ ,y)−1. Then h is an involution in Aff(n,D) and h(A,v)h−1 = (A,v)−1.
Hence, g is strongly reversible in Aff(n,D). This proves the lemma.

The next result follows from Lemma 5.3.5, which will be crucially used in the
proof of Theorem 1.3.1.

Proposition 5.3.6. Let g = (A,v) ∈ Aff(n,D) such that A is a unipotent element.
Then g is strongly reversible in Aff(n,D).

Proof. In view of Lemma 2.2.4, up to conjugacy, we can assume that A has the
following form:

A = Im0 ⊕ J(1, m1) ⊕ ·· · ⊕ J(1, mk),

where mi ∈ N, for all i ∈ {0,1,2, . . . ,k}.
Using Example 5.0.1 and Lemma 5.3.5, we can construct a suitable involution

h = (B,w) ∈ Aff(n,D) such that hgh−1 = g−1. Hence, g is strongly reversible in
Aff(n,D). This completes the proof.

5.4 Proof of Theorem 1.3.1

Let g ∈ Aff(n,D) be an arbitrary element. Using Lemma 5.0.2 and Lemma 5.0.3,
it follows that if g is reversible (resp. strongly reversible) in Aff(n,D), then A is
reversible (resp. strongly reversible) in GL(n,D).
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Conversely, using Lemma 5.1.1, up to conjugacy, we can assume that g= (A,v)∈
Aff(n,D) such that

A =

(
T

U

)
, v =

(
0n−m

ṽ

)
, (5.4.1)

where 0n−m denotes the zero vector in Dn−m and T ∈ GL(n−m,D), U ∈ GL(m,D)
such that T does not have eigenvalue 1, U has only 1 as eigenvalue and ṽ =

[v1,v2, . . . ,vm] ∈ Dm. Here, T and U do not have a common eigenvalue. This
implies that if B ∈ GL(n,D) is such that BAB−1 = A−1, then B has the following
form

B =

(
B1

B2

)
, where B1 ∈ GL(n−m,D),B2 ∈ GL(m,D).

Therefore, if A is reversible (resp. strongly reversible) in GL(n,D), then T ∈ GL(n−
m,D) and U ∈ GL(m,D) are reversible (resp. strongly reversible). Consider h =

(U, ṽ) ∈ Aff(m,D), where U is a unipotent element. Then Proposition 5.3.6 implies
that h is strongly reversible in Aff(m,D). Proof of the converse part now follows
from (5.4.1).

Further, for the case D=R or C, the Proposition 4.4.1 implies that g is reversible
in Aff(n,D) if and only if g is strongly reversible in Aff(n,D). This completes the
proof.

5.5 Product of involutions in Aff(n,D)

Recall that if h = (B,v) ∈ Aff(n,D) is an involution then B has to be an involution in
GL(n,D); see Lemma 5.0.3. If an element of GL(n,D) is a product of involutions,
then necessarily its determinant is either 1 or −1. Product of involutions in GL(n,D)
has been studied in [13] and [30, Section 4.2.4] for the case D= R or C.

In the next result, we investigate the product of involutions in GL(n,D).

Lemma 5.5.1. Every element of GL(n,D) with determinant 1 or −1 can be written
as a product of four involutions.

Proof. Note that using Lemma 2.2.4, up to conjugacy, we can assume that every
element of GL(n,H) is in GL(n,C). The proof now follows from the fact that every
element of GL(n,C) (resp. GL(n,R)) with determinant 1 or −1 can be written as a
product of four involutions; see [30, Theorem 4.9].

Next, we will prove the Theorem 1.3.2.
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5.5.1 Proof of Theorem 1.3.2

Let g = (A,v) ∈ Aff(n,D) be such that determinant of A is either 1 or −1. Then
using Lemma 5.1.1, up to conjugacy, we can assume that

A =

(
T

U

)
, v =

(
0n−m

ṽ

)
, (5.5.1)

where T ∈ GL(n−m,D) and U ∈ GL(m,D) such that T does not have eigenvalue
1 and U has only 1 as eigenvalue. Here, 0n−m denotes the zero vector in Dn−m and
ṽ = [v1,v2, . . . ,vm] ∈ Dm.

Consider h = (U, ṽ) ∈ Aff(m,D). Recall that if an element of a group G is
strongly reversible, then it can be expressed as a product of two involutions in
G; see [30, Proposition 2.12]. Using the Proposition 5.3.6, we have h is strongly
reversible in Aff(m,D). Therefore, there exist involutions h1 = (P,u) and h2 = (Q,w)
in GL(m,D)⋉Dm such that

h = h1 h2. (5.5.2)

Further, note that the determinant of T ∈ GL(n−m,D) is either 1 or −1. In view of
the Lemma 5.5.1, we have

T = B1 B2 B3 B4, (5.5.3)

where Bi is an involution in GL(n−m,D) for all i ∈ {1,2,3,4}. Here, Bi may be
equal to In−m for some i ∈ {1,2,3,4}. Now, consider the following elements in
Aff(n,D):

(1) f1 := (B1 ⊕ Im, 0n),

(2) f2 := (B2 ⊕ Im, 0n),

(3) f3 := (B3 ⊕ P, 0n−m ⊕ u),

(4) f4 := (B4 ⊕ Q, 0n−m ⊕ w).

From the above construction, it is clear that f1, f2, f3, and f4 are involutions in
Aff(n,D). Using Equations (5.5.1), (5.5.2), and (5.5.3), we have g = f1 f2 f3 f4. This
completes the proof.



Chapter 6

Strong reversibility in SL(n,C)

In this chapter, we will investigate strongly reversible elements in SL(n,C) and
prove Theorem 1.4.2.

6.1 Background and notations

In this section, we fix some notations and introduce the notion of Weyr canonical
form over F, which will be crucially used in Chapter 6 and Chapter 7.

6.1.1 Notation for partition of n

In this section, we will recall a notation for partitioning a positive integer n. This
notation will be used to introduce the Weyr canonical form in Section 6.1.3.

Definition 6.1.1 (cf. [29]). A partition of a positive integer n is a finite sequence
(n1,n2, · · · ,nr) of positive integers such that n1 + n2 + · · ·+ nr = n and n1 ≥ n2 ≥
·· · ≥ nr ≥ 1. Moreover, the conjugate partition (or dual partition) of the partition
(n1,n2, · · · ,nr) of n is the partition (m1,m2, · · · ,mn1) such that m j = |{i : ni ≥ j}|.

For any positive integer n, we can represent each of its partitions using a diagram
called a Young diagram. The Young diagram of a specific partition (n1,n2, · · · ,nr)

of n consists of n boxes arranged into r rows, where the length of the i-th row is
ni. We can obtain the Young diagram corresponding to the conjugate partition of
a given partition of n by flipping the Young diagram of the given partition over its
main diagonal from upper left to lower right. For example, the Young diagrams
corresponding to the partition (4,4,2) and its conjugate partition (3,3,2,2) are given
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as follows:

and .

Note that we have introduced two notations (n1,n2, · · · ,nr) and d(n) for the
partition of a positive integer n; see Definition 1.4.1 and Definition 6.1.1. The fol-
lowing lemma provides the relationship between the partition d(n) and its conjugate
partition d(n). We omit the proof as it is straightforward.

Lemma 6.1.2. Let d(n) := [d
td1
1 , . . . ,dtds

s ] be a partition of a positive integer n. Then
the conjugate partition d(n) of d(n) has the following form:

d(n) = [(td1 + td2 + · · ·+ tds)
ds ,(td1 + td2 + · · ·+ tds−1)

ds−1−ds , · · · ,(td1 + td2)
d2−d3 ,(td1)

d1−d2 ].

6.1.2 Block Matrices

We can partition the matrix A ∈ M(n,F) by choosing some horizontal partitioning of
the rows and, independently, some vertical partitioning of the columns. If we use the
same partitioning for both the rows and columns, we refer to the resulting partitioned
matrix as a block or blocked matrix. For example:

A =


2 0 0 1 0
0 2 0 0 1
0 0 2 0 0
0 0 0 2 0
0 0 0 0 2

=

(
A1,1 A1,2

A2,1 A2,2

)
= (Ai, j)1≤i, j≤2 ∈ M(5,F).

The symbol Is represents the s× s identity matrix. When r > s, we will use the
notation Ir,s to denote a matrix with r rows and s columns where the first s rows
are identical to Is, and the remaining (r− s) rows are rows of zeros. For example,

I3,2 =

1 0
0 1
0 0

.

Note that the diagonal blocks Ai,i in the block matrix A = (Ai, j)1≤i, j≤m are all
square sub-matrices. Moreover, when specifying the block structure of matrix A, it is
sufficient to specify only the sizes of the diagonal blocks Ai,i since the (i, j)-th block
Ai, j must be a ni×n j matrix, where ni and n j are the sizes of the diagonal blocks Ai,i

and A j, j, respectively. Therefore, if the diagonal blocks of A have decreasing size,
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we can uniquely specify the whole block structure of A by a partition (n1,n2, · · · ,nr)

of n such that n1 +n2 + · · ·+nr = n and n1 ≥ n2 ≥ ·· · ≥ nr ≥ 1. We refer to block
matrix A as block upper triangular if Ai, j = 0 for all i > j. If all the off-diagonal
blocks of a block matrix A are zero, then A is called a block diagonal matrix.

6.1.3 Weyr canonical form

Recall the Jordan canonical form over F introduced in Section 2.2. The Jordan
canonical form is a well-known and highly studied matrix canonical form. In this
section, we will recall Weyr canonical form introduced by the Czech mathematician
Eduard Weyr in 1885. Weyr form is the preferred form over the Jordan form when it
comes to problems concerning matrix centralizers. For an elaborate discussion on
the theory of Weyr canonical form; see [29], [34], and [35].

In [29], Weyr canonical form of square matrices over algebraically closed fields
are studied. Here, we will extend the notion of Weyr canonical form for quaternionic
matrices.

Definition 6.1.3 (cf. [29, Definition 2.1.1]). A basic Weyr matrix with eigenvalue λ

is a matrix W ∈ M(n,F) of the following form: There is a partition (n1,n2, . . . ,nr) of
n such that, when W is viewed as an r× r blocked matrices (Wi j), where the (i, j)-th
block Wi j is an ni ×n j matrix, the following three features present:

(1) The main diagonal blocks Wi,i are the ni × ni scalar matrices λ Ini for i =
1,2, . . . ,r.

(2) The first super-diagonal blocks Wi,i+1 are the ni×ni+1 matrices in reduced row-
echelon (that is, an identity matrix followed by zero rows) for i= 1,2, . . . ,r−1.

(3) All other blocks of W are zero (that is, Wi j = 0 when j ̸= i, i+1).

In this case, we say that W has Weyr structure (n1,n2, . . . ,nr).

We can regard an n×n scalar matrix as a basic Weyr matrix with the trivial Weyr
structure (n). At the other extreme, a basic Jordan matrix (i.e., Jordan block) is a
basic Weyr matrix with Weyr structure (1,1,1, · · · ,1).

Definition 6.1.4 (cf. [29, Definition 2.1.5]). Let W ∈ M(n,F), and let λ1,λ2, . . . ,λk

be the distinct eigenvalues of W . We say that W is in Weyr form (or is a Weyr matrix)
if W is a direct sum of basic Weyr matrices, one for each distinct eigenvalue. In
other words, W has the following form:

W =W1 ⊕W2 ⊕·· ·⊕Wk,
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where Wi is a basic Weyr matrix with eigenvalue λi for i = 1,2, · · · ,k.

In the case of the Jordan form, a Jordan matrix J with a single eigenvalue λ is
a (direct) sum of Jordan blocks, each of which has λ as its eigenvalue. However,
unlike Jordan matrices, a general Weyr matrix can not be expressed as the (direct)
sum of basic Weyr blocks with the same eigenvalue. This is a significant difference
between the Jordan and Weyr forms.

Theorem 6.1.5 (cf. [29, Theorem 2.2.4]). Up to a permutation of basic Weyr blocks,
each square matrix A ∈ M(n,F) is similar to a unique Weyr matrix W. The matrix
W is called the Weyr canonical form of A.

The Weyr structure (n1,n2, . . . ,nr) is called homogeneous if n1 = n2 = · · ·= nr.
For A∈M(n,C), we will use the notation AW to denote the corresponding Weyr form.
Let AW ∈ GL(mk,C) be a basic Weyr matrix with a homogeneous Weyr structure
(k,k, . . . ,k) and having λ as only non-zero eigenvalue. Then AW is easiest to picture
because the blocks on the first super-diagonal are genuine k× k identity matrices,
diagonal blocks are scalar matrices λ Ik, and all the others blocks are zero. Then we
use the notation Jλ (Ik,m) to denote AW . In particular, if AW is unipotent (i.e., λ = 1)
then we denote AW by J(Ik,m).

In the following result, we recall the centralizer of a basic Weyr matrix in
M(n,C).

Proposition 6.1.6 (cf. [29, Proposition 2.3.3]). Let W ∈ M(n,C) be an n×n basic
Weyr matrix with the Weyr structure (n1, . . . ,nr), where r ≥ 2. Let K be an n× n
matrix, blocked according to the partition (n1, . . . ,nr), and let Ki, j denote its (i, j)-th
block (an ni ×n j matrix) for i, j ∈ {1, . . . ,r}. Then W and K commute if and only if
K is a block upper triangular matrix for which

Ki, j =

(
Ki+1, j+1 ∗

0 ∗

)
, for all 1 ≤ i ≤ j ≤ r−1.

Here, we have written Ki, j as a blocked matrix where the zero block is (ni −
ni+1)×n j+1. The asterisk entries (∗) indicate that there are no restrictions on the
entries in that part of the matrix. The column of asterisks disappears if n j = n j+1,

and the
(

0 ∗
)

row disappears if ni = ni+1.

6.1.4 Duality between the Jordan and Weyr Forms

In this section, we recall the duality between the Jordan and Weyr Forms. Each
partition (n1,n2, · · · ,nr) of n determines a Young diagram. The Weyr structure
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(m1,m2, · · · ,mn1) is the conjugate partition of the Jordan structure (n1,n2, · · · ,nr).
Therefore, by transposing the Young diagram (writing its columns as rows) of
partition (n1,n2, · · · ,nr), we get a Young tableau that corresponds to the conjugate
partition (m1,m2, · · · ,mn1) of (n1,n2, · · · ,nr). More precisely, the number m j is the
number of ni’s that are greater than or equal to j; see Definition 6.1.1.

It is worth noting that if d(n) is a partition corresponding to the Jordan structure
(n1,n2, · · · ,nr), then the corresponding Weyr structure (m1,m2, · · · ,mn1) can also be
represented by the conjugate partition d(n); see Lemma 6.1.2.

The following result establishes the duality between Jordan and Weyr structures
of complex matrices.

Theorem 6.1.7 (cf. [29, Theorem 2.4.1]). The Weyr and Jordan structures of a
nilpotent n× n matrix A (more generally, a matrix with a single eigenvalue) are
conjugate partitions of n. Moreover, the Weyr form and Jordan form of a square
matrix are conjugate under a permutation transformation.

Let us consider the following example, which illustrates the Proposition 6.1.6.

Example 6.1.8. Let A =



1 1 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0
0 0 1 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0

0 0 0 0 1 1 0 0 0 0
0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 0 0 1



be a Jordan matrix in

GL(10,F) with Jordan structure (4,4,2). Then the Weyr matrix AW corresponding to the

Jordan matrix A has the Weyr structure (3,3,2,2) and can be given as follows:

AW =



1 0 0 1 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0
0 0 1 0 0 1 0 0 0 0

0 0 0 1 0 0 1 0 0 0
0 0 0 0 1 0 0 1 0 0
0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 1 0 1 0
0 0 0 0 0 0 0 1 0 1

0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1



.
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Further, using Proposition 6.1.6, we have that a matrix B ∈ GL(10,F) commuting with the
basic Weyr matrix AW has the following form:

B =



a b e h i l p q v w
c d f j k m r s x y
0 0 g 0 0 n t u z α

0 0 0 a b e h i p q
0 0 0 c d f j k r s
0 0 0 0 0 g 0 0 t u

0 0 0 0 0 0 a b h i
0 0 0 0 0 0 c d j k

0 0 0 0 0 0 0 0 a b
0 0 0 0 0 0 0 0 c d



. (6.1.1)

Observe that partitions (4,4,2) and (3,3,2,2) representing the Weyr and Jordan structure of
A, respectively, are conjugate (or dual) to each other; see Definition 6.1.1.

6.1.5 Reverser set of certain Jordan forms over C

In this section, we will compute the reverser set RGL(n,C)(A) for certain Jordan forms
in GL(n,C). Recall the notation for upper triangular Toeplitz matrices introduced in
Definition 2.3.3. We need the following definition to formulate our results.

Definition 6.1.9. For a non-zero λ ∈C and x= (x1,x2, . . . ,xn)∈Cn such that x1 ̸= 0,
define upper triangular matrix Ω(λ ,x,n) := [gi, j]n×n ∈ GL(n,C) such that

(1) gi, j = 0 for 1 ≤ i, j ≤ n such that i > j,

(2) gi,n = xn−i+1 for all 1 ≤ i ≤ n,

(3) For 1 ≤ i ≤ j ≤ n−1, we define

gi, j =−λ
−2gi+1, j+1 −λ

−1gi+1, j. (6.1.2)

Note the following example. We refer to Definition 4.2.1 for the notation Ω(λ ,n).

Example 6.1.10. Let λ = 1 and x = (x1,x2, . . . ,x5) ∈ C5. Then we have

Toep5(x)Ω(1,5) =


x1 x2 x3 x4 x5

x1 x2 x3 x4

x1 x2 x3

x1 x2

x1




1 3 3 1 0

−1 −2 −1 0
1 1 0

−1 0
1
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=


x1 3x1 − x2 3x1 −2x2 + x3 x1 − x2 + x3 − x4 x5

−x1 −2x1 + x2 −x1 + x2 − x3 x4

x1 x1 − x2 x3

−x1 x2

x1

= Ω(1,x,5).

This implies Ω(1,x,5) = Toep5(x)Ω(1,5).

In the following lemma, we will generalize Example 6.1.10.

Lemma 6.1.11. Let λ ∈C and x = (x1,x2, . . . ,xn) ∈Cn such that λ ̸= 0 and x1 ̸= 0.
Let Ω(λ ,n), Toepn(x), and Ω(λ ,x,n) be as defined in Definition 4.2.1, Definition
2.3.3, and Definition 6.1.9, respectively. Then the following statements hold.

(i) Ω(λ ,x,n) = Toepn(x)Ω(λ ,n).

(ii)
(

Ω(λ ,x,n)
)

J(λ−1,n) =
(

J(λ ,n)
)−1(

Ω(λ ,x,n)
)

.

Proof. Let Toepn(x) = [xi, j]n×n and Ω(λ ,n) = [yi, j]n×n be as defined in Defini-
tion 2.3.3 and Definition 4.2.1, respectively. Then yi, j is given by Equation (4.2.3)
for all 1 ≤ i, j ≤ n.

Let g := Toepn(x)Ω(λ ,n) = [gi, j]n×n. Then using Equations (4.2.3) and (2.3.1),
we have that g is an upper triangular matrix such that for all 1 ≤ i ≤ j ≤ n,

gi, j =
n

∑
k=1

(xi,k)(yk, j) =
j

∑
k=i

(xi,k)(yk, j)

=
j

∑
k=i

(xk−i+1)
(
(−1)n−k

(
n− k−1

j− k

)
λ
−2n+k+ j

)
. (6.1.3)

This implies for all 1 ≤ i ≤ n, we have

gi,i =(x1)(−1)n−i
(

λ
−2(n−i)

)
, and gi,n =(xi,n)(yn,n)= (xi,n)(1)= xn−i+1. (6.1.4)

Note that for all 1 ≤ i < j ≤ n−1, we have

gi+1, j =
j

∑
k=i+1

(xk−(i+1)+1)(−1)n−k
(

n− k−1
j− k

)(
λ
−2n+k+ j

)
, and

gi+1, j+1 =
( j

∑
k=i+1

(xk−(i+1)+1)(−1)n−k
(

n− k−1
( j+1)− k

)
λ
−2n+k+ j+1

)
+
(
(x j−i+1)(−1)n− j−1

λ
−2n+2 j+2)

)
.
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This implies, for all 1 ≤ i < j ≤ n−1, we have

λ
−2gi+1, j+1 +λ

−1gi+1, j = (x j−i+1)(−1)n− j−1
(

λ
−2n+2 j

)

+
j

∑
k=i+1

(
xk−(i+1)+1(−1)n−k

λ
−2n+k+ j−1

)(( n− k−1
( j− k)+1

)
+

(
n− k−1

j− k

))
.

Using Pascal’s identity (Id.1) for all 1 ≤ i < j ≤ n−1, we have

λ
−2gi+1, j+1 +λ

−1gi+1, j = (−1)n− j−1(x j−i+1)
(

λ
−2n+2 j

)

+
j

∑
k=i+1

(−1)n−k(xk−(i+1)+1)
(

λ
−2n+k+ j−1

)( n− k
j− k+1

)
.

By substituting r = k−1, for all 1 ≤ i < j ≤ n−1, we have

λ
−2gi+1, j+1 +λ

−1gi+1, j = (−1)n− j−1(x j−i+1)
(

λ
−2n+2 j

)

+
j−1

∑
r=i

(−1)n−r−1(xr−i+1)
(

λ
−2n+r+ j

)(n− r−1
j− r

)
.

This implies

λ
−2gi+1, j+1 +λ

−1gi+1, j =
j

∑
r=i

(−1)n−r−1(xr−i+1)
(

λ
−2n+r+ j

)(n− r−1
j− r

)
, (6.1.5)

where 1 ≤ i < j ≤ n−1. Therefore, from Equations (6.1.3) and (6.1.5), we have

gi, j =−(λ−2gi+1, j+1 +λ
−1gi+1, j) for all 1 ≤ i < j ≤ n−1. (6.1.6)

Using Equations (6.1.4) and (6.1.6), we have

g = Toepn(x)Ω(λ ,n) = Ω(λ ,x,n).

This proves the first part of the lemma.

Now, in view of Lemma 2.3.4, it follows that the Toeplitz matrix Toepn(x) commutes
with the Jordan block J(λ ,n) and its inverse. Therefore, using Lemma 4.2.6, we have(

Toepn(x)Ω(λ ,n)
)

J(λ−1,n) = Toepn(x)
(

Ω(λ ,n)J(λ−1,n)
)

= Toepn(x)
((

J(λ ,n)
)−1

Ω(λ ,n)
)
=
(

J(λ ,n)
)−1(

Toepn(x)Ω(λ ,n)
)
.
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Hence, Ω(λ ,x,n)J(λ−1,n) =
(

J(λ ,n)
)−1

Ω(λ ,x,n). This completes the proof.

The following result gives us the reverser set for certain reversible Jordan forms
in GL(n,C).

Theorem 6.1.12. Let µ,λ ∈C such that µ ∈ {±1} and λ /∈ {±1}. Then the follow-
ing statements hold.

(1) RGL(n,C)(J(µ,n)) =
{

Ω(µ,x,n) ∈ GL(n,C) | x ∈ Cn with x1 ̸= 0
}
.

(2) RGL(2n,C)(J(λ ,n)⊕ J(λ−1,n)) ={(
Ω(λ ,x,n)

Ω(λ−1,y,n)

)
∈ GL(2n,C) | x,y ∈ Cn with x1,y1 ̸= 0

}
.

Proof. Let g ∈ RGL(m,C)(A) be an arbitrary element, where A ∈ GL(m,C) is re-
versible. Recall that for A ∈ GL(m,C), the set RGL(m,C)(A) of reversers of A is a
right coset of the centralizer ZGL(m,C)(A) of A. Therefore, if h ∈RGL(m,C)(A) is such
that hgh−1 = g−1, then

RGL(m,C)(A) = ZGL(m,C)(A)h.

Proof of (1). Let g ∈ RGL(n,C)(J(µ,n)), and h := Ω(µ,n) be as defined in Defini-
tion 4.2.1. Then Lemma 4.2.6 implies h ∈ RGL(n,C)(J(µ,n)). Using Lemma 2.3.4,
there exists a Toeplitz matrix Toepn(x), such that

g = Toepn(x)h, where x = (x1,x2, . . . ,xn) ∈ Cn such that x1 ̸= 0.

The proof of the first part of the theorem follows from Lemma 6.1.11.

Proof of (2). Let g ∈ RGL(2n,C)(J(λ ,n)⊕ J(λ−1,n)). Let h :=
(

Ω(λ ,n)
Ω(λ−1,n)

)
,

where Ω(λ ,n) and Ω(λ−1,n) are in GL(n,C) as defined in Definition 4.2.1. Using
Lemma 4.2.6 and Lemma 4.2.7, we have h ∈ RGL(2n,C)(J(λ ,n)⊕ J(λ−1,n)). Since
λ /∈ {±1}, using Lemma 2.3.2 and Lemma 2.3.4, we have that there exists Toeplitz
matrices Toepn(x) and Toepn(y) in GL(n,C) such that

g =

(
Toepn(x)

Toepn(y)

)(
Ω(λ ,n)

Ω(λ−1,n)

)
,
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where x = (x1,x2, . . . ,xn) and y = (y1,y2, . . . ,yn) are in Cn such that x1 and y1 both
are non-zero. Now, the Lemma 6.1.11 implies that g has the following form

g =

(
Ω(λ ,x,n)

Ω(λ−1,y,n)

)
.

This completes the proof.

For more clarity, using Definition 6.1.9, we can rewrite the Theorem 6.1.12 (1)
as in the following result.

Corollary 6.1.13. Let g = [gi, j]1≤i, j≤n ∈ RGL(n,C)(J(µ,n)), where µ ∈ {±1}. The
entries of matrix g satisfy the following conditions

(1) gi, j = 0 for 1 ≤ i, j ≤ n such that i > j,

(2) gn,n is a non-zero complex number {∵ det(g) ̸= 0 ⇒ gn,n ̸= 0},

(3) gi,n ∈ C is an arbitrary element for all 1 ≤ i, j ≤ n−1,

(4) For 1 ≤ i ≤ j ≤ n−1, we have

gi, j =−µ
−2gi+1, j+1 −µ

−1gi+1, j.

6.1.6 Strong reversibility of certain Jordan forms in SL(n,C)

We will now examine the determinant of involutions in the reverser sets obtained in
the Theorem 6.1.12.

Lemma 6.1.14. Let µ,λ ∈ C such that µ ∈ {−1,+1} and λ /∈ {−1,+1}. Then the
following statements hold.

(1) Let g ∈ RGL(n,C)(J(µ,n)) be an involution. Then

det(g) =


+1 if n = 4k,

−1 if n = 4k+2 ,

±1 if n = 4k+1,4k+3,

where k ∈ N∪{0}.
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(2) Let g ∈ RGL(2n,C)(J(λ ,n)⊕ J(λ−1,n)) be an involution. Then

det(g) = (−1)n =

+1 if n is even,

−1 if n is odd.

Proof. Proof of (1). Using Theorem 6.1.12 (1), we can write g = [gi, j]1≤i, j≤n =

Ω(µ,x,n), where x = (x1,x2, . . . ,xn) ∈ Cn such that x1 ̸= 0. Given that µ =±1, us-
ing Equation (6.1.4), we can conclude that g is an upper triangular matrix with
diagonal entries gi,i = (x1)(−1)(n−i) for all 1 ≤ i ≤ n. This implies det(g) =

(x1)
n

∏
n
i=1(−1)(n−i) = (x1)

n(−1)(∑
n
k=1(n−i)) = (x1)

n (−1)
n(n−1)

2 . Therefore, det(g)
depend only on x1 and n. Given that g is an involution having an upper triangular
form, it follows that (gn,n)

2 = (x1)
2 = 1. This implies

x1 ∈ {−1,+1}.

The proof now follows from the equation det(g) = (x1)
n (−1)

n(n−1)
2 .

Proof of (2). Using Theorem 6.1.12 (2), we can write

g =

(
Ω(λ ,x,n)

Ω(λ−1,y,n)

)
, (6.1.7)

where x = (x1,x2, . . . ,xn) and y = (y1,y2, . . . ,yn) are in Cn such that x1 and y1 both
are non-zero. Let Ω(λ ,x,n) = [ai, j]1≤i, j≤n and Ω(λ−1,y,n) = [bi, j]1≤i, j≤n.

Note that Ω(λ ,x,n) and Ω(λ−1,y,n) both are upper triangular matrix with
diagonal entries ai,i =(x1)(−λ−2)(n−i) and bi,i =(y1)(−λ 2)(n−i) respectively, where
1 ≤ i ≤ n. This implies

det(Ω(λ ,x,n)) = (x1)
n
[ n

∏
i=1

(−λ
−2)(n−i)

]
= (x1)

n
[
(−λ

−2)(∑
n
k=1(n−i))

]
.

Thus, det(Ω(λ ,x,n)) = (x1)
n
[
(−λ−2)

n(n−1)
2

]
. Similarly, we can show

det(Ω(λ−1,y,n)) = (y1)
n
[
(−λ

2)
n(n−1)

2

]
.
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Since det(g) = det

(
Ω(λ ,x,n)

Ω(λ−1,y,n)

)
, we have

det(g) = det

(
Ω(λ ,x,n)

Ω(λ−1,y,n)

)(
In

In

)
.

Thus, det(g) = det(Ω(λ ,x,n))det(Ω(λ−1,y,n))(−1)n. This implies

det(g) = (−1)n(−x1)
n(−y1)

n = (−1)n(x1y1)
n.

But g is an involution in GL(2n,C) and has the form as given in Equation (6.1.7),
where both Ω(λ ,x,n) and Ω(λ−1,y,n) are upper triangular matrices in GL(n,C).
Therefore, we have (g2)2n,2n = x1y1 = 1. This implies

det(g) = (−1)n(x1y1)
n = (−1)n.

This completes the proof.

The following result helps us understand the strong reversibility in SL(n,C).

Proposition 6.1.15. Let µ,λ ∈ C such that µ ∈ {−1,+1} and λ /∈ {−1,+1}. Let
A ∈ SL(n,C) and B ∈ SL(2n,C) denote the Jordan forms J(µ,n) and J(λ ,n)⊕
J(λ−1,n) respectively. Then both of the following statements hold.

(1) A is reversible in SL(n,C) for all n. Moreover, A is strongly reversible in
SL(n,C) if and only if n ̸= 4k+2, where k ∈ N∪{0}.

(2) B is reversible in SL(2n,C) for all n. Moreover, B is strongly reversible in
SL(2n,C) if and only if n is even.

Proof. Proof of (1). Let g = Ω(µ,x,n), where x = (x1,0, . . . ,0) ∈ Cn such that

x1 =


+1 if n = 4k,4k+1

−1 if n = 4k+3
√
−1 if n = 4k+2

, where k ∈ N∪{0}.

Then gAg−1 = A−1 and g ∈ SL(n,C). Thus, A is reversible in SL(n,C) for all
n ∈ N. Further, observe that if n ̸= 4k+2, then g is also an involution in SL(n,C),
where k ∈ N∪{0}. This implies that A is strongly reversible in that case.

Next, consider the case when n = 4k + 2, where k ∈ N∪ {0}. Suppose that
A is strongly reversible. Then there exists h ∈ SL(n,C) such that hAh−1 = A−1
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and h2 = In. In view of the Lemma 6.1.14 (1), we have det(h) = −1, which is a
contradiction. Hence, the proof follows.

Proof of (2). Let g =
(

Ω(λ ,x,n)
Ω(λ−1,y,n)

)
, where x = (x1,0, . . . ,0) & y =

(y1,0, . . . ,0) are in Cn such that

x1 = 1, and y1 =

1 if n is even

−1 if n is odd
.

Then gAg−1 = A−1 and g ∈ SL(2n,C). Thus A is reversible in SL(2n,C) for all
n ∈ N. Further, observe that if n is even, then g is also an involution in SL(2n,C).
This implies that A is strongly reversible in SL(2n,C) if n is even.

Next, consider the case when n is odd. Suppose that A is strongly reversible.
Then there exists h ∈ SL(2n,C) such that hAh−1 = A−1 and h2 = I2n. In view of
Lemma 6.1.14 (2), we have det(h) =−1, which is a contradiction. This completes
the proof.

6.2 Strong reversibility of semisimple elements

First, we classify the semisimple strongly reversible elements in SL(n,C).

Lemma 6.2.1. A reversible semisimple element in SL(n,C) is strongly reversible if
and only if either {±1} is an eigenvalue or n ̸≡ 2 (mod 4).

Proof. Let A ∈ SL(n,C) be a reversible semisimple element. If either 1 or −1 is an
eigenvalue of A, then we can find a suitable involution in SL(n,C) which conjugate
A to A−1, and hence A is strongly reversible in SL(n,C). Suppose 1 and −1 are not
eigenvalues of A. Further, if n ̸≡ 2 (mod 4), then n= 4m for some m∈N, and we can

assume A = diag(λ1, . . . ,λ2m,λ
−1
1 , . . . ,λ−1

2m ). Consider involution g =

(
I2m

I2m

)
in SL(n,C). Then gAg−1 = A−1. Hence, A is strongly reversible.

Suppose that A is strongly reversible such that 1 and −1 are not eigenvalue of A.
Let g ∈ SL(n,C) is an involution such that gAg−1 = A−1. Moreover, up to conjugacy,
we can assume that

A=
(
(λ1)Im1 ⊕(λ1)

−1Im1

)
⊕
(
(λ2)Im2 ⊕(λ2)

−1Im2

)
⊕·· ·⊕

(
(λk)Imk ⊕(λk)

−1Imk

)
,

where ∑
k
i=1 2(mi) = n,λs ̸= λt or (λt)

−1 for s ̸= t, and λi /∈ {±1} for all i,s, t ∈
{1,2, . . .k}.



70

By comparing each entry of the matrix equation gA = A−1g and using the
conditions satisfied by each λi, we obtain that g has the following block diagonal
form:

g =

(
g1

g̃1

)
⊕

(
g2

g̃2

)
⊕·· ·⊕

(
gk

g̃k

)
, where gk ∈ GL(mk,C) for all k.

Since g is an involution, we have g̃k = (gk)
−1. This implies

det(g) =
k

∏
i=1

det

(
gi

(gi)
−1

)
=

k

∏
i=1

det

(
gi

(gi)
−1

)
det

(
Imi

Imi

)
.

Therefore, det(g) = ∏
k
i=1(−1)mi = (−1)∑

k
i=1(mi) = (−1)

n
2 . As detg = 1, it follows

that n
2 ∈ 2N. This completes the proof.

6.3 Strong reversibility of unipotent elements

In this section, we will consider unipotent elements in SL(n,C). Before proceeding,
we will look at an example demonstrating the complexities of the strong reversibility
in SL(n,C).

Example 6.3.1. Let A =

(
1 1
0 1

)⊕(1 1
0 1

)⊕(1 1
0 1

)
be a unipotent element in

SL(6,C). Then A is not strongly reversible in SL(6,C). To see this, suppose that A
is strongly reversible. Then there exists g ∈ SL(6,C) such that gAg−1 = A−1 and
g2 = I6. Using equation gA = A−1g, we have

g =



x11 x12 x13 x14 x15 x16

0 −x11 0 −x13 0 −x15

x31 x32 x33 x34 x35 x36

0 −x31 0 −x33 0 −x35

x51 x52 x53 x54 x55 x56

0 −x51 0 −x53 0 −x55


. (6.3.1)

Note that after suitably permuting rows and columns of matrix g, we get the following:

g̃ = SgS−1 =



x11 x13 x15 x12 x14 x16

x31 x33 x35 x32 x4 x36

x51 x53 x55 x52 x54 x56

0 0 0 −x11 −x13 −x15

0 0 0 −x31 −x33 −x35

0 0 0 −x51 −x53 −x55


, where S ∈ GL(6,C).
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Thus, we can write g̃ =

(
P Q

−P

)
, where P ∈ GL(3,C) and Q ∈ M(3,C). Since g is an

involution in SL(6,C), g̃ = SgS−1 implies

g̃ ∈ SL(6,C) and (g̃)2 = I6.

Using (g̃)2 = I6, i.e., P2 = I3, we have

det(g̃) = det(P)det(−P) = det(P2)(−1)3 = (−1)3.

This is a contradiction. Hence, A is not strongly reversible in SL(6,C).

In Example 6.3.1, we transform the reversing element g into a block upper
triangular form by appropriately permuting its rows and columns. This step is crucial
in proving Example 6.3.1. If we consider a unipotent matrix with Jordan blocks of
unequal sizes or increase the number of diagonal Jordan blocks, finding an involution
in RGL(n,C)(A)∩ SL(n,C) for a reversible element A ∈ SL(n,C) in Jordan form
becomes challenging.

Therefore, using the Jordan canonical form of a matrix to study strongly re-
versible elements in SL(n,C) is not an efficient approach. Instead, we can use the
Weyr canonical form, which provides a canonical form of matrices with a more
manageable centralizer (and reversing element) than the Jordan canonical form. In
particular, if a reversible element of SL(n,C) is expressed in the Weyr canonical
form, every reversing element is of a block upper triangular form. In the next section,
we will apply the notion of Weyr canonical form to generalize Example 6.3.1; see
Lemma 6.3.2 for details.

6.3.1 Reverser set for homogeneous unipotent Weyr forms

In this section, we consider unipotent matrices that have homogeneous Jordan (and
hence Weyr) structures. Let AW be a unipotent basic Weyr matrix in SL(mk,C) with
Weyr structure (k,k, . . . ,k︸ ︷︷ ︸

m-times

); see Section 6.1.3 for the definition. Then we can write

AW as follows:

AW := J(Ik,m) =



Ik Ik

Ik Ik
. . . . . .

. . . . . .

Ik Ik

Ik


. (6.3.2)
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Now, consider Ω(Ik,m) := [Xi, j]m×m ∈ GL(mk,C) such that

(1) Xi, j = Ok for all 1 ≤ i, j ≤ m such that i > j, where Ok denotes the k× k zero matrix.

(2) Xi,m = Ok for all 1 ≤ i ≤ m−1,

(3) Xm,m = Ik,

(4) Xi, j =−Xi+1, j+1 −Xi+1, j for all 1 ≤ i ≤ j ≤ m−1.

Then, by using a similar argument as in Lemma 4.2.6, we have

Ω(Ik,m)AW = (AW )−1
Ω(Ik,m). (6.3.3)

Further, using Proposition 6.1.6, we have that if B ∈ M(mk,C) commutes with AW , then B
has the following form:

B = Toepm(K) :=



K1,1 K1,2 · · · · · · · · · K1,m

K1,1 K1,2 · · · · · · K1,m−1
. . . . . .

...
. . . . . .

...
K1,1 K1,2

K1,1


, (6.3.4)

where K := (K1,1,K1,2, · · · ,K1,m) is a m-tuple of matrices and K1, j ∈ M(k,C) for all j =
1,2, · · · ,m.

Let g be in GL(mk,C) such that gAW g−1 = (AW )−1. Since set of reversing elements of
AW is a right coset of the centralizer of AW , using Equations (6.3.3) and (6.3.4), we have

g = Toepm(K)Ω(Ik,m), (6.3.5)

where det(K1,1) ̸= 0.
The following lemma generalizes Example 6.3.1.

Lemma 6.3.2. Let A =
⊕k

i=1 J(1,2m) be a unipotent Jordan form in SL(2mk,C). Then the
following statements hold.

(i) If gAg−1 = A−1 and g2 = I2mk, then det(g) = (−1)mk.

(ii) If m and k both are odd, then A can not be strongly reversible in SL(2mk,C).

Proof. Let AW := J(Ik,2m) be the Weyr form corresponding to Jordan form A. Then using
Theorem 6.1.7, we have

AW = τAτ
−1 for some τ ∈ GL(2mk,C).
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Let g ∈ GL(2mk,C) such that gAg−1 = A−1 and g2 = I2mk. This implies

(τgτ
−1)AW (τgτ

−1)−1 = (AW )−1.

Let h = τgτ−1 = [Yi, j] ∈ GL(2mk,C), where Yi, j ∈ M(k,C) for all 1 ≤ i, j ≤ 2m. Using
Equation (6.3.5), we have

h = Toep2m(K)Ω(Ik,2m), and h2 = I2mk,

where K := (K1,1,K1,2, · · · ,K1,2m) such that K1, j ∈ M(k,C) and det(K1,1) ̸= 0. Therefore,
h is a block upper-triangular matrix with diagonal blocks Yi,i = (−1)(2m−i)K1,1 for all i =
1,2, · · · ,2m such that (K1,1)

2 = Ik. This implies

det(h) =
2m

∏
i=1

det
(
(−1)(2m−i)K1,1

)
= ((−1)k)m

(
det
(
(K1,1)

2
))m

= (−1)km.

Since h = τgτ−1, we have det(g) = (−1)mk. Moreover, if m and k are odd then det(g) =−1,
and hence A is not strongly reversible in SL(2mk,C). This completes the proof.

6.3.2 Reverser set for non-homogeneous unipotent Weyr forms

In this section, we will consider non-homogeneous unipotent Weyr matrices. Note the
following example.

Example 6.3.3. Let A be a unipotent element in SL(10,C) with Jordan structure (4,4,2) as
given in Example 6.1.8. Then A will not be strongly reversible in SL(10,C). To see this,
recall that A has the Weyr structure (3,3,2,2). So the Weyr form AW of A and its inverse
A−1

W can be given as

AW =


I3 I3 O3,2 O3,2

O3,3 I3 I3,2 O3,2

O2,3 O2,3 I2 I2

O2,3 O2,3 O2,2 I2

 , and A−1
W =


I3 −I3 I3,2 −I3,2

O3,3 I3 −I3,2 I3,2

O2,3 O2,3 I2 −I2

O2,3 O2,3 O2,2 I2

 .

Using equation (6.1.1), we have that any element τ1 ∈ GL(10,C) satisfying the equation
τ1AW = AW τ1 is an upper triangular block matrix and has the following form

τ1 =



(
P ∗

Q

)
∗ ∗ ∗(

P ∗
Q

)
∗ ∗

P ∗
P


,
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where P =

(
a b
c d

)
∈ GL(2,C) and Q =

(
g
)
∈ GL(1,C).

Consider τ2 =


−I3 −2I3 −I3,2 O3,2

O3,3 I3 I3,2 O3,2

O2,3 O2,3 −I2 O2,2

O2,3 O2,3 O2,2 I2

 in GL(10,C). Then we have

τ2AW = A−1
W τ2 =


−I3 −3I3 −3I3,2 −I3,2

O3,3 I3 2I3,2 I3,2

O2,3 O2,3 −I2 −I2

O2,3 O2,3 O2,2 I2

 .

Therefore, τ2AW τ
−1
2 = A−1

W . Since set of reversing elements of AW is a right coset of the
centralizer of AW , every reversing element τ of AW has the following form:

τ = τ1τ2 =



(
−P ∗

−Q

)
∗ ∗ ∗(

P ∗
Q

)
∗ ∗

−P ∗
P


.

This implies that

det(τ) = ((−1)2)2det(P4)(−1)1det(Q2) = (−1)det(P4)det(Q2).

Moreover, if τ is an involution, then P and Q will also be involutions. Thus, det(P4) =

det(Q2) = 1. Therefore, if τ ∈ GL(10,C) such that τAW τ−1 = (AW )−1 and τ2 = I10, then
det(τ) =−1. Hence, A is not strongly reversible in SL(10,C).

Now, we will generalize Example 6.3.3. The following lemma follows from the proof
of [18, Theorem 5.6]. However, we will provide another proof using the notion of Weyr
canonical form. We refer to Definition 1.4.1 and Section 6.1.1 for the notations of partition
used in the following lemma.

Lemma 6.3.4. Let A ∈ SL(n,C) be a unipotent element such that Jordan form of A is
represented by the partition d(n) = [d

td1
1 , . . . ,dtds

s ], where dk is even for all 1 ≤ k ≤ s. Suppose
that g is an involution in GL(n,C) such that gAg−1 = A−1. Then

det(g) = (−1)
∑dk∈E

2
d(n)

tdk
.
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Proof. Let AW denote the Weyr form of A. Then AW = τAτ−1 for some τ ∈ GL(n,C).
Consider h= τgτ−1 in GL(n,C). Since g is an involution in GL(n,C) such that gAg−1 =A−1,
we have that h is an involution in GL(n,C) such that

hAW h−1 = (AW )−1, and det(h) = det(g). (6.3.6)

Using Lemma 6.1.2, we have that partition d(n) representing Weyr form AW is given by

d(n) = [(td1 + td2 + · · ·+ tds)
ds ,(td1 + td2 + · · ·+ tds−1)

ds−1−ds , · · · ,(td1 + td2)
d2−d3 ,(td1)

d1−d2 ].

Therefore, AW is a block matrix with (d1)
2 many blocks and for all 1 ≤ i ≤ d1, the size ni of

i-th diagonal block is given by

ni =

td1 + td2 + · · ·+ tds if 1 ≤ i ≤ ds

td1 + td2 + · · ·+ tds−r−1 if ds−r +1 ≤ i ≤ ds−r−1,where 0 ≤ r ≤ s−2
.

This implies that (i, j)-th block of AW has the size ni×n j; see Section 6.1.2. Further, (i, j)-th
block of Weyr form AW and its inverse (AW )−1 can be given as follow:

(AW )i, j =


Ini if j = i

Ini×ni+1 if j = i+1

Oni×n j otherwise

, and ((AW )−1)i, j =


Ini if j = i

(−1)( j−i) Ini×n j if j > i

Oni×n j otherwise

,

where 1 ≤ i, j ≤ d1. Consider ΩW := [Xi, j]d1×d1 ∈ GL(n,C) such that

Xi, j =



Oni×n j if i > j

Oni×n j if j = d1, i ̸= d1

(−1)d1−i Ini if j = i

(−1)d1−i
(d1−i−1

j−i

)
Ini×n j if j > i, j ̸= d1

, (6.3.7)

where
(d1−i−1

j−i

)
denotes the binomial coefficient. Then, by using a similar argument as in

Lemma 4.2.6, we have
ΩW AW (ΩW )−1 = (AW )−1.

Let f = [Pi, j]d1×d1 be an n×n matrix commuting with Weyr form AW , where block structure
of both f and A is according to the partition d(n). Then using Proposition 6.1.6, we can
conclude that f is an upper triangular block matrix, and the i-th diagonal block Pi,i of f has
the following form:



76

(1) if 1 ≤ i ≤ ds, then Pi,i =


P1 ∗ ∗ ∗ ··· ∗

P2 ∗ ··· ··· ∗
. . . . . .

...
. . . . . .

...
Ps−1 ∗

Ps

,

(2) if ds−r +1 ≤ i ≤ ds−r−1, then Pi,i =


P1 ∗ ∗ ∗ ··· ∗

P2 ∗ ··· ··· ∗
. . . . . .

...
. . . . . .

...
Ps−r−2 ∗

Ps−r−1

,

(3) if d2 +1 ≤ i ≤ d1, then Pi,i = P1,

where 0 ≤ r ≤ s−3 and Pk ∈ GL(tdk ,C) for all 1 ≤ k ≤ s. It is worth noting that there are dk

many times matrices Pk are repeated in the diagonal blocks of matrix f , where 1 ≤ k ≤ s.

Now, suppose that h = [Yi, j]d1×d1 ∈ GL(n,C) such that hAW h−1 = (AW )−1. Since the set
of reversing elements of AW is a right coset of the centralizer of AW , we have

h = f ΩW .

This implies that h is an upper triangular block matrix such that diagonal blocks of h are
given by

Yi,i = (−1)d1−iPi,i for all 1 ≤ i ≤ d1.

Recall that we have also assumed that dk is even for all 1 ≤ k ≤ s. Therefore,

det(h) =
d1

∏
i=1

det((−1)d1−iPi,i)

= ((−1)td1 )
d1
2 det((P1)

2)
d1
2 ((−1)td2 )

d2
2 det((P2)

2)
d2
2 · · ·((−1)tds )

ds
2 det((Ps)

2)
ds
2 .

Further, since h is an involution, we have that Pk is an involution for all 1 ≤ k ≤ s. This
implies that

det(h) = ((−1)td1 )
d1
2 ((−1)td2 )

d2
2 · · ·((−1)tds )

ds
2 .

Observe that if dk = 0 (mod 4) for some 1 ≤ k ≤ s, then ((−1)tdk )
dk
2 = 1. Thus we have

det(h) = ∏
dk=2 (mod 4)

((−1)tdk )
dk
2 = ∏

dk=2 (mod 4)
(−1)tdk = (−1)

∑dk∈E
2
d(n)

tdk
,

where E2
d(n) := {di ∈ Ed(n) | di ≡ 2 (mod 4)} and Ed(n) := {di | di is even}. The proof of

lemma now follows from Equation (6.3.6).

In the following lemma, we have classified all the strongly reversible unipotent elements
in SL(n,C). This lemma is also proved in [18] by using an infinitesimal version of the notion
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of the classical reversibility or reality, known as adjoint reality. We refer to Definition 1.4.1
for the notations used in the following result.

Lemma 6.3.5 ([18, Theorem 5.6] ). Let A ∈ SL(n,C) be a unipotent element, and d(n) be
the corresponding partition in the Jordan decomposition of A. Then A is strongly reversible
if and only if at least one of the following conditions holds:

(1) Od(n) is non-empty,

(2) |E2
d(n)| is even.

Proof. Let A is strongly reversible and d(n) = [d
td1
1 , . . . ,dtds

s ] be the partition representing
the Jordan form of A. Suppose that Od(n) is empty, i.e., dk is even for all 1 ≤ k ≤ s. If g is an
involution in SL(n,C) such that gAg−1 = A−1, then, using Lemma 6.3.4, we have

det(g) = (−1)
∑dk∈E

2
d(n)

tdk
= 1.

This implies that ∑dk∈E2
d(n)

tdk is even. Therefore, |E2
d(n)| is even.

Conversely, if either of the conditions (1) or (2) of Lemma 6.3.5 holds, using Lemma 2.2.4
and Proposition 6.1.15, we can construct a suitable involution g in SL(n,C) such that
gAg−1 = A−1. Therefore, A is strongly reversible in SL(n,C). This proves the lemma.

To illustrate Lemma 6.3.5, we can consider the following examples.

Example 6.3.6. Note that A =

(
1 1
0 1

)
∈ SL(2,C) is not strongly reversible, but B =

A⊕A =

(
1 1
0 1

)⊕(1 1
0 1

)
is strongly reversible in SL(4,C). To see this, consider g =(

1 0
0 −1

)⊕(1 0
0 −1

)
, which is an involution in SL(4,C) such that gBg−1 = B−1.

Example 6.3.7. Let A=

(
1 1
0 1

)⊕(1 1
0 1

)⊕(1 1
0 1

)
∈ SL(6,C). Then A is not strongly

reversible in SL(6,C); see Example 6.3.1. But B = A⊕ (1) ∈ SL(7,C) is strongly reversible

in SL(7,C). To see this, consider g =

(
1 0
0 −1

)⊕(1 0
0 −1

)⊕(1 0
0 −1

)⊕
(−1), which

is an involution in SL(7,C) such that gBg−1 = B−1.

Remark 6.3.8. Let A ∈ SL(n,C) be a unipotent element, where n ̸≡ 2 (mod 4). Then
Lemma 6.3.5 implies that A is strongly reversible in SL(n,C).

In the following lemma, we classify strongly reversible elements in SL(n,C) having
only −1 as an eigenvalue.
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Lemma 6.3.9. Let A be an element of SL(n,C) with −1 as its only eigenvalue, and d(n) be
the corresponding partition in the Jordan decomposition of A. Then A is strongly reversible
if and only if at least one of the following conditions holds:

(1) Od(n) is non-empty,

(2) |E2
d(n)| is even.

Proof. The proof follows using a similar line of argument as done in Lemma 6.3.5.

6.4 Strong reversibility of elements having non-unit
modulus eigenvalues

In this section, we will investigate the strong reversibility of reversible elements of SL(n,C)
having eigenvalues λ and λ−1, where λ ̸=±1.

Lemma 6.4.1. Let λ ̸= ±1, and A = A1 ⊕A2 be an element of SL(2n,C) such that A1 ∈
GL(n,C) and A2 ∈ GL(n,C) have eigenvalues λ and λ−1, respectively. Let g be an involu-
tion in GL(n,C) such that gAg−1 = A−1. Then det(g) = (−1)n

Proof. Let AW denote the Weyr form of A. Then AW = τAτ−1 for some τ ∈ GL(2n,C).
Consider h = τgτ−1 in GL(2n,C). Since g is an involution in GL(2n,C) such that gAg−1 =

A−1, we have that h is an involution in GL(2n,C) such that

hAW h−1 = (AW )−1, and det(h) = det(g). (6.4.1)

Up to conjugacy, we can assume that A1 and A2 are in Jordan form. Since A = A1 ⊕A2 is
reversible, in view of Lemma 2.4.3, we have that A1 and A2 have the same Jordan structure.
Let (A1)W and (A2)W denote the corresponding Weyr forms having the same Weyr structure,
say (n1,n2, · · · ,nr); see Definition 6.1.3. Then the Weyr form AW of A can be given as

AW = (A1)W ⊕ (A2)W ,

where ((A1)W )i, j =


λ Ini if j = i

Ini×ni+1 if j = i+1

Oni×n j otherwise

, and ((A2)W )i, j =


λ−1Ini if j = i

Ini×ni+1 if j = i+1

Oni×n j otherwise

. Then

(i, j)-th block of upper triangular block matrix ((A1)W )−1 can be written as follows

((A1)W )−1
i, j =


λ−1Ini if j = i

(−1)kλ−(k+1)Ini×ni+k if j = i+ k,1 ≤ k ≤ r− i

Oni×n j otherwise

,where 1 ≤ i, j ≤ r.
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Similarly, we can write

((A2)W )−1
i, j =


λ Ini if j = i

(−1)kλ (k+1)Ini×ni+k if j = i+ k,1 ≤ k ≤ r− i

Oni×n j otherwise

,where 1 ≤ i, j ≤ r.

Consider ΩW =

(
Ω1

Ω2

)
in GL(2n,C) such that Ω1 = [Xi, j]r×r ∈ GL(n,C) and Ω2 =

[Yi, j]r×r ∈ GL(n,C) are defined as follows

Xi, j =



Oni×n j if i > j

Oni×n j if j = r, i ̸= r

(−1)r−i
(

λ−2(r−i)
)

Ini if j = i

(−1)r−i
(r−i−1

j−i

)(
λ−2r+i+ j

)
Ini×n j if j > i, j ̸= r

, and

Yi, j =



Oni×n j if j < i

Oni×n j if j = r, i ̸= r

(−1)r−i
(

λ 2(r−i)
)

Ini if j = i

(−1)r−i
(r−i−1

j−i

)(
λ 2r−i− j

)
Ini×n j if i < j, j ̸= r

,

where
(r−i−1

j−i

)
denotes the binomial coefficient. Then by using a similar argument as in

Lemma 4.2.6, we have
ΩW AW (ΩW )−1 = (AW )−1.

Suppose that f ∈ M(2n,C) such that f A = A f . Since A = A1 ⊕A2 such that A1 and A2 have
no common eigenvalues, using Lemma 2.3.2, we have

f =

(
B1

B2

)
,

where B1,B2 ∈ M(n,C) such that B1A1 = A1B1 and B2A2 = A2B2. Moreover, since A1 and
A2 are basic Weyr matrices with the same Weyr structure, using Proposition 6.1.6, B1 and B2

are block upper triangular matrices with the same block structure (n1,n2, · · · ,nr).

Now, suppose that h∈GL(2n,C) such that hAW h−1 = (AW )−1. Since the set of reversing
elements of AW is a right coset of the centralizer of AW , we have h = f ΩW . This implies

h =

(
B1

B2

)(
Ω1

Ω2

)
=

(
B1Ω1

B2Ω2

)
.
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Then det(h) = det

(
B1Ω1

B2Ω2

)
det

(
In

In

)
= (−1)n det

(
B1Ω1

B2Ω2

)
. Since h is

an involution, we have det

(
B1Ω1

B2Ω2

)
= det(B1Ω1)det(B2Ω2)= 1. Therefore, det(h)=

(−1)n. The proof of lemma now follows from Equation (6.4.1).

The following lemma generalizes Proposition 6.1.15 (2).

Lemma 6.4.2. Let λ ̸=±1, and A = A1 ⊕A2 be a reversible element of SL(2n,C) such that
all eigenvalues of A1 ∈ GL(n,C) and A2 ∈ GL(n,C) are λ and λ−1, respectively. Then A is
strongly reversible if and only if n is even.

Proof. If A is strongly reversible in SL(2n,C), then there exists an involution g in SL(n,C)
such that gAg−1 = A−1. Using Lemma 6.4.1, we have that detg = (−1)n = 1. Therefore, n
is even.

Conversely, let n be even. Since A is reversible, using Lemma 2.4.3, we can partitioned
the blocks in the Jordan form of A into pairs {J(λ ,r),J(λ−1,r)}. Further, since n is even,
there are even number of pairs {J(λ ,r),J(λ−1,r)} with r is odd. Therefore, using Propo-
sition 6.1.15, we can construct a suitable involution g in SL(n,C) such that gAg−1 = A−1.
Therefore, A is strongly reversible in SL(n,C). This proves the lemma.

6.5 Proof of Theorem 1.4.2

In view of Lemma 2.4.3, the Jordan blocks in the Jordan decomposition of A can be parti-
tioned into pairs {J(λ ,r),J(λ−1,r)} or singletons {J(µ,s)}, where λ /∈ {±1},µ ∈ {±1}. Let
λ1,λ2, · · · ,λt , (λ1)

−1,(λ2)
−1, · · · ,(λt)

−1 are distinct eigenvalues of A such that λk /∈ {±1}
for all 1 ≤ k ≤ t. Further, suppose that both λk and (λk)

−1 have multiplicity mk. Thus, up to
conjugacy, we can assume that

A = P⊕Q⊕

(
R1

R′
1

)
⊕

(
R2

R′
2

)
⊕·· ·⊕

(
Rt

R′
t

)
, (6.5.1)

where P ∈ GL(p,C), Q ∈ GL(q,C), Rk ∈ GL(mk,C) and R′
k ∈ GL(mk,C) are Jordan matri-

ces corresponding to eigenvalues +1, −1, λk and (λk)
−1, respectively. Then the Weyr form

AW corresponding to the Jordan form A can be given by

AW =PW ⊕QW ⊕

(
(R1)W

(R′
1)W

)

⊕

(
(R2)W

(R′
2)W

)
⊕·· ·⊕

(
(Rt)W

(R′
t)W

)
, (6.5.2)
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where PW ,QW ,(Rk)W and (R′
k)W are basic Weyr matrices corresponding to Jordan matrices

P,Q,Rk and R′
k, respectively. Since diagonal block matrices in Weyr form AW do not have

common eigenvalues, using Lemma 2.3.2, we have that any f ∈ M(n,C) commuting with
AW has the following form:

f = B⊕C⊕

(
D1

D′
1

)
⊕

(
D2

D′
2

)
⊕·· ·⊕

(
Dt

D′
t

)
, (6.5.3)

where B ∈ M(p,C),C ∈ M(q,C),Dk ∈ M(mk,C) and D′
k ∈ M(mk,C) such that BPW =

PW B,CQW = QWC, Dk(Rk)W = (Rk)W Dk and D′
k(R

′
k)W = (R′

k)W D′
k, respectively. More-

over, since the set of reversing elements is a right coset of the centralizer, we can find the
general form of a reversing element of AW by using Equation (6.5.3) and finding a suitable
reversing element of AW , as done in Lemma 6.3.4 and Lemma 6.4.1.

Let A is strongly reversible in SL(n,C). Then there exists an involution g ∈ SL(n,C)
such that gAg−1 = A−1. Since AW = SAS−1 for some S ∈ SL(n,C), there exists an involution
h = SgS−1 ∈ SL(n,C) such that hAW h−1 = (AW )−1. Suppose that both Od(p) and Od(q) are
empty. Then using a similar argument as in Lemma 6.3.4 and Lemma 6.4.1, we have that

det(h) = (−1)|E
2
d(p)| (−1)|E

2
d(q)|

t

∏
k=1

(−1)mk = (−1)|E
2
d(p)|+|E2

d(q)|+∑
t
k=1 mk .

Since p+q+2∑
t
k=1 mk = n and det(h) = 1, we have

det(h) = (−1)|E
2
d(p)|+|E2

d(q)|+
n−(p+q)

2 = 1.

This implies that |E2
d(p)|+ |E2

d(q)|+
n− (p+q)

2
is even. Therefore, if A is strongly reversible

in SL(n,C) such that both Od(p) and Od(q) are empty, then |E2
d(p)|+ |E2

d(q)|+
n− (p+q)

2
is

even.
Conversely, up to conjugacy, we can assume that A is in Jordan form given by Equation

(6.5.1). If either of the conditions (1) and (2) holds, then using a similar argument as in
Proposition 6.1.15, we can construct a suitable involution g in SL(n,C) such that gAg−1 =

A−1. Therefore, A is strongly reversible in SL(n,C). This completes the proof.





Chapter 7

Strong reversibility in SL(n,H)

In this chapter, we will investigate strong reversibility in SL(n,H) and prove Theorem 1.4.3,
which classifies strongly reversible elements in SL(n,H). The following lemma establishes
that strong reversibility in GL(n,H) and SL(n,H) is equivalent.

Lemma 7.0.1. An element A of SL(n,H) is strongly reversible in SL(n,H) if and only if it
is strongly reversible in GL(n,H).

Proof. Suppose that gAg−1 = A−1, where g ∈ GL(n,H) is an involution. Note that Φ(g) ∈
GL(2n,C) is an involution, so det(Φ(g)) ∈ {±1}. Moreover, det(g) := det(Φ(g)) is always
a non-negative real number; see Definition 2.1.3. Therefore, we can conclude that det(g) = 1,
i.e., g ∈ SL(n,H). This proves the lemma.

Now, we will investigate strong reversibility of matrices in SL(n,H) having a single
eigenvalue eiθ , where θ ∈ (0,π).

Lemma 7.0.2. Let A := J(eiθ ,n) ∈ SL(n,H) be the Jordan block, where θ ∈ (0,π). Then A
is reversible but not strongly reversible in SL(n,H).

Proof. Consider Ω(eiθ ,n) ∈ GL(n,C), which is defined in Definition 4.2.1. Let h :=
Ω(eiθ ,n) j ∈ GL(n,H). Since jJ(eiθ ,n) = J(e−iθ ,n) j, using Lemma 4.2.6, we have hAh−1 =

A−1. Thus A is reversible in SL(n,H). Let f ∈ GL(n,H) such that f A = A f . Then using
Lemma 2.3.4, we have

f = Toepn(x),

where Toepn(x) ∈ GL(n,C) is as defined in Definition 2.3.3 and x := (x1,x2, . . . ,xn) ∈ Cn

with x1 ̸= 0.
Suppose that A is strongly reversible in SL(n,H). Then there exists an involution

g = [gi, j]1≤i, j≤n ∈ SL(n,H) such that gAg−1 = A−1. Since the set of reversing elements of A
is a right coset of the centralizer of A, we have

g = Toepn(x)Ω(eiθ ,n) j.
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This implies that g1,1 = zj, where z = (−1)n−1e−2i(n−1)θ x1 ∈C. Since g is an involution with
an upper triangular form, we have (g1,1)

2 = 1. Therefore, |z|2 =−1. This is a contradiction.
Hence, A is not strongly reversible in SL(n,H).

Although, the Jordan block J(eiθ ,n) ∈ SL(n,H) is not strongly reversible in SL(n,H).
But Jordan forms in SL(n,H) having such Jordan blocks may be strongly reversible.

Lemma 7.0.3. Let A :=

(
J(eiθ ,n)

J(eiθ ,n)

)
∈ SL(2n,H) be the Jordan form, where

θ ∈ (0,π). Then A is strongly reversible in SL(2n,H).

Proof. Consider Ω(eiθ ,n) ∈ GL(n,C), which is defined in Definition 4.2.1. Let g = Ω(eiθ ,n) j(
Ω(eiθ ,n) j

)−1

. Then g is an involution in SL(2n,H) such that gAg−1 =

A−1. This proves the lemma.

Lemma 7.0.4. Let A ∈ SL(n,H) be an element having only eigenvalue eiθ , where θ ∈ (0,π),
and d(n) = [d

td1
1 , . . . ,dtds

s ] be the corresponding partition in the Jordan decomposition of A.
Then A is strongly reversible in SL(n,H) if and only if tdℓ is even for all 1 ≤ ℓ≤ s.

Proof. (⇒) In view of Lemma 2.2.4, up to conjugacy, we can assume A in Jordan form
with complex entries given by Equation (2.2.5). Let AW denote the Weyr form of A. Then
AW = δAδ−1 for some δ ∈ GL(n,H). Using Lemma 6.1.2, we have that partition d(n)
representing Weyr form AW is given by

d(n) = [(td1 + td2 + · · ·+ tds)
ds ,(td1 + td2 + · · ·+ tds−1)

ds−1−ds , · · · ,(td1 + td2)
d2−d3 ,(td1)

d1−d2 ].

Therefore, AW is a block matrix with (d1)
2 many blocks and for all 1 ≤ i ≤ d1, the size ni of

i-th diagonal block is given by

ni =

td1 + td2 + · · ·+ tds if 1 ≤ i ≤ ds

td1 + td2 + · · ·+ tds−r−1 if ds−r +1 ≤ i ≤ ds−r−1,where 0 ≤ r ≤ s−2
.

This implies that (i, j)-th block of AW has the size ni×n j; see Section 6.1.2. Further, (i, j)-th
block of Weyr form AW and its inverse (AW )−1 can be given as follow:

(AW )i, j =


eiθ Ini if j = i

Ini×ni+1 if j = i+1

Oni×n j otherwise

, and

((AW )−1)i, j =


e−iθ Ini if j = i

(−1)ke−(k+1)iθ Ini×ni+k if j = i+ k,1 ≤ k ≤ d1 − i

Oni×n j otherwise

,
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where 1 ≤ i, j ≤ d1. Consider ΩW := [Xi, j]d1×d1 ∈ GL(n,C) such that

Xi, j =



Oni×n j if i > j

Oni×n j if j = d1, i ̸= d1

(−1)d1−i
(

e−2(d1−i)iθ
)

Ini if j = i

(−1)d1−i
(d1−i−1

j−i

)(
e−(2d1+i+ j)iθ

)
Ini×n j if j > i, j ̸= d1

, (7.0.1)

where
(d1−i−1

j−i

)
denotes the binomial coefficient. Let τ = ΩW j ∈ GL(n,H). Then by using a

similar argument as in Lemma 4.2.6 and Lemma 7.0.2, we have

τAW τ
−1 = (AW )−1. (7.0.2)

Let f = [Pi, j]d1×d1 ∈ M(n,H) be an n×n matrix commuting with Weyr form AW , where both
f and AW are blocked according to the partition d(n). Then, using a similar argument as
in Lemma 2.3.4, we can conclude that f is a complex matrix. Thus, f (eiθ In) = (eiθ In) f .
Then f AW = AW f implies that f N = N f , where N = AW − eiθ In is a nilpotent Weyr matrix
with Weyr structure d(n). Therefore, using Proposition 6.1.6, we have that f ∈ M(n,C) is
an upper triangular block matrix such that i-th diagonal block Pi,i of f is given as follows:

(1) if 1 ≤ i ≤ ds, then Pi,i =


P1 ∗ ∗ ∗ ··· ∗

P2 ∗ ··· ··· ∗
. . . . . .

...
. . . . . .

...
Ps−1 ∗

Ps

,

(2) if ds−r +1 ≤ i ≤ ds−r−1, then Pi,i =


P1 ∗ ∗ ∗ ··· ∗

P2 ∗ ··· ··· ∗
. . . . . .

...
. . . . . .

...
Ps−r−2 ∗

Ps−r−1

,

(3) if d2 +1 ≤ i ≤ d1, then Pi,i = P1,

where 0 ≤ r ≤ s−3 and Pk ∈ M(tdk ,C) for all 1 ≤ k ≤ s.

Since A is strongly reversible in SL(n,H), there exists an involution g in SL(n,H) such
that gAg−1 = A−1. Consider h = [Yi, j]d1×d1 := δgδ−1 in SL(n,H). Then h is an involution
in SL(n,H) such that

hAW h−1 = (AW )−1. (7.0.3)

Note that the set of reversing elements of AW is a right coset of the centralizer of AW .
Therefore, using Equations (7.0.3) and (7.0.2), we have

h = f τ.
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This implies that h is an upper triangular block matrix such that diagonal blocks of h are
given by

Y1,1 =


Q1 j ∗ ∗ ∗ ··· ∗

Q2 j ∗ ··· ··· ∗
. . . . . .

...
. . . . . .

...
Qs−1 j ∗

Qs j

,

where Qk = (−1)d1−1
(

e−2(d1−1)iθ
)

Pk ∈GL(tdk ,C) for all 1 ≤ k ≤ s. Since h is an involution,
we have Y1,1, and hence Qkj is an involution for all 1 ≤ k ≤ s. Then we have

QkQk =−Itdk
.

This implies |det(Qk)|2 = (−1)tdk . Therefore, tdk is even for all 1 ≤ k ≤ s.

(⇐) The proof of converse part of the lemma follows using Lemma 7.0.3. This proves
the lemma.

7.1 Proof of Theorem 1.4.3

(⇐) The proof follows from Theorem 1.2.1, Remark 2.2.5, and Lemma 7.0.1.

(⇒) Let A be a strongly reversible element in SL(n,H). Assume that A has a non-real
unit modulus eigenvalue µ = eiθo with multiplicity m, where θo ∈ (0,π). Using the Jordan
decomposition Lemma 2.2.4, we can write A as

A =

(
A1

A2

)
,

where A1 ∈ GL(m,H) and A2 ∈ GL(n−m,H). Moreover, A1 has a single eigenvalue eiθo ,
and for each eigenvalue λ of A2, we have [eiθo ] ̸= [λ ]. Let B ∈ GL(n,H) such that BA = AB.
Then Lemma 2.3.2 implies that B has the following form

B =

(
B1

B2

)
,

where B1 ∈ M(m,H) and B2 ∈ M(n−m,H) such that B1A1 = A1B1 and B2A2 = A2B2. Since
A is reversible, using Lemma 2.4.3, Lemma 7.0.2, and Table 1.1, we can find a reverser h of
A which has the form

h =

(
h1

h2

)
,

where h1 ∈ GL(m,H) and h2 ∈ GL(n−m,H) such that hiAi(hi)
−1 = (Ai)

−1 for i ∈ {1,2}.



87

Let g ∈ SL(n,H) be an involution such that gAg−1 = A−1. Since the set of reversing
elements of A is a right coset of the centralizer of A, we have that g has the following form

g =

(
g1

g2

)
,

where g1 ∈ GL(m,H) and g2 ∈ GL(n−m,H) are involutions such that giAi(gi)
−1 = (Ai)

−1

for i ∈ {1,2}. Thus we have an involution g1 ∈ GL(m,H) such that g1A1(g1)
−1 = (A1)

−1.
The proof now follows from Lemma 7.0.4.

Remark 7.1.1. In Theorem 1.2.1, we gave a sufficient criterion for strong reversibility of
the reversible elements in GL(n,H). In view of Lemma 7.0.1 and Theorem 1.4.3, it follows
that converse of Theorem 1.2.1 also holds. This gives a complete classification of strongly
reversible elements in GL(n,H) and SL(n,H).





Chapter 8

Future directions

8.1 Reversibility in U(n,1;D)⋉Dn+1

Let D :=R,C, or H. Let V :=Dn,1 be the (right) vector space Dn+1, together with the unitary
structure defined by a non-degenerate and indefinite D-Hermitian form Φ of signature (n,1):

Φ(z,w) = z̄1w1 + · · ·+ z̄nwn − z̄n+1wn+1,

where z = (z1, . . . ,zn+1), w = (w1, . . . ,wn+1) ∈ Dn+1. The group of linear transformations
g that preserves this form, i.e., Φ(gz,gw) = Φ(z,w) for all z,w ∈ V, is the unitary group
U(n,1;D); see [8]. The Isometric group U(n,1;D)⋉Dn+1 of the Hermitian space (V,d) acts
on V as affine transformations: T : z 7→ Az+ v, where A ∈ U(n,1;D), v ∈ Dn+1 and metric d
on V is usual Bergman metric. In this project, we are interested in classifying the reversible
and strongly reversible elements in the group U(n,1;D)⋉Dn+1.

8.2 Linking in U(n,F)⋉Fn

Two strongly reversible elements g and h in a group G is called linked if g = i1i2 and h = i2i3
for involutions i1, i2, i3 in G. One of the main problems in geometry is to classify linked pairs
in a group of isometries; see [4]. In [4], authors study the linking problem in the group of
orientation preserving isometries of space forms; the (n−1)- sphere, Euclidean n-space, and
hyperbolic n-space. We hope to use our results in [14] to classify linked pairs in U(n,F)⋉Fn,
where F= C or H.
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8.3 Reversibility in discrete groups
The reversibility in the group SL(2,Z) is discussed in [30, Chapter 7]. We would like to
pursue the analogous questions regarding the classification of reversibility in the discrete
matrix group SL(n,Z) for n > 2.

In the monograph [30], several alternative directions for exploring the reversibility
problem were proposed, offering numerous possibilities for investigation that I would like to
pursue.
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