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Chapter 1. Multivalent Interactions and their Cross-Domain Utility 

Multivalent interactions, characterized by the simultaneous binding of multiple ligands to a 

receptor, have garnered significant attention in the fields of chemistry and biology due to their 

diverse functional implications. These interactions enable molecules or ions to engage in 

simultaneous and cooperative binding events, leading to enhanced affinity and selectivity. In 

biological systems, multivalency is a fundamental property of biomolecules like proteins, 

enzymes, and antibodies, allowing them to participate in complex signaling cascades and perform 

multiple tasks concurrently. Furthermore, multivalent interactions have found applications in 

chemistry and materials science, where they have been harnessed to design self-assembling 

materials and optimize drug efficacy by targeting multiple receptors or signaling pathways. 

Despite the extensive exploration of multivalent interactions in various fields, their impact on 

colloidal assembly, catalysis, and phoresis remains relatively understudied. By unraveling the 

intricacies of multivalent interactions in the realms of colloidal assembly, catalysis, and phoresis, 

we can unlock a wealth of possibilities. These include the development of tailored materials with 

controlled properties, the design of efficient catalysts for sustainable chemical transformations, 

and the creation of smart systems for precise drug delivery. Additionally, a deeper understanding 

of multivalent interactions in these areas can pave the way for advancements in nanotechnology, 

biomedicine, and materials science, ultimately leading to innovative solutions and transformative 

breakthroughs in these fields. In this thesis, we explore the role of multivalent interactions in 

patterning of colloids at both micro/macro-scale modulated by enzymatic action both 

experimentally and theoretically. We also deconvolute the dynamic nature intermediate species 

formed during multistep assembly formation. 

Chapter 2. Self-regulatory Enzyme-actuated Micro/Macroscale Patterning of ATP-loaded 

Nanoparticle  

Directional interactions and the precise assembly of colloids at specific locations are critical for 

applications such as patterning and microarrays. Here, we focus on developing strategies to 

achieve self-assembly and spatial control in surface patterning leveraging enzyme-substrate 

interaction. These efforts aim to enable precise patterning at both micro- and macroscale 
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environments, offering opportunities for controlled biomedical applications. In this study, we 

introduce two key factors that govern the self-assembly and spatial control of surfactant-

functionalized nanoparticles in both micro- and macroscale environments: the synergistic affinity 

between enzymes, substrates, and nanoparticles, and the phoretic effect. The specific focus of this 

study revolves around the affinity between alkaline phosphatase (ALP) enzyme and its adenosine 

nucleotide-based substrates, namely adenosine mono/di/triphosphate (AM/D/TP). These 

substrates are noncovalently bound to the surface of nanoparticles, thereby facilitating the 

assembly of the overall ensemble in a spatiotemporally controllable manner. By utilizing this 

synergistic interactivity, we investigate the coexistence of assembly and patterning of both 

nanoparticles and enzymes within microfluidic channels and on glass slides. Furthermore, we 

explore the modulation of the coffee ring pattern, a characteristic phenomenon observed during 

the evaporation of colloidal droplets on a glass surface. The presence of ATP-loaded nanoparticles 

with enzymes influences the pattern formation, and we extend this effect to the drying of blood 

serum droplets, highlighting the potential for low-cost, on-the-spot disease diagnostics. Overall, 

these studies shed light on the aggregation and spatial patterning of nanoparticles and enzymes in  

microfluidic systems. The findings suggest the presence of synergistic interactions, 

diffusiophoretic effects, and catalytic conditions that contribute to the observed aggregation 

patterns. These insights have potential implications for the development of microfluidic-based  

 E. Shandilya, S. Maiti, ACS Nano 2023, 17, 5108–5120. 
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nanobiodevices and offer new avenues for exploring diffusiophoresis as a versatile tool for 

manipulating colloidal particles in chemical engineering applications. 

Chapter 3. Self-Assembly of Catalytically Active Gold Nanorods: Regulating Reactivity and 

Demonstrating Cascading Catalytic Phenomena 

Living organisms, from bacteria to birds, use communication strategies like colonization, 

clustering, and flocking for survival. Catalytic reactions play a crucial role in these processes, 

aiding the emergence of life and enabling the development of synthetic systems with desired 

functionalities. In this chapter, we present an exciting example of synthetic nanocatalysts capable 

of forming functional self-assemblies, where the catalytic process plays a central role. Specifically, 

cetyltrimethylammonium bromide (CTAB)-functionalized gold nanorods catalyze the Kemp 

Elimination (KE) reaction, a widely used model for studying biotransformation mechanisms. This 

catalytic conversion process leads to the enhanced flocking behavior of nanorods due to the 

transition state, resulting in the formation of larger assemblies. By regulating the reactivity of the 

nanorods towards a proton transfer reaction at different pH levels, we can control their self-

assembly. The enhanced aggregation rate is attributed to the alteration of the nanorods' catalytic 

surface charge during reactivity. We observed an enhancement in diffusion co-efficient during 

reactivity which might also contribute to this assembling behavior. Additionally, our findings 

reveal that the nanosized hydrophobic cavities formed within the clustered nanorods can efficiently 

accelerate the rate of aromatic nucleophilic substitution reactions. This highlights a catalytic 

phenomenon that can trigger cascading reactions where the substrates and products of the initial 

 

 

 

 

 

 

E. Shandilya, B. Dasgupta, S. Maiti, Chem. Eur. J.  2021, 27, 7831–7836. 
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reactions are not directly involved. Overall, this study sheds light on the dynamic nature of 

catalytic processes and introduces a new aspect of self-assembly in catalytically active gold 

nanorods. These findings enhance our understanding of dynamic catalytic processes and provides 

new insights into the self-assembly of catalytically active nanorods, and can have broad 

implications across disciplines and can inspire innovative applications in catalysis and beyond. 

 

Chapter 4. Spatiotemporal Mapping of Colloidal Phoresis and Population Dynamics during 

Downregulation of Multivalent Interactivity 

In cellular systems, diffusiophoretic transport of large molecules due to gradients of small 

molecules, such as metabolites or ATP, is ubiquitous and has recently garnered attention. Building 

upon this knowledge, in this chapter, we delve into the fascinating realm of multivalent interactions 

and their impact on colloidal transport and phoretic behavior. To understand this intriguing 

phenomenon, we employ a combination of theoretical models and experimental investigations. 

Our focus on a fluorescent, cationic micron-sized bead (abbreviated as CMB) that exhibits 

diffusiophoretic motion. The CMB consists of a carboxylic acid-modified polystyrene fluorescent 

bead electrostatically bound with a cationic cetyltrimethylammonium bromide (CTAB)-coated 

gold nanorods. We explore the multivalent interaction-mediated phoretic drift of the CMB in the 

presence of gradients of adenosine mono-, di-, and trinucleotides (AMP/ADP/ATP) and their 

mixtures. Our investigations span both micro- and macroscale regimes, allowing us to gain insights 

into the phoretic behavior of the CMB across different length scales. Additionally, we uncover a 

nucleotide-specific catalytic activation behavior exhibited by the CMB. By binding to specific 

nucleotides, the CMB's ability to catalyze a proton-transfer reaction is either activated or 

deactivated, thereby directly impacting its phoretic behavior. This finding establishes a connection 

between catalytic activity and phoretic motion, highlighting the intricate interplay between 

multivalent interactions and particle transport. Moreover, we develop an autonomous system that 

allows for spatiotemporal control over colloidal phoretic leap—a sudden increase in the phoretic 

velocity. This control is achieved by precisely manipulating enzymatic in situ downregulation of 

multivalent interaction. By fine-tuning the hydrolysis of ATP through enzymatic regulation, we 

can program the occurrence and timing of the colloidal phoretic leap. This observation showcases 

the potential for generating spatiotemporally controlled micron-sized colloidal patterns through 
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the precise manipulation of multivalent interactions with small molecules, and opens up avenues 

for further research on multivalent interaction-mediated non-equilibrium chemistry driven by 

nucleotides and their impact on the motion of colloidal particles and soft matter. These findings 

have potential applications in designing synthetic spatiotemporally controlled catalytic systems for 

transportation purposes. 

E. Shandilya, B. Rallabandi, S. Maiti, ChemRxiv 2023, DOI 10.26434/chemrxiv-2023-r1djt. 

 

Chapter 5. Kinetic Insights into Enzymatically Controlled Transiency in Multivalent Fuel-

Driven Multistep Assembly 

Drawing inspiration from biological systems, we explore the potential for designing synthetic 

systems with programmable and dynamic properties. In this chapter, we investigate multivalent 

fuel-driven transient self-assembly systems, aiming to unlock their potential in creating complex 

structures with dynamic properties. While these systems show promise, they currently fall short of 

the complexity found in natural systems. To bridge this gap, we focus on understanding how the 

composition of assembled species evolves over time and in relation to the overall dissipation 

strength. This knowledge is essential to fully harness the potential of fuel-responsive transient self-

assembly and realize intricate systems with dynamic functionalities. To this goal, using kinetic 

simulation and Python-based kinetic modeling, we provide a detailed understanding of the 

temporal evolution of intermediate species under dissipative conditions. By modulating the 

strength of dissipation, we demonstrate how the compositional behavior of each intermediate 

species during their survival period can be finely tuned. Notably, we observe highly non-linear 

characteristics in the appearance and disappearance of intermediates, whether formed in the initial 

or penultimate assembly steps. This intriguing behavior allows us to selectively trap desired 

intermediates or create specific mixtures with desired compositions at predetermined time 
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intervals. Overall, this study advances our understanding of the intricate dynamics underlying 

transient self-assembly processes, while also inspiring the design of synthetic systems capable of 

harnessing transient and programmable properties, taking cues from the fascinating mechanisms 

observed in biological systems. 

 

E. Shandilya, S. Maiti, ChemSystemsChem 2020, 2, e1900040. 

 

Chapter 6. Programming Spatiotemporal Organization of Nonlinear Dynamical Systems 

through Enzyme-Mediated Assembly Formation 

The field of predicting and designing systems with dynamic self-assembling properties in a 

spatiotemporal fashion holds immense importance across multiple disciplines. It encompasses 

endeavors ranging from understanding the fundamental non-equilibrium characteristics of life to 

fabricating next-generation materials with life-like properties. In this context, we present a study 

that sheds light on the spatiotemporal dynamics of self-assembly exhibited by a surfactant, induced 

by the presence of adenosine triphosphate (ATP) and enzymes responsible for the degradation or 

conversion of ATP. Our study explores the distinct behaviors of two enzymes, alkaline 

phosphatase (ALP) and hexokinase (HK), in relation to the surfactant assembly driven by ATP. 

Surprisingly, these enzymes exhibit spatiotemporally contrasting dynamic assembly behaviors. 

ALP acts antagonistically, disrupting the transient self-assembling property, while HK 

demonstrates agonistic action, actively contributing to the sustained assembly. This revelation 

highlights the intriguing and complex interplay between enzymes and the self-assembled systems 

they influence. Exploiting this dynamic assembly behavior, we have successfully programmed the 
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time-dependent emergence of self-assembled structures in a two-dimensional space. This was 

achieved by maintaining a concentration gradient of enzymes and surfactant at different locations. 

The ability to spatially organize and adapt the self-organized system of interacting components 

opens new avenues for incorporating programmed functionality into materials. By unraveling the 

spatiotemporal dynamics of self-assembly and harnessing the specific behaviors of enzymes, our 

findings not only contribute to fundamental understanding but also paves the way for practical 

applications. This knowledge can guide the development of novel materials with dynamic and 

adaptable properties, replicating the intricacies of living systems. It also offers a promising route 

for engineering spatial organizational adaptability, providing a foundation for the creation of 

functional structures that respond to their environment in a programmable manner. 

 

E. Shandilya1, Priyanka1, S. K. Brar, R. R. Mahato, S. Maiti, Chem. Sci. 2021, 13, 274–282.     

(1equally contributed) 

 

Chapter 7. Conclusion and Future Perspectives 

Multivalency plays a crucial role in dynamicity and self-assembly in biological systems. However, 

its influence on assembly formation, colloidal transport, and phoresis remains unexplored. We 
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investigated the self-assembly of cationic nanoparticles modified with surfactants, influenced by 

the binding of multivalent adenosine mono-, di-, and trinucleotides (AM/D/TP). This interaction 

was governed by the synergistic affinity between enzymes, substrates, and nanoparticles, as well 

as the phoretic effect. Our study revealed two types of autonomous aggregation patterns: 

modulation by enzyme gradients in microfluidic and macroscale conditions and surface deposition 

patterns using the coffee ring effect. We also utilized the coffee ring effect to introduce ATP-

loaded nanoparticles into blood serum, demonstrating its potential in low-cost disease diagnostics. 

Furthermore, we utilized this assembly to enhance catalytic reactivity for the Kemp elimination 

reaction, utilizing the hydrophobic sites provided by the assembly as reactors for hydrophobic 

substrates. Additionally, we examined the diffusiophoretic motion of micron-sized replicas of 

these particles within AM/D/TP gradients in micro- and macroscale regimes. By controlling ATP 

hydrolysis, we achieved spatiotemporal control over colloidal phoretic leap and population 

dynamics, which relied on enzymatic downregulation of multivalent interactivity. We also studied 

the temporal evolution of intermediate species in a multi-step assembly under dissipative 

conditions, modulating their compositional behavior using Python-based kinetic modeling. 

Furthermore, we investigated the spatiotemporal dynamics of self-assembly induced by ATP and 

enzymes, where ALP acted antagonistically and HK showed agonistic action, leading to transient 

or sustained self-assemblies, respectively. This dynamic assembly behavior allowed us to program 

the time-dependent emergence of a self-assembled structure in a two-dimensional space, enabling 

spatial organizational adaptability in interacting components and the incorporation of programmed 

functionality. Overall, our studies illuminated the essential role of multivalency-mediated 

interactions in dynamicity and self-assembly and has demonstrated their potential applications in 

biomedical research, disease diagnostics, catalysis, materials science, and nanotechnology. These 

findings open new avenues for developing advanced functional materials, targeted therapies, and 

programmable systems with improved adaptability and performance. 
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1.1 General aspects of multivalency 

Multivalent interaction refers to the ability of a molecule or a compound to interact with 

multiple sites or targets simultaneously.1 In other words, a multivalent interaction occurs when 

a molecule has multiple binding sites that can interact with different molecules or receptors. 

One of the key aspects of multivalency is the ability of a multivalent compound to exhibit 

increased binding strength or avidity compared to a monovalent compound.2-5 This is due to 

the fact that the multiple binding interactions between the multivalent compound and its targets 

can work together to create a stronger overall interaction (Figure 1.1).6 As a result, the 

implications of multivalent interactions are broad and far-reaching, impacting everything from 

drug design to materials science to fundamental chemistry research (Figure 1.2). For example, 

multivalent interactions can increase the affinity and specificity of a molecule to its target, 

leading to improved drug efficacy.5-9 Multivalent interactions can be achieved through various 

means, such as the use of dendrimers, polymers, or multivalent ligands.7-8 Additionally, 

multivalent interactions can be achieved through the use of nanoparticles, which can have 

multiple ligands on their surface that can interact with multiple receptors.9-11 Multivalent 

interactions play a crucial role in biological systems. One example  

 

Figure 1.1. Schematic and nomenclature for monovalent and bivalent interaction systems. 

Adapted from reference [6] with permission. 
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of multivalent interactions in biological systems is the interaction between antibodies and 

antigens. Antibodies are proteins that can bind to specific antigens, such as viruses or bacteria, 

with high specificity and affinity. Antibodies have multiple binding sites, which allows them 

to interact with multiple antigens simultaneously, leading to the formation of antigen-antibody 

complexes.11-13 These interactions can activate various immune responses, such as complement 

activation and phagocytosis, leading to the elimination of the antigen.14 Another example of 

multivalent interactions in biological systems is the interaction between lectins and 

carbohydrates. Lectins are proteins that can bind to specific carbohydrates with high affinity 

and specificity.36 Many lectins have multiple binding sites, which allows them to interact with 

multiple carbohydrates simultaneously, leading to the formation of multivalent complexes.15-

17 Multivalent interactions are also important in the interactions between cells and their 

extracellular matrix (ECM). The ECM is a complex network of proteins and carbohydrates that 

surrounds cells and provides structural support. Many ECM proteins, such as fibronectin and 

collagen, have multiple binding sites that allow them to interact with multiple receptors on the 

cell surface simultaneously, leading to the formation of multivalent complexes.18-21 These 

interactions can activate various signaling pathways, leading to changes in cell behavior, such 

as cell adhesion, migration, and differentiation.22-23 Apart from this, multivalent interactions  

 

Figure 1.2. Multivalent interactions are frequently observed in nature, there is considerable 

enthusiasm in creating multivalent ligands to manipulate biological interactions. These ligands 

have diverse applications, including the development of vaccines, immunomodulators, cell 

signaling effectors, and vehicles for precise drug delivery. Adapted from reference [40] with 

permission. 
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play a significant role in the binding mechanisms of a virus to a cell surface as viruses often 

utilize multiple binding sites to establish strong and specific interactions with host cells. By 

understanding the multivalent nature of these interactions, researchers can gain insights into 

the complex interplay between viruses and cell surfaces, enabling the development of targeted 

strategies for preventing viral attachment, designing antiviral therapies, and enhancing the 

efficacy of drug delivery systems.24 Figure 1.3 illustrates a comparison between different 

binding mechanisms of a virus to a cell surface. It highlights three scenarios: (a) multivalent 

binding of the virus to the cell surface, (b) noncompetitive binding using monovalent ligands 

which represents the classical drug approach, and (c) multivalent binding with polyvalent 

ligands.126 The figure demonstrates that multi- and polyvalent ligands are significantly more 

efficient in both binding to and protecting the surface of the virus compared to monovalent 

ligands. As a result, the enhanced binding capability of multi- and polyvalent ligands 

effectively prevents viral adhesion. This finding reinforces the importance of multivalent 

interactions in designing strategies to control viral infections and develop more effective 

therapeutic interventions.22-24 As our understanding of multivalent interactions continues to 

grow, we can expect to see new and exciting applications emerge across a wide range of fields. 

 

 

Figure 1.3. The figure illustrates a comparison between the binding mechanisms of a virus to 

a cell surface. When the virus exhibits (a) multivalent binding to the cell surface, (b) a non-

competitive binding using monovalent ligands, which represents the classical drug approach; 

(c) Multivalent binding with polyvalent ligands. The figure demonstrates that multi- and 

polyvalent ligands are significantly more efficient in both binding to and protecting the surface 

of the virus compared to monovalent ligands. Consequently, this enhanced binding capability 

of multi- and polyvalent ligands effectively prevents viral adhesion. Taken from reference 

[126] with permission. 
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1.2 Multivalency or Cooperativity? 

Multivalency and cooperativity are two concepts often encountered in the context of molecular 

interactions, particularly in the fields of biochemistry and supramolecular chemistry.26 While 

they both involve the binding or interaction of multiple entities, they are distinct phenomena 

with different underlying mechanisms. Multivalency refers to the simultaneous binding or 

interaction of multiple ligands (small molecules) with multiple binding sites on a receptor 

(macromolecule). In other words, both the ligands and the receptor possess multiple binding 

sites, allowing for multiple interactions to occur concurrently. The binding affinity between a 

ligand and a receptor in a multivalent system can be significantly enhanced compared to a 

monovalent interaction. This enhanced binding arises from the cooperative effects of multiple 

binding events occurring simultaneously, leading to stronger overall binding.1-3 Cooperativity, 

on the other hand, refers to the phenomenon where the binding or activity of one ligand at a 

binding site influences the binding or activity of another ligand at a different binding site on 

the same receptor or a different receptor.26 Cooperativity can be positive or negative, depending 

on whether the binding of one ligand enhances or inhibits the binding or activity of another 

ligand. This phenomenon arises from allosteric interactions between the binding sites, where 

the conformational changes induced by the binding of one ligand affect the binding affinity or 

activity at other sites.27 Briefly, multivalency involves the simultaneous binding or interaction 

of multiple ligands with multiple binding sites, leading to enhanced binding affinity. 

Cooperativity, on the other hand, refers to the influence of one ligand's binding or activity on 

the binding or activity of another ligand, either positively or negatively. While multivalency 

relies on the presence of multiple binding sites, cooperativity is a result of allosteric interactions 

between binding sites.28-31 

1.3 Self-assembled multivalency 

1.3.1 Role of multivalency in assembly formation  

Multivalent interaction is a key driving force for the formation of self-assembled 

materials/structures.38-39 Self-assembly is the process by which individual components come 

together spontaneously to form a larger, ordered structure. This process is driven by the 

interactions between the individual components, which can include hydrogen bonding, 

electrostatic interactions, and van der Waals forces.32 Multivalent interactions play a 

particularly important role in self-assembly because they allow for multiple weak interactions 
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between the individual components. This leads to the formation of more stable and complex 

structures than would be possible with single, strong interactions. Multivalent interactions can 

also lead to the formation of structures with high selectivity and specificity, as each component 

can interact with multiple complementary components.3,41 One example of multivalent 

interaction in self-assembly is the formation of supramolecular polymers which are linear or 

branched structures formed by the self-assembly of individual monomers through multivalent 

interactions.33-35 These monomers can have multiple functional groups that can interact with 

other monomers through non-covalent interactions. As a result, the monomers can come 

together to form a larger, ordered structure that is stabilized by the multivalent interactions 

between the monomers. Another example of multivalent interaction in self-assembly is the 

formation of micelles. Micelles are spherical structures formed by the self-assembly of 

amphiphilic molecules in aqueous solutions. These molecules have a hydrophilic head and a 

hydrophobic tail, which can interact with other  

 

 

Figure 1.4.  This scheme illustrates multivalency as a powerful tool for high-affinity molecular 

recognition in a system rather than focusing on covalent scaffold synthesis to organize multiple 

ligands. Taken from reference [25] with permission. 

 

amphiphilic molecules through hydrophobic interactions. As more and more amphiphilic 

molecules come together, they can form a micelle structure, with the hydrophobic tails in the 

interior of the structure and the hydrophilic heads facing outward.3 Apart from this, multivalent 

interaction is a key concept in the formation of interfacial assemblies using dendrimers and 

polymers.46-48
 Interfacial assemblies are structures that form at the interface between two 

different materials or phases, such as the interface between a solid and a liquid or between two 

immiscible liquids while dendrimers are highly branched, synthetic polymers that have 

multiple reactive sites on their surface. These reactive sites can be used to interact with 

complementary functional groups on other molecules or surfaces, leading to the formation of 
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stable interfacial assemblies. Polymers are another class of materials that can be used for the 

formation of interfacial assemblies.27,33 Like dendrimers, polymers can also have multiple 

reactive sites or functional groups on their surface, which can be used to interact with other 

molecules or surfaces.52 Polymers can be designed with specific chemical and physical 

properties, such as molecular weight, chain architecture, and degree of branching, which can 

influence their interaction with other molecules or surfaces. In the formation of interfacial 

assemblies, multivalent interaction is crucial for the stability and specificity of the assembly. 

The use of dendrimers or polymers with multiple reactive sites allows for the formation of 

multiple intermolecular interactions, which leads to the formation of stable and specific 

assemblies. The multivalent interaction can also provide increased binding affinity and 

selectivity, as multiple interaction sites can interact with complementary functional groups on 

other molecules or surfaces. Applications of interfacial assemblies formed using multivalent 

interaction include the design of functionalized surfaces, biosensors, and drug delivery 

systems.42 By controlling the properties of the dendrimers or polymers used in the assembly 

formation, researchers can tailor the interfacial assembly for specific applications, such as 

selective binding of biomolecules or controlled release of drugs. In this way, multivalent 

interaction can be used in the formation of a wide range of assemblies, including 

supramolecular structures, nanoparticles, and biomolecules.37,43 The use of multivalent 

interactions in the design of assemblies allows for the creation of structures with specific sizes, 

shapes, and functionality, which can be used for a wide range of applications, such as drug 

delivery, catalysis, and sensing. 43-44 

1.3.2. Role of increasing valency in assemblies 

The role of increasing valency in assemblies is particularly exemplified by the unique 

properties and versatility of dendrimers. Dendrimers offer a versatile approach to modulating 

binding valency by functionalizing different generations with interaction sites.7 These highly 

branched macromolecules provide precise control over the number and spatial arrangement of 

binding groups. However, their spherical nature imposes steric constraints, particularly for 

higher generations, due to the exponential growth of end groups compared to the limited outer 

area of the dendrimer structure.1 As a result, the accessibility of binding sites on the dendrimer 

surface becomes restricted, leading to steric hindrance effects.53 For example, when studying 

the binding of a monotopic β‐CD (β-cyclodextrin) to 1,4‐butanediamino poly(propylene 

imine) (PPI) dendrimers, it was observed that higher generation dendrimers experienced steric 
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hindrance at the periphery due to the high density of guest groups.45,125 This steric hindrance 

limited the full occupancy of binding sites by β‐CD, resulting in partial binding. Despite these 

steric effects, dendrimers functionalized with guest groups have demonstrated their utility in 

introducing functionality at β‐CD-functionalized surfaces. They serve as powerful tools for 

creating multivalent interactions and manipulating interfacial properties. Early studies using 

guest-functionalized dendrimers revealed qualitative aspects of multivalent binding, with lower 

generations exhibiting reversible binding while higher generations displayed irreversible 

adsorption. A breakthrough in understanding the quantitative aspects of binding was achieved 

using ferrocenyl (Fc)-functionalized dendrimers.46 Fc, which binds weaker to β‐CD than other 

guest groups, allowed for a wider range of generations that could bind reversibly. Importantly, 

the redox-active nature of Fc facilitated the quantitative assessment of surface binding using 

electrochemical techniques. By comparing the coverage of adsorbed Fc and the coverage of β‐

CD in the monolayer, integer numbers representing the binding valency of dendrimers on the 

surface were determined. This correlation between dendrimer dimensions, the number of 

accessible β‐CD sites, and binding valency provided a quantitative understanding of the steric 

effects and binding stoichiometry (Figure 1.4). Further studies confirmed the relationship 

between steric match and binding stoichiometry using dendrimers with longer linkers, different 

scaffolds (including the commonly used poly(amido amine), PAMAM, dendrimers), and 

different redox-active guest moieties.47-48 The insights gained from these studies have 

expanded our understanding of how steric hindrance, dendrimer size, and binding valency 

influence multivalent interactions at interfaces. In summary, dendrimers offer a versatile 

platform for modulating binding valency and introducing functionality at surfaces. While steric 

effects can limit the accessibility of binding sites, the precise control over dendrimer structure 

allows for systematic investigations and the design of multivalent interactions. The 

combination of electrochemical techniques and steric considerations has provided quantitative 

insights into the binding stoichiometry, intrinsic affinity, and effective molarity of dendrimer-

surface interactions, paving the way for the rational design of advanced materials, and tailored 

interfacial properties.44-48 

1.4 Multivalency in catalyst development 

Multivalency also plays a crucial role in catalyst development, where it can enhance catalytic 

efficiency, selectivity, and stability.51 Catalysts are substances that increase the rate of chemical 
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Figure 1.4. Formation of a dendrimer-β-cyclodextrin assembly (top) and the electrochemically 

controlled adsorption at the β-cyclodextrin host surface. Taken from reference [125] with 

permission. 

 

reactions without being consumed in the process.51 Multivalent catalysts have multiple active 

sites that can interact with reactants and intermediates, leading to more efficient and selective 

catalysis. The multivalent effect arises from the cooperative interactions between the active 

sites, which can enhance the binding affinity and reaction rate of the reactants. Additionally, 

multivalent catalysts can exhibit increased stability and resistance to deactivation, as the 

presence of multiple active sites can compensate for the loss of individual sites. One example 

of multivalent catalysis is the use of multivalent metal complexes as homogeneous catalysts.43-

44 These complexes consist of a central metal ion coordinated to multiple ligands, which can 

interact with reactants and intermediates to facilitate various chemical transformations. 

Multivalent metal complexes have been used in a range of catalytic applications, including 

hydrogenation, oxidation, and polymerization. Another example of multivalent catalysis is the 

use of multivalent nanoparticles as heterogeneous catalysts.54 These nanoparticles have 

multiple active sites on their surfaces, which can interact with reactants and intermediates to 

catalyze various chemical reactions. In one of the examples, catalytically active peptide-

nanoparticle complexes were achieved by assembling short peptide sequences onto the surface  
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Figure 1.5. Self-assembly of peptides on the nanoparticle surface, resulting in the formation of 

catalytic multivalent peptide–nanoparticle complex that can catalyze the transesterification of 

the substrate. Taken from reference [49] with permission. 

 

of cationic self-assembled monolayers on gold nanoparticles.49-50 This peptide 

functionalization resulted in a remarkable acceleration of the transesterification reaction 

involving the p-nitrophenyl ester of N-carboxybenzyl phenylalanine, surpassing a two-order- 

of-magnitude rate enhancement. The gold nanoparticle not only acted as a multivalent scaffold 

to bring the catalyst and substrate into proximity but also created a local microenvironment that 

further augmented the catalytic activity (Figure 1.5). The supramolecular nature of this 

ensemble allowed for in-situ modulation of the catalytic performance of the system. 

Multivalent nanoparticles have also been used in a range of catalytic applications, including 

environmental remediation, energy conversion, and chemical synthesis.55-56 The cooperativity 

of functional groups is another important aspect of multivalent catalysis, where the interaction 

between the active sites can lead to enhanced catalytic activity and selectivity.26-28 In 

multivalent catalysis, the functional groups of the ligands or the active sites of the nanoparticles 

can work together to facilitate various chemical transformations. The cooperative effect arises 

from the synergistic interactions between the functional groups, which can influence the 

electronic and steric properties of the active sites and enhance the binding affinity and reactivity 
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of the reactants.28-31 Additionally, the cooperative effect can also facilitate the regeneration of 

the catalysts and prevent their deactivation by promoting the release of the products. The design 

of multivalent catalysts with cooperative functional groups requires careful consideration of 

various factors, such as the spatial arrangement and orientation of the groups, the electronic 

properties of the ligands and active sites, and the nature of the reactants and products.58 

Computational simulations and experimental data can provide valuable insights into the 

optimal design parameters for multivalent catalysts with cooperative functional groups.55-56,59-

60 

1.5 Kinetics of multivalent systems 

Multivalent systems can exhibit several types of kinetic behavior, including enhanced 

association rates, slower dissociation rates, and longer-lived complexes, compared to 

monovalent systems.61 One of the important aspects of multivalent kinetics is the effect of 

ligand density and spacing on the overall reaction rates and equilibrium constants.62 The 

optimal ligand density and spacing can vary depending on the specific system and the desired 

outcome, such as enhanced binding affinity or selectivity. In addition to ligand density, other 

factors that can affect the kinetics of multivalent systems include the size and shape of the 

interacting particles, the nature and strength of the binding interactions, and the solution 

conditions such as pH and ionic strength.63-64 Due to these factors, the kinetics of multivalent 

interaction-driven systems can be complex, as the binding of multiple ligands to multiple 

receptors can occur cooperatively or competitively.65 Cooperative binding occurs when the 

binding of one ligand enhances the binding of another ligand, while competitive binding occurs 

when the binding of one ligand inhibits the binding of another ligand.65,71 Kinetic modeling of 

multivalent interaction-driven binding involves the development of mathematical models that 

describe the rates of binding and dissociation of multiple ligands to multiple receptors.66-69 

These models can help to predict the binding behavior of these systems and can be used to 

optimize their design for specific applications. The most common approach for modeling 

multivalent interaction-driven binding involves the use of the Hill equation, which describes 

the cooperative binding of ligands to receptors and it can be used to model the binding of 

multiple ligands to multiple receptors and can be extended to include competitive binding as 

well. The Hill equation can be fit to experimental binding data to determine the affinity and 

cooperativity of the binding interactions.70 For cooperative binding the equation is as follows: 
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where θ is the fractional saturation of the receptors (i.e. the proportion of receptors bound to 

ligands), [L] is the concentration of ligands, Kd is the dissociation constant, and n is the Hill 

coefficient, which describes the degree of cooperativity in the binding interactions. When n = 

1, the Hill equation reduces to the standard binding equation. 

Also, in the case of competitive binding between ligands, the Hill equation can be extended to 

include an additional term: 

𝜃 =  (
[𝐿1]ⁿ

[𝐿1]ⁿ +  𝐾𝑑1
𝑛  ) / (1 +  

[𝐿₂]ⁿ

𝐾𝑑2
𝑛 ) 

 

where [L₁] and [L₂] are the concentrations of the competing ligands, and Kd1 and Kd2 are the 

dissociation constants for each ligand. The Hill coefficient, n, describes the degree of 

cooperativity between ligands.69-71 

The stepwise process of multivalent binding and unbinding is illustrated in Figure 1.6. First, 

there is an initial intermolecular binding, followed by subsequent intramolecular steps where 

the inherent binding affinity remains constant. This particular model accounts for the improved 

binding affinity by considering a high local effective concentration (Ceff) of the host, which 

becomes available for the divalent guest molecule when it binds through only one of its guest 

moieties (referred to as divalent-single). Consequently, there is no assumed cooperativity in 

terms of an increase in intrinsic binding affinity from the first to the second binding. The 

expected equilibrium constant for a multivalent complex can be related to the corresponding 

monovalent constant using this proposed scheme. To ensure clarity, the trivalent rates and 

equilibrium constants are denoted by the subscript "T," while their monovalent and divalent 

counterparts are indicated by the subscripts "M" and "D," respectively, as shown in the equation 

below. 

𝐾𝑒𝑞−𝐷  =  
2𝑘𝑜𝑛−𝑀 . 𝑘𝑜𝑛−𝑀 𝐶𝑒𝑓𝑓

𝑘𝑜𝑓𝑓−𝑀 .2𝑘𝑜𝑓𝑓−𝑀
 =  𝐾𝑒𝑞−𝑀

2 𝐶𝑒𝑓𝑓 
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Figure 1.6. Scheme of multivalent equilibrium and stepwise kinetics. Taken from reference 

[61] with permission. 

 

1.6 Rate law as modeling principle of multivalent systems 

Another common approach that can be used to describe the kinetics of multivalent interaction-

driven binding is to use the law of mass action which relates the rate of a chemical reaction to 

the concentrations of the reactants involved.72 However, in multivalent systems, modifications 

are made to the traditional rate laws to account for the presence of multiple ligands and multiple 

binding sites. For example, in a bivalent interaction where two ligands must bind 

simultaneously to a receptor to form a complex, the rate law equation can be written as: 

 

𝑑[𝑃]

𝑑𝑡
 =  𝑘𝑜𝑛 [𝐿1][𝐿2]  −  𝑘𝑜𝑓𝑓 [𝑃] 

Here, [P] represents the concentration of the bound complex, [𝐿1] and [𝐿2] represent the 

concentrations of the two ligands, 𝑘𝑜𝑛 is the association rate constant, and 𝑘𝑜𝑓𝑓 is the 

dissociation rate constant. This equation describes the rate of change of the complex 
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concentration over time, considering the contributions of both association and dissociation 

processes. The rate constants, 𝑘𝑜𝑛 and 𝑘𝑜𝑓𝑓, reflect the specific molecular interactions and 

binding kinetics between the ligands and the receptor. These rate constants can be determined 

experimentally or estimated through computational approaches.73 It's important to note that the 

rate law approach provides a simplified representation of multivalent interactions and assumes 

certain assumptions, such as independence of binding events and negligible rebinding effects.70 

In reality, multivalent interactions can be more complex, with factors like cooperativity, ligand-

receptor stoichiometry, and spatial arrangements influencing the binding kinetics.72 Advanced 

modeling techniques, including statistical mechanics or Monte Carlo simulations, can be 

employed to capture these complexities and provide a more detailed understanding of 

multivalent interactions.74 In these simulations, the binding and dissociation of ligands to 

receptors are modeled as a series of random events, with the probabilities of these events 

determined by the binding kinetics and the concentration of ligands and receptors. Kinetic 

Monte Carlo simulations can provide a detailed understanding of the binding behavior of these 

systems and can be used to predict the binding behavior under different experimental 

conditions.75 Other approaches to modeling multivalent interaction-driven binding include the 

use of differential equations and stochastic models. These models can incorporate additional 

factors, such as the effects of receptor clustering and the influence of the local environment on 

binding interactions. Nonetheless, the rate law approach serves as a foundational principle for 

studying the kinetics of multivalent systems and offers valuable insights into the binding 

behavior between multiple ligands and multiple binding sites on a receptor.72 

1.7 Spatial patterning of dissipative self-assemblies 

Dissipative self-assembly involves the formation of self-assembled structures in systems that 

are far from thermodynamic equilibrium. These systems are driven out of equilibrium through 

the continuous input of energy or the removal of energy, and the self-assembled structures are 

maintained through a balance of energy input and dissipation (Figure 1.7).76 One important 

example of dissipative self-assembly is the formation of self-assembled gels through reversible 

chemical reactions. Self-assembled gels are formed through the aggregation of molecules or 

nanoparticles that are capable of undergoing reversible chemical reactions, such as acid-base 

reactions or redox reactions. The input of energy can be provided by light, heat, or an external 

chemical stimulus, and can drive the continuous formation and breakdown of the self-

assembled structures.77 The formation of self-assembled gels through dissipative self-assembly 
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can be modeled mathematically using reaction-diffusion equations, which describe the time-

dependent evolution of the concentration of reacting species and the spatial distribution of the 

self-assembled structures. 78-80 

 

Figure 1.7. Scheme of dynamic self-assembly operating under out-of-equilibrium conditions. 

Taken from reference [114] with permission.  

 

One such equation is the Belousov-Zhabotinsky (BZ) reaction, which is a classic example of a 

reaction-diffusion system that exhibits dissipative self-assembly.81 The BZ reaction is a 

chemical oscillator that involves the autocatalytic oxidation of malonic acid by bromate ions 

in the presence of a catalyst, such as cerium ions (Figure 1.8). The reaction produces a periodic 

oscillation in the concentration of a colored species, such as the ruthenium catalyst or the 

bromomalonic acid intermediate, which can be visualized by spectroscopic or imaging 

techniques. The dynamics of the BZ reaction can be described mathematically by a set of 

reaction-diffusion equations that involve the diffusion of the reacting species and the 

autocatalytic production and consumption of the intermediates.82-83 These equations can be 

solved numerically to generate spatiotemporal patterns of the oscillating concentration of the 

reacting species, which can exhibit complex structures such as spirals, waves, and Turing 

patterns.84-85 Apart from this, BZ-AOT (sodium bis(2-ethylhexyl) sulfosuccinate) system is a 

well-known example of dissipative self-assembly that exhibits spatiotemporal patterning. The 

BZ-AOT system consists of a mixture of the BZ reactants (e.g., malonic acid, bromate ion, and 

cerium(IV) ion) and the surfactant AOT in a water/organic solvent (e.g., toluene) mixture. 

When this system is stirred, it can exhibit a range of spatiotemporal behaviors, such as waves,  
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Figure 1.8. Reaction mechanism for BZ reaction showing oxidation of malonic acid catalyzed 

by cerium with the reduction of bromate. Taken from reference [123] with permission. 

 

spots, and oscillations. Figure 1.9 shows an example of the spatiotemporal patterns observed 

in the BZ-AOT system. The spatiotemporal patterns in the BZ-AOT system arise from the 

interplay between the chemical reactions (the BZ reaction) and the physical properties of the 

surfactant AOT. The AOT molecules can self-assemble into micelles in the organic solvent 

phase, and the formation and dissolution of these micelles can affect the local concentration of 

the BZ reactants and the rates of the BZ reaction. This can give rise to complex spatiotemporal 

patterns in the reaction mixture. 

The spatiotemporal behavior of the BZ-AOT system can be described by a set of coupled 

reaction-diffusion equations and transport equations for the BZ reactants and the AOT micelles, 

respectively.86-87 Here is an example set of equations that can be used to model the system: 

Reaction-diffusion equations for the BZ reaction: 

Equation 1.                                          
𝜕𝑢

𝜕𝑡
= 𝐷𝑢𝛻2𝑢 + 𝑓(𝑢, 𝑣, 𝑤) 

 

Equation 2.    
𝜕𝑣

𝜕𝑡
= 𝐷𝑣𝛻2𝑣 + 𝑔(𝑢, 𝑣, 𝑤) 

 

Equation 3.    
𝜕𝑤

𝜕𝑡
= 𝐷𝑤𝛻2𝑤 + ℎ(𝑢, 𝑣, 𝑤) 
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Figure 1.9. The BZ-AOT system exhibits various patterns, including jumping waves, Turing 

patterns, standing waves, and localized structures. (a) Jumping waves are depicted in a 

snapshot, while (b) shows a space-time plot along the white line indicated in (a), illustrating 

the wave propagation. Turing patterns are characterized by three distinct structures: 'black 

spots', 'labyrinth', and 'white spots'. Standing waves are represented by two anti-phase 

snapshots. Localized structures include 'oscillon', 'chemical memory', and 'localized waves' 

(wave propagation direction indicated by arrows). Taken from reference [124] with permission. 
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where u, v, and w are the concentrations of the BZ reactants, 𝐷𝑢, 𝐷𝑣, and 𝐷𝑤 are the diffusion 

coefficients of the reactants, and 𝑓(𝑢, 𝑣, 𝑤), 𝑔(𝑢, 𝑣, 𝑤), and ℎ(𝑢, 𝑣, 𝑤) are the reaction terms 

that describe the chemical reactions of the BZ system. These equations are based on the 

standard FitzHugh-Nagumo model for excitable media, and can describe a wide range of 

spatiotemporal behaviors, including waves, spots, and oscillations. 

Transport equations for the AOT micelles 

Equation 4.                                           
𝜕𝑐

𝜕𝑡
= ∇ . (𝐷𝑐∇𝑐 −  𝜇𝑐∇𝜙) 

 

Equation 5.                                           
𝜕𝜙

𝜕𝑡
= ∇ . (𝐷𝜙∇𝜙 −  𝑐∇𝜇) 

 

where 𝑐 is the concentration of the AOT micelles, 𝜙 is the electrostatic potential, 𝐷𝑐 and 𝐷𝜙 

are the diffusion coefficients of the micelles and the electrostatic potential, respectively, 𝜇 is 

the chemical potential of the micelles, and the terms involving ∇𝜙 and ∇𝜇 represent the 

electrostatic and chemical driving forces for micelle transport, respectively. These equations 

describe the transport and self-assembly of the AOT micelles in the organic solvent phase, and 

can affect the local concentration and rates of the BZ reactants, leading to spatiotemporal 

patterning. The exact form of the reaction terms and transport coefficients in these equations 

can vary depending on the specific details of the BZ-AOT system being studied, and may need 

to be determined experimentally or through numerical simulations. Apart from reaction-

diffusion system, another example of dissipative self-assembly is the formation of active matter 

systems, which are systems composed of self-propelled particles that are capable of converting 

energy into directed motion.88 Active matter systems can be modeled using various theoretical 

frameworks, such as active Brownian particles, Vicsek models, or hydrodynamic theories.89,124 

 

1.8 Multivalency driven diffusiophoresis 

Diffusiophoresis refers to the motion of a particle in a fluid due to gradients in the concentration 

of solute species in the surrounding solution.90 This phenomenon is driven by the interaction 

between the particle surface and the solute molecules, which results in a concentration-

dependent surface charge distribution that induces an electrokinetic force on the particle. 
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Diffusiophoresis can occur for both charged and uncharged particles, and its magnitude and 

direction depend on the physicochemical properties of the particle and the surrounding fluid, 

as well as the solute concentration gradient.91-92 In addition to being influenced by the particle 

size, shape, and surface chemistry, diffusiophoresis can also be affected by external factors 

such as temperature, pressure, and flow conditions. The understanding and control of 

diffusiophoresis have important implications in various fields, such as colloidal science, 

microfluidics, and biotechnology.91 For example, diffusiophoresis can be used to manipulate 

the transport and deposition of particles in microfluidic devices, enhance the separation and 

purification of biomolecules, and control the assembly of colloidal structures.90 Multivalency 

can play an important role in diffusiophoresis, as the presence of multiple binding sites on a 

particle surface can lead to enhanced interactions with the surrounding solute species and,  

 

 

Figure 1.10. The figure depicts the essential mechanism of electrolyte diffusiophoresis, which 

involves two parallel additive phenomena. The first phenomenon is electrophoresis, which is 

triggered by an in situ electric field (E) generated by a concentration gradient (or more 

precisely, a chemical potential μ gradient) of NaCl. The second phenomenon is chemiphoresis, 

which occurs due to a gradient of NaCl concentration and, consequently, a pressure gradient 

within the electric double layer (EDL) tangential to the particle surface. This pressure gradient 

propels fluid flow along the particle surface inside the EDL. In the case of a negatively-charged 

salt like NaCl (β negative salt), both mechanisms contribute to the transportation of the 

negatively-charged particle toward regions of higher ionic concentration. Taken from reference 

[90] with permission. 
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therefore, stronger diffusiophoretic forces. For example, multivalent nanoparticles with 

functional groups such as carboxylic acids or amines can interact with oppositely charged 

solutes in the surrounding solution, leading to the formation of a diffuse layer of ions around 

the particle surface.93 The density of this diffuse layer is proportional to the solute concentration 

gradient, and it can create an electrokinetic potential that drives the particle towards areas of 

higher or lower solute concentration, depending on the particle charge and solute species. In 

addition to electrostatic interactions, multivalent particles can also exhibit stronger hydrogen 

bonding or van der Waals interactions with solute molecules due to the presence of multiple 

binding sites.90 This can lead to more complex diffusiophoretic behavior, where the particle 

motion is influenced by both electrokinetic and molecular-level interactions. The design and 

control of multivalent particles for diffusiophoresis applications require careful consideration 

of various factors, such as the particle size, surface chemistry, and ligand density, as well as 

the properties of the surrounding solution and solute species.95 Computational simulations and 

experimental studies can provide insights into the optimal design parameters for multivalent 

particles with enhanced diffusiophoretic behavior.96-99 

 

1.9 Diffusion and Gradient 

Diffusion is a fundamental process that describes the movement of molecules or particles from 

an area of higher concentration to an area of lower concentration.100 It plays a crucial role in 

various natural phenomena, including the formation of gradients.101 When a concentration 

gradient is present, it means that the concentration of a particular substance varies across space. 

Diffusion acts as a driving force to equalize this concentration gradient by allowing molecules 

or particles to move down the gradient, from regions of higher concentration to regions of lower 

concentration.104 This process continues until equilibrium is reached, where the concentration 

becomes uniform throughout the system. The rate of diffusion is influenced by several factors, 

including the concentration gradient, the properties of the diffusing substance (such as its size 

and charge), the temperature, and the medium through which diffusion occurs. Generally, 

larger concentration gradients, higher temperatures, and a less viscous medium promote faster 

diffusion.103 The presence of a concentration gradient can lead to various intriguing 

phenomena. For example, in the context of chemical reactions, diffusion plays a critical role in 

reaction-diffusion systems. 83,110-113 These systems involve the interplay between chemical 

reactions and the diffusion of reactants and products. They can give rise to fascinating patterns 
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and structures, such as reaction-diffusion fronts, traveling waves, or stationary spatial 

patterns.81 Gradients formed by diffusing substances also have significant implications in fields 

such as biology and physiology. Cells often rely on concentration gradients to guide their 

behaviors. For instance, during embryonic development, gradients of signaling molecules play 

a crucial role in cell differentiation and tissue patterning. 105-106 Cells can sense and respond to 

different concentrations of these molecules, leading to specific developmental outcomes. In 

experimental settings, researchers can create controlled concentration gradients using various 

techniques, including microfluidic devices, as mentioned earlier. By establishing spatial 

gradients of signaling molecules or other substances, researchers can investigate how cells 

respond to these cues, guiding processes like cell migration, proliferation, and 

differentiation.104-109 

1.10 Flow-induced patterning 

Flow-induced patterning refers to the formation of spatial patterns that arise as a result of fluid 

flow.114 When a fluid flows through a system, it can interact with other components, such as 

particles, solutes, or surfaces, leading to the emergence of intriguing patterns. One example of 

flow-induced patterning is observed in microfluidic systems.106-108 Microfluidics allows for 

precise control of fluid flow at small scales, enabling the creation of complex flow patterns. 

These patterns can interact with suspended particles or solutes in the fluid, causing them to 

arrange into specific spatial configurations. This phenomenon has been utilized to create 

ordered structures, such as particle chains, particle aggregation, or controlled deposition of 

particles onto surfaces (Figure 1.11). The flow-induced forces, such as drag, lift, or shear, play 

a crucial role in shaping the patterns.103 One fascinating aspect of microfluidics is droplet-based 

systems. These systems allow researchers to generate and manipulate tiny droplets of fluids, 

each serving as a microreactor for studying chemical reactions and pattern formation.117 By 

carefully controlling the composition and arrangement of these droplets, researchers can 

investigate intriguing phenomena such as reaction-diffusion dynamics, Turing patterns, and 

spatial waves. It's like having a miniaturized laboratory where patterns emerge within 

individual droplets or across an array of them. Another remarkable capability of microfluidics 

lies in its ability to create well-defined concentration gradients of chemical species. By 

establishing gradients within microchannels, researchers can investigate how diffusion-driven 

processes give rise to pattern formation.115-116  
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Figure 1.11. (a) The figure demonstrates the diffusiophoresis phenomenon of silica particles 

within a flow-focusing channel. The movement of the particles is caused by the combined 

effects of diffusion and electrophoresis in response to a concentration gradient. (b) The figure 

provides a visual representation of sulfate-modified polystyrene (s-PS) particles being 

transported via diffusioosmosis near two interacting micropumps made of CaCO3. This 

visualization highlights the interaction and transport dynamics between the particles and the 

micropumps. Taken from reference [91] with permission. 

 

These gradients act as cues for cells, guiding their behaviors and influencing their organization. 

It's a powerful tool for unraveling the mechanisms behind cellular responses, tissue 

development, and pattern formation during biological processes. 118-120 In the realm of tissue 

engineering and cell patterning, microfluidics has revolutionized our ability to create precise 

spatial arrangements of cells.107 By controlling fluid flow and channel geometries, researchers 

can position cells in desired patterns and guide their behavior. Techniques like droplet 

encapsulation and hydrogel-based patterning enable the formation of intricate cellular 

structures that mimic natural tissues.108 Microfluidics provides a powerful toolbox for 

investigating cell-cell interactions, tissue morphogenesis, and the emergence of functional 

tissues. Furthermore, microfluidics allows researchers to generate biochemical gradients, 

which play a crucial role in pattern formation and cellular behavior.109 By carefully 

manipulating the flow rates and mixing ratios of different solutions, researchers can create 

gradients of signaling molecules, growth factors, or nutrients. These gradients act as guidance 

cues, influencing cellular migration, differentiation, and the formation of complex patterns. It's 

a remarkable way to understand how cells sense and respond to their environment, leading to 

pattern formation.110-113 

1.11 Catalysis under flow conditions 



Chapter 1 

24 

 

Microfluidic platforms offer several advantages for catalytic processes due to their precise 

control over fluid flow, reaction conditions, and surface interactions.114 One key advantage of 

microfluidics in catalysis is the ability to precisely manipulate reactant concentrations and flow 

rates. Microfluidic channels allow for precise control over the mixing of reactants, enabling 

rapid and efficient reactions.115 By precisely controlling flow rates, researchers can optimize 

residence times and diffusion rates, leading to enhanced catalytic performance. The fluid flow 

can enhance catalysis through several mechanisms. When a fluid flows over a catalytic surface, 

the flow-induced shear stress and mass transport can influence the reaction kinetics and 

improve the overall efficiency of the catalytic process.91 Firstly, the shear stress exerted by the 

flowing fluid can facilitate the transport of reactants to the catalytic surface, ensuring a higher 

concentration of reactants at the active sites. This enhanced mass transport helps overcome 

diffusion limitations, leading to increased reaction rates.116 Secondly, the fluid flow can modify 

the local environment at the catalytic surface. The flow-induced shear stress can induce 

conformational changes in the reactant molecules or disrupt adsorbate layers, promoting more 

favorable interactions with the catalytic surface.121 This alteration in the reactant-surface 

interactions can enhance the reaction rates and selectivity. Furthermore, the flow-induced fluid 

dynamics can promote the mixing of reactants, ensuring better contact between the reactants 

and the catalyst surface.117 This improved mixing enhances the likelihood of productive 

collisions between reactant molecules, further enhancing the reaction kinetics. Flow-induced 

catalysis has been observed in various systems, including microreactors, continuous flow 

reactors, and catalytic membranes. It offers several advantages, such as improved reaction 

selectivity, reduced reactant residence time, and enhanced control over reaction conditions. 

Flow-induced catalysis has found applications in various fields, including chemical synthesis, 

environmental remediation, and energy conversion processes.118-121 Visan et. Al reported 

experimental evidence of diffusiophoresis in catalytic particles, which is driven by the 

concentration field generated by the particles themselves (Figure 1.12). This framework 

introduces a general concept for heterogeneous catalysis, where the driving force relies on 

solute gradients arising from an uneven distribution of catalytic particles. In regions of higher 

particle density, the reactant concentration is reduced more significantly compared to the 

surrounding environment. This macroscopic concentration gradient propels the particles 

towards regions of higher reactant concentration through surface-driven flows. The underlying 

mechanism of this flow is attributed to osmotic pressure differences and diffusion potentials, 

particularly in the case of charged species. The concept of diffusiophoresis unveils an 
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additional transport mechanism in slurry reactors. To investigate this phenomenon, we examine 

the movement of particles induced by a photocatalytic degradation reaction using TiO2 

suspensions in a co-flow microchannel. This model highlights the significance of particle 

characteristics such as surface potential, interactions with reactants and products, and reaction 

kinetics in relation to catalyst particle migration.115 

 

 

Figure 1.12. (a) In a coflow microchannel arrangement, the reactant is introduced into each 

inlet, whereas photocatalytic particles are solely present in the middle stream. As a result of 

this uneven distribution of particles, concentration gradients of the reactant occur during the 

process of photocatalytic degradation. These concentration gradients then propel the catalytic 

particles through diffusiophoresis. 2D and 1D profiles of particle density were examined for 

different residence times - (b) Optical microscopy images were captured at various positions 

in the downstream direction, corresponding to the specified residence time. On the left side of 

the images, the light was turned off, while on the right side, the light was turned on. (c) From 

the microscopy images, it can be observed that without the catalytic reaction, there is minimal 

diffusion of particles. However, during photocatalytic conversion, a broader shoulder of 

particles becomes apparent, indicating a more dispersed particle density profile. Taken from 

reference [115] with permission. 
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2.1. Introduction 

The demand for surface patterning technology, capable of controlling patterns on different 

length scales, has been increasing due to its wide range of applications in designing task-

specific materials with tailored properties and functionalities.1-3 By manipulating surface 

patterns, researchers can engineer materials optimized for applications in optoelectronics, 

plasmonic (bio)analysis, catalysis, and more.2 In the realm of (bio)analytical techniques, 

surface patterning improves sensitivity, selectivity, and efficiency, benefiting biosensing, lab-

on-a-chip devices, and microfluidics. Surface patterning can also optimize catalyst 

performance, leading to more efficient and sustainable chemical processes in energy 

production, environmental remediation, and pharmaceutical synthesis.4 However, achieving 

precise and periodic patterning often requires the utilization of techniques like lithography 

(optical, electron, or ion beam), contact printing, and soft lithography using a masked 

deposition.4-7 Despite their efficiency, these methods have certain drawbacks including the 

need for surface pre- or post-treatment, high costs, and reliance on skilled operators for optimal 

results.8 Researchers have recently turned their attention to molecular and supramolecular self-

assembly strategies for surface patterning to overcome these challenges. These approaches 

offer a cost-effective and versatile alternative, particularly for various analysis purposes and 

large-area patterning.8-13 Notably, the biological world employs competitive and dynamic self-

assembly processes driven by local microscale interactivity to achieve spatiotemporal 

patterning.14-16 In the realm of surface patterning, a variety of approaches have been employed, 

including surface-immobilized enzymes, specific protein-ligand binding affinity, 

complementary DNA strand or DNA origami-driven nanoparticle organization, as well as pH- 

or light-responsive molecular assembly.17-20 Both non-template and template-assisted 

strategies have been utilized to create a gradient and localized patterning.20 Additionally, 

diffusiophoresis, which involves utilizing a simple salt gradient, has emerged as an attractive 

strategy for segregating and spatially patterning colloidal particles.21,22 Chemical engineers 

have primarily adopted this process for filtration, separation, sedimentation, and the transport 

of different types of soft and hard nano/microparticles, including microorganisms.21 

However, existing works in this area have mainly focused on gradients of commonly used 

inorganic salts such as NaCl, KCl, and MgCl2.
50 Importantly, in this study, we demonstrate 

substrate-bound colloidal diffusiophoresis in the presence of an enzyme gradient. By 

harnessing the binding affinity between enzymes and substrates, along with the enzyme-driven 
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hydrolysis of the substrate, we generate an "in situ" salt (hydrolyzed product) gradient. This 

controlled propulsion event results in the aggregation and patterning of nanoparticles in 

different regions. Keeping these reports in mind, we asked the following questions – 

• What will happen if the enzyme comes in contact with a surface-bound substrate? Will 

they still interact or will be able to form an assembly? If so, can we use this assembly 

for surface modification at different length scales?  

• Can we utilize these enzyme-substrate interactions for modulating coffee ring pattern 

formation in serum samples for diagnostic purposes? 

In response to the above questions, we investigate the sequestration and aggregation of anionic 

nucleotides (AMP/ADP/ATP) on the surface of cationic surfactant-bound gold nanoparticles 

(GNPs) in the presence of alkaline phosphatase (ALP) enzyme (Figure 2.1a). We also 

demonstrate the controlled patterning of the aggregating zone of GNP/ATP/ALP through a 

selective gradient of enzyme and substrate (Figure 2.1b). Additionally, we explore the 

formation of coffee ring patterns from evaporating droplets containing aqueous buffer and 

blood serum, facilitated by a specific GNP-ATP conjugate (Figure 2.1c). Moreover, our 

approach utilizes the inherent affinity between ALP and adenosine nucleotide-based substrates 

(AM/D/TP), which are noncovalently bound to the nanoparticle surface. This allows us to 

assemble the nanoparticle-enzyme ensemble in a controlled manner within the conditions of 

an enzyme gradient and during droplet evaporation. This approach offers two notable 

advantages: (i) it enables the simultaneous assembly and patterning of nanoparticles and 

enzymes at micro- and millimeter-scale regions using a diffusiophoretic process, and (ii) it 

allows for the manipulation of coffee ring patterns by incorporating ATP-loaded nanoparticles 

and enzymes, thereby offering potential applications in cost-effective disease diagnostics.23-29 

The phenomenon of enzyme-substrate interactivity-driven colloidal chemotaxis-cum-phoresis, 

including the coffee ring effect, holds significant implications in the field of 

nanobiotechnology, providing insights into biomolecular phoresis and finding practical 

applications in various domains such as forensics and diagnostic assays.23 Our study 

contributes to the understanding of controlled collective migratory behavior and precise 

positioning of nanoparticle-enzyme conjugates at different scales, further advancing the 

ongoing research on "enzyme/biocolloidal chemotaxis and clustering" inspired by 

physiological processes like purinosome or metabolon formation.30-35 
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Figure 2.1. Schematic representation showing (a) specific aggregation of GNP in the 

simultaneous presence of ATP and ALP; (b) spatial aggregation pattern in the gradient of ALP; 

and (c) coffee ring effect upon evaporation of droplet due to evaporation of droplet containing 

blood serum with GNP-ATP conjugate. 

2.2 Materials 

All reagents used in the study were commercially available and used without further 

purification. Cetyltrimethylammonium bromide, silver nitrate, sodium borohydride, ascorbic 

acid, trisodium phosphate, Bovine Serum Albumin (BSA), FITC (Fluorescein isothiocyanate), 

proteinase K (PK), and Tris(hydroxymethyl)aminomethane (Tris base) were procured from 

Sisco Research Laboratory (SRL), India. Gold (III) Chloride trihydrate, adenosine triphosphate 

sodium salt (ATP), adenosine diphosphate (ADP), adenosine monophosphate (AMP), 

tetraspartic acid (DDDD), blood serum, Potato Apyrase (PA), and carboxylate and amine-
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functionalized polystyrene beads were purchased from Sigma-Aldrich. Tetramethyl rhodamine 

isothiocyanate (RITC) was obtained from TCI chemicals. Throughout the study, we used milli-

Q water. The hybridization chambers used had dimensions of 8-9 mm diameter × 0.8 mm 

depth, 26 mm × 51 mm OD, and 1.5 mm diameter ports, and were procured from GRACE Bio-

Labs. The 2-inlet-2-outlet microfluidic chip (1.7 cm length x 600 µm width x 100 µm height) 

was obtained from Vena Delta. 

2.3. Methods 

2.3.1. Synthesis of Gold Nanoparticles (GNP) 

Gold nanoparticles were synthesized following a previously reported seed-growth method.39 

In brief, a seed solution was prepared by adding HAuCl4·4H2O (0.25 mM) solution to a vial 

containing 0.75 mM CTAB solution. To this mixture, an ice-cold sodium borohydride solution 

was added, resulting in the formation of brown-colored seeds. For the growth solution, 

HAuCl4·4H2O (24 mM, 1.03 mL) solution was mixed with 5.22 mL of water, followed by the 

addition of CTAB (0.1 M, 10 mL) solution, causing the solution to change from light yellow 

to orange. Subsequently, l-ascorbic acid (0.1 M, 7.5 mL) was gently shaken into the solution, 

leading to its colorless appearance. To initiate growth, 62.5 μL of aged seeds (2 hours) was 

vigorously blended with the growth solution for 20 seconds, resulting in a red color. The 

solution was then left undisturbed at 25 °C for 24 hours. The synthesized nanoparticles were 

subsequently purified using a Sephadex-G25 column and characterized prior to a further 

utilization. 

2.3.2. Aggregation Kinetics 

To investigate the aggregation of gold nanoparticles (GNP) in the presence of various 

nucleotides, peptides, enzymes, and salts, UV-vis spectroscopic measurements were conducted 

using an Agilent Cary 60 spectrophotometer. A 10 mm quartz cuvette from Optiglass was used, 

and the reaction volume was fixed at 1 mL with a nanoparticle concentration of 120 pM in 

most cases. Dynamic light scattering (DLS) studies and zeta potential measurements were also 

performed on the same samples using a Horiba Zetasizer SZ100-V2 to ensure aggregation. 

2.3.3. Transmission Electron Microscopy (TEM) Imaging 
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JEOL JEM-F200 microscope was utilized to visualize the agglomeration of nanoparticles. 

TEM samples were prepared by incubating 120 pM of nanoparticles in the presence of ATP 

(0.3 mM), ALP (10 nM), or both for 1 hour. A small amount (5-7 μL) of the sample was cast 

onto a TEM grid and dried under vacuum before imaging. 

 

Figure 2.2. (a-e) HPLC Chromatogram of Adenosine (0.1 -0.5 mM) separated by C18 column 

using phosphate buffer/MeOH (97:3; v/v) (b) Calibration curve for adenosine. 

2.3.4. Diffusion Coefficient Calculation 

Mean square displacement (MSD) measurements were conducted to examine the impact of 

aggregation on the diffusion of nanoparticles. Carboxylate-modified polystyrene beads 

(diameter = 2 μm) were used to create a micron-sized replica of the nanoparticles (Bead-GNP). 
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The Bead-GNP complex was formed by mixing 25 μL/mL bead solution with 0.45 nM GNP 

solution, followed by sonication for 12 minutes. MSD measurements were performed by 

pouring the sample solutions into a hybridization chamber on a glass slide and recording the 

motion of the micrometer-sized particles using a Zeiss Axio observer 7 microscopes with a 

100× objective and AxioCam 503 Mono 3 Megapixel camera. The trajectories extracted from 

the recorded videos were used to calculate the average MSD plotted against Δt, from which the 

diffusion coefficient was determined using MSD = 4DΔt for each sample. 

2.3.5. HPLC measurements 

HPLC analysis was performed on an Agilent 1260 Infinity II apparatus and chromatographic 

separations were carried out on a C18 4μm, 150×4.6mm column. The mobile phase consists of 

A:150 mM potassium phosphate buffer, pH7, and B: methanol (MeOH). The injection volume 

was 20μL and the system was run iso-cratically at 97% of A with a 0.2 ml/min flow rate. In 

order to investigate the hydrolytic activity of ALP on adenosine nucleotides in the presence 

and absence of GNPs, we conducted HPLC experiments to measure the amount of adenosine 

formed after a 60-minute reaction. The amount of ATP, ADP, and AMP was fixed at 0.3 mM. 

The calibration curve for adenosine is shown in Figure 2.2.  

 

2.3.6. Phosphatase assay 

Malachite Green (MG) probe solution was prepared according to the previously reported 

protocol (J. Biol. Chem. 2011, 286, 30401-30408).  

Alkaline phosphatase activity assay: For the assay, a reaction mixture containing 0.3 mM 

ATP/AMP with 0.5 µM ALP was prepared in 15 mM, pH 9 Tris-HCl buffer. After 10 minutes 

of the reaction period, 50 µl of the reaction mixture was added to 400 µl of MG probe solution, 

and after 1 minute 50 µl of citric acid was added to the mixture. After 1 minute, the absorption 

spectrum was recorded using a UV-Vis spectrometer between the range 400 - 700 nm. The 

peak was monitored at 620 nm. A similar procedure was followed after 20 minutes of reaction 

time. 
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Figure 2.3. Calibration curve for the amount of phosphate present in the solution generated by 

using the malachite green assay. 

2.3.7. Microfluidics Measurements 

For visualization of the enzyme inside the microfluidic channel, ALP and BSA were labeled 

with FITC using a previously reported protocol.50 For patterning under flow conditions, 2 inlet 

– 1 outlet microfluidic chip was used. From top and bottom inlets, GNP (120 pM) + 0.3 mM 

(ATP/AMP) or GNP + Adenosine (0.3 mM) + Pi (0.9 mM) and FITC-tagged ALP (50 % 

labeled) was injected respectively, at 300 µl/h flow rate using syringe pump bought from World 

Precision Instruments. Fluorescence microscope images using a 5x objective were taken across 

the channel (mostly near the inlet and outlet) and pixel intensity was calculated using ImageJ 

software and plotted against channel width. Next, to understand the migratory behavior of 

nanoparticles in response to adenosine and phosphate which are products of ALP activity over 

ATP. We used a two-inlet two-outlet microfluidics chip as shown in Figure 2.32. 120 pM GNP 

solution in buffer was injected from the bottom inlet, and buffer or 0.3 mM adenosine + 0.9 

mM Pi (product of 0.3 mM ATP) in 15 mM tris-HCl, pH 9 buffer was injected from the top 

inlet at 0.3 ml/hr flow rate using a syringe pump. Then after, 30 minutes of run time solution 

from both outlets was collected and measured using a UV spectrophotometer.  

2.3.8. Spatiotemporal Patterning of Nanoparticles over Glass Surface 

To observe the spatiotemporal patterning of GNP assembly formation on a glass surface, ALP 

was labeled with FITC, and proteinase K was labeled with RITC using previously reported 

protocols.50 A 15 μL solution of GNP (120 pM) with or without substrates like ATP or DDDD 
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was applied to a glass slide, and a square coverslip (2.2 cm × 2.2 cm) was placed over it. The 

coverslip was divided into five zones (A to E) for data interpretation. Then, 7 μL of enzyme 

solution (ALP or Proteinase K) was added from opposite edges, and images were taken at 

different time points using a 20× objective. ImageJ software was used for the analysis, and 

pixel intensity (labeled as Fl. Intensity) was plotted against the coverslip width. For the 

spatiotemporal patterning of Bead-GNP conjugates, a 15 μL solution of Bead-GNP containing 

120 pM GNP and 0.005% carboxylate-modified beads in pH 9, 15 mM tris-HCl buffer was 

prepared. The solution was added to a glass slide, and a coverslip was placed over it. 

Microscopic images were captured in different zones. A similar experiment was conducted by 

adding ATP with the Bead-GNP complex and adding ALP (unlabeled) from opposite edges of 

the coverslip. 

2.3.9. Theoretical evaluation of migration of nanoparticles under flow conditions 

To understand the migratory behavior of nanoparticles, we modeled a square-shaped 

electrophoresis device (22 mm x 22 mm) having one inlet and one outlet using COMSOL 

Multiphysics (5.6 version) (Figure 2.37). This model uses electrophoretic transport and the 

laminar flow interfaces/modules. A laminar carrier stream of ATP-loaded nanoparticles was 

injected through an inlet with 0.3 ml/h fluid velocity and the components were separated by 

means of migratory transport in an electric field. The electrophoretic transport module connects 

the transport of ionic species by diffusion, convection, and migration in electric fields. The 

mass-balance equation used here to solve the nanoparticle migration is as follows: 

∇. (−𝐷𝑖∇𝑐𝑖 −  𝑧𝑖𝑢𝑚,𝑖 𝐹𝑐𝑖∇𝑉) + 𝑢. ∇𝑐𝑖 = 0                       (2.1) 

where Ci denotes the concentration of species, Di is the diffusion coefficient of ith species, u be 

the fluid velocity, F denotes Faraday’s constant, V is the electric potential, zi is the charge 

number of ionic species, and um,i be the ionic mobility of species.  Apart from this, we also 

used equations for the charge transport in the electrolyte by assuming electroneutrality 

condition, and a set of chemical equilibria for water self-ionization and dissociation reactions 

of weak acids and weak bases incorporated in the Electrophoretic module of COMSOL. The 

fluid flow set up includes solving Navier-Stokes equations along with Laminar flow. Herein, 

we considered the left and right wall of the device as the electrode having potential + 8 mV 

similar to the zeta potential of GNP + ATP + ALP system, while the top and bottom have no 

potential and serve as outlet and inlet, respectively. In addition to this, we considered a wall 
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having no potential at the center. For parameters, we used ATP-loaded nanoparticles (1 mM) 

from the inlet along with weak acid (pKa = 7, mobility = 2.4e-13 s.mol/Kg) and weak base 

(pKa = 7, mobility = 2.4e-13 s.mol/Kg) to maintain neutrality. The isoelectric point used for 

the ATP-loaded nanoparticle stream was considered 2. After solving-above mentioned 

equation, we observed that the concentration of ATP-loaded nanoparticles was higher on the 

left and right boundaries of the channel in comparison to the center of the channel showing the 

movement of nanoparticle laminar stream towards GNP+ATP+ ALP.  

2.3.10. Phoretic velocity calculation 

The generalized equation for the calculation of diffusiophoretic velocity is following: 

𝑈𝑑𝑝 = (𝜀𝑘𝑇/𝜂𝑍𝑒) {𝛽𝜁 −  
2𝑘𝑇

𝑍𝑒
 𝑙𝑛 [1 −  𝑡𝑎𝑛ℎ2 ( 

𝑍𝑒𝜁

4𝑘𝑇
 )]}

𝛻𝐶

𝐶 
                 (2.2)  

This is a generalized equation combining both electrophoresis and chemiphoresis parts, where 

the first part is the electrophoretic component.50 Here, Udp = diffusiophoretic velocity; ε = 

permittivity of medium (6.9 × 10-10 Fs-1 ); kB = 1.38 × 10−23 J K−1, T = 298 K, e = 1.6 × 10−19 

C and  = 10−3 Pa.s, Z is the charge of the ions involved. Now, considering enzyme in a gradient 

of salt with different β-value, the diffusiophoretic velocity will mainly depend on β ζ-term. 

Now,  

𝛽 =
 𝐷+−𝐷−

𝑍+ 𝐷+−𝑍− 𝐷−
                                     (2.11) 

 

and ζ is the zeta potential of the particle.50  𝐷+ and  𝐷− are the diffusion coefficient of cation 

and anion, respectively. Diffusion co-efficient of HPO4
2- = 1.9 × 10-9 m2 s -1, DNa+ = 1.33 × 10-

9 m2 s -1 and thus β is 0.24. 

Now, considering the ζ-potential of GNP-ATP conjugate is +20 mV, the diffusiophoretic 

velocity due to solely electrophoretic effect gained by the conjugate in a gradient of Pi 

(considering C/C = 1 m-1) will be around 42 µm/s. Therefore, we have observed the 

upgradient migration of GNP-ATP conjugate towards Pi (Figure 2.29). It also reflects 

migration and accumulation of GNP-ATP or GNP-AMP conjugate towards ALP gradient as in 

this case, Pi formed towards the enzyme side whereas, in the presence of only GNP-Pi 

conjugate (non-catalytic condition), we did not observe any notable migration of GNP-Pi-ALP 

aggregated band towards enzyme side (Figure 2.24, 2.28). 
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2.3.10. Coffee Ring Pattern Formation 

A sample containing FITC labeled ALP (0.5 µM, 50 % labeled) was prepared with and without 

ATP, and GNP. 1 µl of this sample was drop cast over a glass slide. After air drying this sample, 

microscopic images were captured. Similarly, for observing the coffee ring formation ability 

of GNP in the presence of blood serum, samples with blood serum (0.1%) and 0.025% amine 

functionalized beads were prepared and analyzed. Apart from this, 10 nM ALP or 1 µM PK 

was added along with the above sample, and a coffee ring pattern was observed. 

2.3.11. Calculation of capillary phoresis number 

To explain the coffee ring pattern formation in different samples, the capillary phoresis number 

has been calculated.58 The Capillary phoresy number (CP) can be expressed as the ratio of 

electrokinetic velocity (Ue) and velocity due to fluid capillary convection (Uc). 

 

Figure 2.4. Top view of a droplet containing evenly distributed particles. 

𝐶𝑃 =
𝑈𝑒

𝑈𝑐
                                                   (2.3) 

where Ue is the net electrokinetic velocity comprising both particle diffusiophoretic (𝑈𝑑𝑝) and 

fluid diffusion-osmotic velocities (𝑉𝑑), and can be given as follows: 

𝑈𝑒 =
𝜀 𝑘 𝑇

𝜂𝑣 𝑍 𝑒 𝑅
𝛽𝛥𝜻

▽𝐶𝑑𝑖(𝜂)

𝐶𝑑𝑖(𝜂)
                     (2.4) 
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where 𝛥𝜻 is the difference between the zeta potential of particle and glass substrate, β is the 

dimensionless parameter denoting the diffusivity of a symmetric electrolyte, and can be 

expressed as follows: 

𝛽 =  
𝐷+− 𝐷−

𝐷++ 𝐷−
             (2.5) 

Combining the above equations, we get 

CP = 
𝜀 𝑘 𝑇 𝑡𝑒

𝜂𝑣𝑍 𝑒 𝑅2 𝛽 𝛥𝜻               (2.6) 

where, 𝑈𝑐~ R/te ,   ▽ 𝐶𝑑𝑖(𝜂)/ 𝐶𝑑𝑖(𝜂) ~  1/R  and  
𝜀 𝑘 𝑇 𝑡𝑒

𝜂𝑣𝑍 𝑒 𝑅2
 = K 

From here, CP can be written as  

CP = K 𝛽 𝛥𝜁                                   (2.7) 

Where, K = 0.0135, β = - 0.4871 

For calculating K and β values, the values of the parameters chosen are as follows:  

D+ = 0.7 х 10-9 m2s-1,  D- = 2.030 х 10-9 m2s-1 are the diffusivity of ions since our system 

comprises Tris-HCl buffer. We used the diffusion coefficient of tris, and chloride ion in place 

of the diffusion coefficient of cation (D+), and anion (D-), respectively. 

R = 1.5 mm, radius of the drop. 

te = 30 min(approx.), evaporation time of the drop (as per our experimental observation). 

ε denotes the dielectric permittivity of the water 

ζS is the zeta potential of the substrate (consisting of every component of the system). 

ζGS is the zeta potential of the substrate (consisting of every component of the system) along 

with the glass surface (on which the drop was casted). 

η = 0.89х10-3 Pa-s, viscosity of water. 

T = 25 °C, room temperature. 

The formation of particle patterns (banding/dispersion) is significantly influenced by 

diffusiophoresis and convection as explained in equations 2.3 to 2.7. The particles suspended 

in a droplet typically deposit in a ring-like pattern as it dries on a surface. The movement of 
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the particles is caused by three factors: (i) capillary convection within the droplet (Uconv); (ii) 

fluid diffusioosmotic transport along the substrate surface; and (iii) diffusiophoretic transport 

of the particles in the salt gradient (Udp) in which Udp and Vdo affect by ▽C/C ratio. 

2.4. Results and Discussion 
 

Numerous biological processes involving self-assembly and patterning, such as cell-cell 

adhesion and viral infection, are influenced by multivalent interactions.30-35 This has motivated 

scientists from all domains to develop synthetic systems that mimic the dynamic behavior 

observed in biological systems.36-44 In line with this, we aimed to investigate the interaction 

and effectiveness of multiple charge counter-ions with a charged nanoparticle surface to induce 

aggregation. To accomplish this, we synthesized gold nanoparticles (GNP) capped with 

cetyltrimethylammonium bromide (CTAB), which imparted a positive surface charge to the 

nanoparticles. The synthesized GNP exhibited characteristic surface plasmon resonance 

absorption at 525 nm and had an average diameter of approximately 22 ± 3 nm (Figure 2.5). 

 

Figure 2.5 (a) UV-Vis scan of GNPs. (b) Size measurement of GNPs using (b) DLS (dynamic 

light scattering), (c) TEM (transmission electron microscopy) image. 

We selected adenosine-based nucleotides, including adenosine triphosphate (ATP), adenosine 

diphosphate (ADP), and adenosine monophosphate (AMP), to examine their multivalent 

binding effects and the subsequent assembly of cationic GNP. The aggregation behavior of the 

nanoparticles was monitored using UV-vis spectroscopy by measuring the absorbance ratio at 

620 nm and 520 nm (A620/A520).  
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Figure 2.6. (a) Change in UV-vis absorbance ratio at 620 and 520 nm (A620/A520) ratio of 

CTAB-capped GNP in the presence of different concentrations of AMP, ADP, and ATP (0-0.6 

mM). (b) Change in A620/A520 ratio in the absence (dotted line) and presence (solid line) of 

a fixed concentration of alkaline phosphatase (ALP = 10 nM) with time keeping the fixed 

concentration of AMP or ADP or ATP (0.3 mM). (c) Hydrodynamic diameter (Dh) of the GNP 

in the absence and presence of only ATP and ATP+ALP after 60 min of their mixing. [ATP] 

= 0.3 mM, [ALP] = 10 nM (d) Change in UV-vis absorbance ratio (A620/A520) of GNP as a 

function of time in the presence of a fixed concentration of ATP (0.3 mM), but the different 

concentration of ALP (0-10 nM). [Tris] = 15 mM, pH = 9. 

 

This ratio has been widely used in the literature to quantify the extent of GNP aggregation since 

the sharp surface plasmon peak at 520 nm broadens upon aggregation, resulting due to decrease 

in A520 accompanied by an increase in A620.
45 To investigate the aggregation behavior, we kept 

the GNP concentration constant at 120 pM ([Au] = 100 µM) and titrated nucleotides into the 

solution at increasing concentrations. The values of A620/A520 were recorded up to 1 hour 

after mixing. Our results showed that the rate of increase in the A620/A520 ratio followed the 
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trend ATP>ADP>AMP, indicating the role of multiple charged interactions in triggering the 

assembly (Figure 2.6a). Specifically, significant GNP aggregation was observed after adding  

 

Figure 2.7. Zeta potential curve for (a) GNP, and GNP with (b) ATP, (c) ADP, (d) AMP, (e) 

Adenosine + phosphate, (f) DDDD. Experimental condition: [GNP] = 120 pM, [ATP] = 0.3 

mM, [ADP] = 0.3 mM, [AMP] = 0.3 mM, [DDDD] = 0.2 mM, [Adenosine] = 0.3 mM, 

[Phosphate] = 0.9 mM, [tris-HCl] = 15 mM, pH 9 at 25 ° C.    

0.35 mM of ATP and 0.45 mM of ADP (at 0.3 mM and 0.4 mM of ATP and ADP, respectively, 

the aggregation was sufficiently stable), whereas minimal aggregation was observed in the case 

of AMP, even after adding 0.6 mM. We confirmed these findings using dynamic light 

scattering (DLS), which exhibited a similar trend (data not shown). The presence of nucleotides 

on the GNP surface was confirmed through zeta (ζ) potential measurements. The ζ-potential 

value for CTAB-capped cationic GNP was 40 ± 2 mV, which decreased to 20 ± 4, 30 ± 3, 35 

± 2, and 34 ± 3 mV in the presence of 0.3 mM of ATP, ADP, AMP, and adenosine + Pi, 
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respectively, under our experimental conditions (Figure 2.7). This data suggests that the affinity 

of multiple phosphates towards the cationic surface is stronger compared to a single phosphate. 

We also determined the concentration of nucleotides bound to the GNP surface using the 

ultracentrifugation dialysis method, as depicted in Figure 2.8. In the presence of a fixed 0.3 

mM concentration of ATP/ADP/AMP, the amounts of ATP, ADP, and AMP bound to the GNP 

surface were determined to be 0.26 mM, 0.18 mM, and 0.08 mM, respectively. 

 

Figure 2.8.  (a) Schematic representation for calculating surface-bound nucleotide. (b) UV-vis 

scan of dialysate in the presence of different nucleotides (25 times diluted). (c) Amount of 

nucleotide bound to GNP surface in our experimental condition.  

Previous studies have reported in situ reversible assembly-disassembly processes of a 

surfactant or nanoparticle-based systems driven by multivalent interactions. These processes 

involve reducing the number of multivalent bonds through physicochemical processes, 

enzymatic reactions, or light stimulation.48 Several dynamic assembly processes, such as 

programmed reactors or delivery vehicles, have utilized ATP to trigger surfactant assembly 

and subsequent dissociation to AMP or adenosine + inorganic phosphate (3Pi) using enzymes  
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Figure 2.9. Scanning kinetics of GNP + ATP system (a) in the absence of ALP, (b) in the 

presence of ALP (10 nM) over time. Experimental condition: [GNP] = 120 pM ([Au] = 100 

μM), [ATP] = 0.3 mM, [tris-HCl] = 15 mM, pH 9 at 25 ° C.    

 

 

 

 

Figure 2.10. Size measurement of GNP system in the presence of different nucleotides, where 

dotted line and solid line denotes the absence of Alkaline phosphatase (ALP). Experimental 

condition: [GNP] = 120 pM ([Au] = 100 μM), [nucleotide] = 0.3 mM, [ALP] = 10 nM, [tris-

HCl] = 15 mM, pH 9 at 25 ° C.   
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Figure 2.11. Size measurement of GNP system in the presence of fixed ATP concentration and 

varying ALP concentration, where dotted line and solid line denotes the absence of Alkaline 

phosphatase (ALP). Experimental condition: [GNP] = 120 pM ([Au] = 100 μM), [ATP] = 0.3 

mM, [ALP] = 0 - 10 nM, [tris-HCl] = 15 mM, pH 9 at 25 ° C.    

 

like ATPase or phosphatase.36-37 In our study, we aimed to investigate whether the enzyme 

alkaline phosphatase (ALP) would induce disassembly or decreased aggregation of gold 

nanoparticles (GNP) in the presence of ATP, as ALP is known to catalyze the dissociation of 

ATP into adenosine + 3Pi. To explore this, we monitored the aggregation kinetics by measuring 

the A620/A520 ratio over an 80-minute period in a 15 mM tris-HCl buffer at pH 9 and 25 °C. 

Surprisingly, we observed a significantly higher rate of GNP aggregation in the presence of 

ALP, rather than disassembly or decreased aggregation. Notably, the addition of ALP alone (0-

10 nM) without ATP or ATP alone (0-0.3 mM) without ALP did not induce notable 

aggregation of the nanoparticle system (Figure 2.6b-d and Figure 2.9). Furthermore, GNP 

aggregation was observed when ADP (0.3 mM) was present simultaneously with ALP or when 

AMP (0.3 mM) was present with ALP (Figure 2.6b). Additionally, the rate of aggregation 

induced by ALP was higher in the presence of ATP compared to ADP and AMP (Figure 2.6b). 

These findings were further confirmed through dynamic light scattering (DLS) measurements. 

In the presence of ALP, the average sizes observed for ATP, ADP, and AMP were 735 ± 60 

nm, 540 ± 30 nm, and 410 ± 22 nm, respectively, after 60 minutes of incubation, while sizes 

of 117 ± 17 nm, 62 ± 3 nm, and 52 ± 10 nm were observed in the absence of ALP (Figure 2.10).  

To investigate the role of ALP concentration, we varied the concentration of ALP while 

keeping the ATP concentration fixed at 0.3 mM. Interestingly, we observed an increase in both 

the A620/A520 ratio and size values, indicating an increased extent of aggregation with higher 
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ALP concentrations (Figure 2.6d and Figure 2.11). Transmission electron microscopy (TEM) 

images further supported these observations (Figure 2.12a-c). We also utilized GNP-tagged 

fluorescent beads (~2 µm diameter) to visualize the aggregation phenomenon, which showed  

 

 

Figure 2.12. TEM images of (a) only GNP, (b) GNP + ATP (0.3 mM), (c) GNP + ALP (10 

nM) + ATP (0.3 mM) after 60 min of mixing. Fluorescence microscopic images of fluorescent 

polystyrene bead-NP conjugate (d) without ATP and ALP, (e) with only ATP (0.3 mM) (f) 

with ATP (0.3 mM) and ALP (10 nM) after 60 min of mixing. (g) The trajectory of Bead-GNP 

conjugate in the presence of ATP (0.3 mM), ALP (10 nM), and (ATP+ALP) over 10 sec in the 

XY plane was observed under an optical microscope and analyzed using Tracker software. (b) 

Diffusion co-efficient of Bead- NP conjugate in those systems as obtained from the slope of 

the MSD curves using MSD=4DΔt. 10 Bead-NP conjugates from 5 sets of experiment has been 

taken for analysis. 
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Figure 2.13. TEM image of bead-NP conjugate. 

 

 

Figure 2.14. Mean square displacement versus time plot for bead-GNP conjugate with ATP, 

ALP, and ATP + ALP. Experimental condition: [bead-GNP] ([Au] = 100 μM), [ATP] = 0.3 

mM, [ALP] = 10 nM, [tris-HCl] = 15 mM, pH 9 at 25 ° C. 

 

enhanced aggregation only in the presence of ATP and ALP, as observed in fluorescence 

microscope images (Figure 2.12d-f, and Figure 2.13). By tracking their diffusion, we found 

that the diffusion of the beads in the presence of ATP and ALP together was approximately 2.5 

times slower than when ALP and ATP were present separately with the beads, indicating the 

formation of larger aggregated structures (Figure 2.12g-h, and Figure 2.14). Overall, the extent 

and rate of GNP aggregation could be controlled by (i) fixing the ALP concentration and 

varying the ATP amount, (ii) fixing the ATP concentration and varying the ALP amount, and 

(iii) fixing the enzyme concentration and altering the extent of multivalent interaction by 

changing the ATP, ADP, or AMP concentrations. After observing the aggregation phenomenon 

of GNPs only in the simultaneous presence of ATP, other nucleotides (ADP and AMP), and 
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ALP, we became intrigued to gain further insights into this process. Firstly, we examined the 

zeta potential of the system. Surprisingly, in the presence of ALP (10 nM) and ATP (0.3 mM) 

after 1 hour, the zeta potential decreased to 10 ± 2 mV under our experimental conditions. We 

also measured the zeta potential of GNPs in the presence of AMP and ADP separately with 

ALP. In both cases, the zeta potential decreased to below 20 mV, and the rate of decrease in 

zeta potential over time followed the order: ATP > ADP > AMP (Figure 2.15). These findings 

suggest that the presence of nucleotides on the surface of GNPs also facilitates the binding of 

ALP to the nanoparticle surface, leading to a higher extent of aggregation with ALP in the 

presence of strongly-bound nucleotides. Since ALP is a negatively charged enzyme with a zeta 

potential of -30 ± 5 mV, it destabilizes the colloidal stability of the cationic GNP surface by 

specifically interacting with its substrate, resulting in aggregation.46-47 

 

Figure 2.15. Zeta potential measurement of GNPs in the presence of enzymes with different 

nucleotides and peptides over time. Experimental condition: [GNP] = 120 pM ([Au] = 100 

μM), [nucleotide] = 0.3 mM, [DDDD] = 0.2 mM, [ALP] = 10 nM, [PK, Proteinase K] = 1 µM, 

[tris-HCl] = 15 mM, pH 9 at 25 ° C.    

 

In order to investigate the hydrolytic activity of ALP on these nucleotide phosphates in the 

presence and absence of GNPs, we conducted HPLC experiments to measure the amount of 

adenosine formed after a 60-minute reaction. Under the same experimental conditions, we 

examined the hydrolysis of AMP, ADP, and ATP, with each nucleotide used at a concentration 

of 0.3 mM as substrates for ALP. Surprisingly, we observed a similar concentration of free 

adenosine formed (~33% cleavage) with AMP both in the absence (0.10 ± 0.01 mM) and 

presence of GNPs (0.098 ± 0.015 mM), indicating that the presence of GNPs did not 

significantly alter the reaction rate. For ADP, the amount of adenosine formed (~15% cleavage) 

was lower than that of AMP, measuring 0.041 ± 0.003 mM and 0.038 ± 0.002 mM in the 



Chapter 2 

58 

 

absence and presence of GNPs, respectively. However, in the case of ATP, the amount of 

adenosine formed (~6% cleavage) was strikingly lower, measuring 0.021 ± 0.002 mM and 

0.016 ± 0.002 mM in the absence and presence of GNPs, respectively (Figure 2.2, 2.16, 2.17). 

These results indicate a sharp decrease in the hydrolytic rate of ATP in the presence of GNPs 

compared to the other two nucleotides. 

 

Figure 2.16. Amount of product (adenosine) formed for different nucleotides in the GNP 

system, and in buffer system (without nanoparticles) after 1 h of reaction. Experimental 

condition: [GNP] = 120 pM ([Au] = 100 μM), [nucleotide] = 0.3 mM, [ALP] =10 nM, [tris-

HCl] = 15 mM, pH 9 at 25 ° C.  

 

 

Figure 2.17. Schematic representation of reaction occurring on nanoparticle surface and bulk. 

(b) The ratio of concentration of product (Adenosine) formed on the GNP surface to product 

formed in bulk with different nucleotides after 1 h of reaction. Experimental condition: [GNP] 

= 120 pM ([Au] = 100 μM), [nucleotide] = 0.3 mM, [ALP] =10 nM, [tris-HCl] = 15 mM, pH 

9 at 25 ° C.  
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It is worth noting that ALP efficiently hydrolyzes monophosphoesters compared to di- and 

triphosphoesters, which is also reflected in its hydrolytic ability towards AMP, ADP, and ATP, 

despite their comparable binding affinities.49-51 Additionally, ALP is known to bind to the 

product phosphates, which can act as competitive inhibitors.49 Furthermore, we investigated 

the effect of the hydrolyzed product, adenosine (0.3 mM), and phosphates (0.9 mM) on the 

aggregation process (Figure 2.18). Interestingly, we observed aggregation of GNPs upon the 

addition of ALP, and the kinetics of aggregation were much lower compared to ATP but 

comparable to AMP. This can be attributed to the lower binding affinity of phosphates with 

GNPs compared to ATP. Overall, in our system, as the hydrolyzed product was also capable 

of forming aggregates, we were not able to observe any disassembly behavior of the GNPs 

under our experimental conditions. These findings suggest the following: (i) the hydrolysis of 

nucleotides by ALP is far from being completed within 1 hour, although complete aggregation 

and precipitation occur during that time interval, and (ii) the aggregation is higher with 

nucleotides that have a stronger binding affinity to the nanoparticle but lower hydrolytic ability 

with ALP. It is important to note that our experimental conditions, including the surface 

properties and concentration of nanoparticles, nucleotides, and reaction conditions, differ from 

other reported literature where the presence of ALP facilitated the generation of transient 

nanoparticle assemblies.51 In order to further investigate the enzyme-substrate selectivity in 

GNP aggregation, we conducted additional control experiments. Firstly, we utilized another 

enzyme, potato apyrase, which cleaves ATP to AMP + 2 Pi and has 

Figure 2.18. Aggregation kinetics of GNPs in the presence of product adenosine and phosphate 

over time. Experimental condition: [GNP] = 120 pM ([Au] = 100 μM), [adenosine] = 0.3 mM, 

[Pi] = 0.9 mM, [tris-HCl] = 15 mM, pH 9 at 25 ° C.    
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Figure 2.19. (a) Zeta potential curve for Apyrase. (b) Aggregation kinetics of GNPs in presence 

of potato apyrase in presence and absence of ATP over time. Experimental condition: [GNP] 

= 120 pM, [ATP] = 0.3 mM, [Apyrase] = 1 unit/ml, [tris-HCl] = 15 mM, pH 9 at 25 ° C.    

 

 

Figure 2.20. (a) Zeta potential of bovine serum albumin (BSA). (b) Scanning kinetics of GNP 

in the presence of (b) BSA, and (c) ATP and BSA. (d) Comparison of aggregation kinetics of 

GNP + BSA system in the presence and absence of ATP. Experimental condition: [GNP] = 

120 pM ([Au] = 100 μM), [BSA] = 5 µM, [ATP] = 0.3 mM, [tris-HCl] = 15 mM, pH 9 at 25 ° 

C.    
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a zeta potential of approximately -13 mV under our experimental conditions.38 Remarkably, 

we observed aggregation of nanoparticles due to the interaction between the enzyme and 

substrate (Figure 2.19).  To rule out the role of the negative potential of the enzyme in 

aggregation, we introduced an anionic protein, bovine serum albumin (BSA), which has a 

similar zeta potential (-25 ± 3 mV) to ALP under our experimental conditions but lacks the 

ability to cleave ATP. In the presence of ATP in the GNP-BSA system, no synergistic 

interaction between GNP, protein, and ATP occurred, and no further aggregation was observed 

(Figure 2.20). Furthermore, we explored the binding affinity of an anionic multivalent peptide 

substrate, tetraaspartate (DDDD), to the GNP surface. We found that at a concentration of 0.2 

mM DDDD, the GNPs remained stable, but aggregation started to occur beyond that 

concentration. Interestingly, in a stable mixture of 0.2 mM DDDD and GNPs, the addition of 

ALP (10 nM) did not result in any aggregation under similar experimental conditions (Figure 

2.21). 

Figure 2.21. (a) Molecular structure of tetraaspartic acid (D-D-D-D). (b) GNP titration with 

peptide. (c) Aggregation kinetics of GNPs with peptide in the presence of ALP (blue curve) 

and in the presence of protease (red curve) over 80 minutes. Experimental condition: [GNP] = 

120 pM ([Au] = 100 μM), [D-D-D-D] = 0.2 mM, [ALP] = 10 nM, [proteinase K] = 1 μM, [tris-

HCl] = 15 mM, pH 9 at 25 ° C. 
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Next, we examined the effect of using a protease enzyme, proteinase K (PK), which can act on 

DDDD as a substrate. PK is a non-specific peptidase with a zeta potential of -8 ± 2 mV, in 

contrast to the zeta potential of ALP, which is -28 ± 3 mV under our experimental conditions 

(pH = 9, Tris buffer).52 Upon the addition of PK to the mixture of GNP and DDDD, a slightly 

faster aggregation occurred, indicating that simultaneous and synergistic interactions among 

all three components—GNP, substrate, and substrate-specific enzyme—are necessary for 

aggregation to occur under these experimental conditions (Figure 2.21). However, the extent 

of aggregation was much lower than that observed in the GNP-ATP-ALP system. Importantly, 

no additional decrease in the zeta potential of the GNP-DDDD system was observed upon the 

introduction of PK, unlike ALP in the GNP-ATP/ADP/AMP system (Figure 2.15). These 

control experiments provide further insights into the enzyme-substrate selectivity and the 

interplay between GNPs, enzymes, and substrates in the aggregation process. The results 

demonstrate the specific requirements for synergistic interactions and the influence of zeta 

potential on GNP aggregation in the presence of different enzymes and substrates. 

Additionally, we investigated the potential of using proteinase K (PK) instead of ALP to induce 

aggregation of GNP-ATP conjugates. However, no significant aggregation was observed in the 

presence of PK (Figure 2.22). We also explored the use of carbonate solution instead of 

phosphate to induce GNP aggregation in the presence of ALP (Figure 2.23). Once again, no 

GNP aggregation was observed as carbonate, as an anion, does not exhibit affinity to ALP but 

only to the GNP surface, supporting our hypothesis of synergistic interactions. 

 

Figure 2.22. Aggregation kinetics of GNP + ATP system in the presence of protease over time. 

Experimental condition: [GNP] = 120 pM ([Au] = 100 μM), [ATP] = 0.3 mM, [protease] = 1 

μM, [tris-HCl] = 15 mM, pH 9 at 25 ° C.  
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Figure 2.23. Aggregation kinetics of GNP with carbonate and phosphate ions in the presence 

of ALP. Experimental Conditions: [GNP] = 120 pM ([Au] = 100 μM), [ALP] = 10 nM, [ PO4
3−] 

= 1 mM, [ CO3
2−] = 1 mM [tris-HCl] = 15 mM, pH 9 at 25 ° C.   

 

To investigate the formation and aggregation pattern of nanobioconjugates in microfluidic 

conditions, which holds potential for microfluidic-based nanobiodevices, we employed a two-

inlet and one-outlet microfluidic channel with specific dimensions (height = 0.10 mm, width = 

0.6 mm, length = 1.7 cm) as depicted in Figure 2.24a.12 We introduced GNPs mixed with ATP, 

AMP, or Ade+3Pi through one inlet, while FITC-ALP was injected through the other inlet at a 

flow rate of 0.3 mL/h. We then observed the accumulation of ALP across the channel using 

fluorescence microscopy. Figure 2.24b displays the fluorescence intensity profiles at the end 

part of the microfluidic channel (1.6 mm from the inlet) for each case. Prior to the GNP 

experiment, we created a lateral substrate concentration gradient across the channel by injecting 

only ATP solution in buffer (0.3 mM) without GNPs through one inlet and FITC-ALP solution 

through the other. We tracked the movement of the fluorescently tagged enzyme by measuring 

the fluorescence at the terminal part of the channel, 1.6 cm away from the inlet (details provided 

in the Method Section). Interestingly, we observed that the enzyme slightly shifted towards 

higher ATP concentrations due to the expected propulsion of enzymes towards higher substrate 

concentrations (Figure 2.25).21,24 

However, when we conducted the GNP-bound ATP and enzyme experiment in the same 

manner, we noticed the gradual accumulation of fluorescent structures over time, primarily in 

the middle of the channel but closer to the enzyme side (Figure 2.24c, d). This accumulation 
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Figure 2.24. (a) Schematic image showing the setup of the 2-inlet-1-outlet microfluidic chip, 

where GNP+ATP/AMP conjugate has been passed through one inlet and FITC-ALP from the 

other and the fluorescence images were taken at the end of the channel at 1.6 cm apart. (b) 

Fluorescence intensity profile of outlet after 20 minutes when ATP/AMP/Adenosine+3 Pi was 

injected along with GNP from the top inlet and FITC-ALP from the bottom inlet. 

Representative image of the channel at the inlet, near outlet after 5 min, and 20 minutes when 

(c) ATP, and (e) AMP was injected with GNP from the top inlet showing accumulation of the 

fluorescent structures more towards enzyme side. Time-dependent fluorescence intensity 

profile at the outlet, from top to bottom end of the channel when (d) ATP and (f) AMP were 

injected along with GNP from the top inlet. The fluorescence is due to the accumulation of 

FITC-ALP.  

 

of fluorescent structures indicates the aggregation of enzymes, nanoparticles, and ATP within 

the microfluidic channel. Notably, the accumulation does not occur at the GNP or substrate-

rich zones, nor precisely at the center of the channel, but rather towards the enzyme side. This 

suggests that the enzymes do not actively propel toward the substrate-rich zone. Instead, the 

substrate, bound to GNPs, moves towards the enzyme-rich zone and initiates the formation of 

an agglomerate. 
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Figure 2.25. (a) Inlet and (b) outlet images, and (c) Intensity plot of Inlet and outlet of the 

microfluidic channel after 20 minutes of injecting ATP from the top inlet and FITC-ALP from 

the bottom inlet. Experimental condition: [ATP] = 0.3 mM, [ALP] = 0.5 μM (50% labeled), 

[tris-HCl] = 15 mM (from both inlets), pH 9 at 25 ° C.  

 

 

Figure 2.26. (a) Inlet and (b) outlet images, and (c) Intensity plot of Inlet and outlet of the 

microfluidic channel after 20 minutes of injecting GNP from the top inlet and FITC-ALP from 

the bottom inlet. Experimental condition: [GNP] = 120 pM ([Au] = 100 μM, [ALP] = 0.5 μM 

(50 % labeled), [tris-HCl] = 15 mM (from both inlets), pH 9 at 25 ° C. 



Chapter 2 

66 

 

 

Figure 2.27. Amount of area covered under intensity curve across the channel width near an 

outlet (250 – 500 µm) while injecting GNP+ ATP from the top inlet (blue bars) or GNP + AMP 

from the top inlet (red bars), and FITC-ALP from the bottom inlet with time. 

 

 

We repeated a similar experiment by injecting GNP-AMP from one side and FITC-ALP from 

the other, which resulted in a comparable trend of fluorescent aggregation towards the enzyme 

side. However, in this case, the rate of aggregated structure formation was slower compared to 

ATP (Figure 2.24e, f, and Figure 2.27). Intriguingly, when we passed GNP+Ade+Pi from the 

top inlet and FITC-ALP from the bottom, we did not observe aggregation towards the enzyme-

rich zone. Instead, the aggregation occurred more at the interface or central zone, and the level 

of aggregation was significantly lower than in the AMP/ATP case (Figure 2.28a). It is worth 

noting that in the presence of Pi, where no further reaction product is formed, we can consider 

it a noncatalytic condition.  

To further investigate, we conducted a control experiment under noncatalytic conditions by 

passing FITC-BSA through the bottom channel and GNP-ATP through the top (Figure 2.28b). 

Similar to the experiment discussed in Figure 2.20, no aggregation was observed inside the 

microfluidic channel. Additionally, we performed an experiment by passing GNPs from one 

side and FITC-ALP from the other inlet (Figure 2.26), but no significant fluorescent 

aggregation pattern was observed. 
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Figure 2.28. Inlet and outlet images of a microfluidic channel with time while injecting (a) 

GNP + Adenosine + Pi from the top inlet and FITC-ALP from the bottom inlet, and (b) GNP 

+ ATP from the top inlet and FITC-BSA from the bottom inlet. Experimental condition: [GNP] 

= 120 pM, [Adenosine] = 0.3 mM, [Phosphate] = 0.9 mM, [FITC-ALP] =0.5 μM (50 % 

labeled), [BSA] = 5 µM, [tris-HCl] = 15 mM (from both inlets), pH 9 at 25 ° C. 

 

These results indicate several important observations: (i) the aggregation is driven by 

synergistic interactions, as mentioned earlier; (ii) the zone of aggregation towards the enzyme-

rich side is influenced by the diffusiophoretic effect, which will be discussed in the following 

paragraph; (iii) the rate of aggregation patterning follows the order: ATP > AMP > Ade+3Pi, 

as observed in the formation of aggregates in the aqueous mixture; (iv) notably, the zone of 

aggregated pattern differs in catalytic conditions (ATP and AMP) compared to noncatalytic 

conditions (Ade+Pi), with the former showing aggregation towards the enzyme side and the 

latter exhibiting aggregation at the central zone; and finally, (v) the rate of pattern formation 

can be controlled over time. 

In our experimental conditions, as ALP can cleave both AMP and ATP, GNP-bound ATP or 

AMP generates adenosine and Pi towards the enzyme side, creating a gradient of Ade+Pi 

(Figure 2.3, Table 2.1). We also investigated the diffusiophoretic migration of GNP-ATP or 
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Figure 2.29. (a) Schematic of the 2-inlet-2-outlet microfluidic set up used in our experiment 

where from the top inlet adenosine+Pi solution or buffer and through the bottom inlet, 

GNP+ATP solution was injected. (h) Normalized concentration of GNP eluted through top and 

bottom outlets. Experimental condition: [Ade] = 0.3 mM, [Pi] = 0.9 mM, [ATP] = 0.3 mM, 

[GNP] = 120 pM, [tris] = 15 mM, pH = 9, Flow rate = 0.3 ml/h (for both experiments). 

 

 

Figure 2.30. UV scan of sample collected from bottom outlet when buffer (Blue curve), or 

adenosine with Pi in buffer (Orange curve) was injected from the top inlet. Experimental 

condition: Bottom inlet – GNR in the buffer.  [GNR] =120 pM, [adenosine] = 0.3 mM, [Pi] = 

0.9 mM, [tris-HCl] = 15 mM, pH 9, flow rate – 300 µl/h at 25 °C. 
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Table 2.1. Amount of phosphate formed in the presence of alkaline phosphatase after 10 and 

30 minutes of reaction period. Experimental condition: [ATP] = 0.3 mM, [AMP] = 0.3 mM, 

[ALP] = 0.5 µM, [Tris] = 15 mM, pH 9. 

 

Time Nucleotide A620 (a.u.) [Adenosine](µM) [Phosphate](µM) 

10 min 
ATP 0.1316 55.4 166.2 

AMP 0.1102 123.4 123.4 

30 min 
ATP 0.2851 157.7 473.2 

AMP 0.1751 253.2 253.2 

 

GNP-AMP towards the enzymatically formed Ade+Pi gradient in a two-inlet, two-outlet 

microfluidic channel, as illustrated in Figure 2.29 and Figure 2.30. Through one inlet, we 

introduced the GNP+ATP conjugate, while through the other inlet, Ade+Pi was injected. In a 

control experiment, only a buffer was passed through the channel. By analyzing the amount of 

GNP passing through both outlets, we observed that the GNP-ATP conjugate exhibited a 5-

fold drift towards the adenosine+Pi side compared to the buffer. This phenomenon can be 

attributed to the diffusiophoretic migration, which combines electrophoresis and 

chemiphoresis, of the positively charged GNP-ATP conjugate towards the negatively charged 

enzyme.21,53-56 Calculations showed that the GNP-ATP conjugate could gain an additional 42 

μm/s of diffusiophoretic velocity due to the electrophoretic effect in the Ade+Pi gradient 

(detailed calculation provided in the Method Section). It is important to note that the 

diffusiophoresis-mediated formation of spatially controlled colloidal aggregates or bands in 

salt gradients has been reported in previous literature.57-60 However, in our case, we 

enzymatically generated this gradient, where the enzyme's gradient leads to the dissociation of 

ATP into adenosine and Pi in the enzyme-rich zone, resulting in a concentration gradient within 

the system. Importantly, we observed this effect in both microfluidic and macroscale 

experiments. These results sparked our interest in controlling aggregation patterns in a 

macroscale system by introducing a gradient of enzyme and GNP-ATP. Initially, we conducted 

an experiment on a glass slide by placing 15 µl of GNP-ATP ([GNP] = 120 pM, [ATP] = 0 - 

0.3 mM) and covering it with a square-shaped cover slip (2.2 cm). From two opposite ends, we 

added 7 µl of FITC-ALP solution to generate an enzyme gradient inside the coverslip (Figure 

2.31, 2.32a). The use of FITC-tagged ALP allowed us to visualize the aggregation pattern under 



Chapter 2 

70 

 

a microscope. Subsequently, we monitored the formation of fluorescent clusters across the 

coverslip in five different zones (A-E) as designated in Figure 2.32a. Interestingly, the 

fluorescent structures only formed at the edge of the coverslip (zones A and E) where FITC-

ALP was added, but only in the presence of GNP-ATP. Figure 2.32c provides visual evidence 

of cluster formation at the two opposite ends under the coverslip, while the middle zone remains 

free from any fluorescent structures. In a control experiment without ATP but with GNPs, no 

fluorescent structures were observed (Figure 2.33). The agglomeration of fluorescent clusters 

at zones A and E was maximized when 0.3 mM of ATP was used. Intriguingly, when we 

performed experiments with 0.1 mM ATP and 40 pM GNP, the addition of ALP from both 

sides resulted in clusters specifically forming in zones B and D (Figure 2.32b+d). We also 

 

 

Figure 2.31. Schematic representation of the experimental set up for the zonal assembly 

formation over time in a space having a concentration gradient of the enzyme. 

 

 

conducted an additional control experiment using GNP+DDDD conjugate and a gradient of 

ALP, which did not lead to notable clustering across the coverslip (Figure 2.34). Introducing 

an RITC-PK gradient in the GNP+ATP solution did not result in cluster formation (Figure 
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2.35). However, with an RITC-PK gradient in the GNP+DDDD solution, a lower concentration 

of clusters was observed at zones A and E (Figure 2.36). This experiment further indicated the 

requirement for synergistic interactivity among GNP, substrate, and enzyme for the formation 

of patterned clustering. To track the nanoparticles in this experiment, we attached them to 

carboxylate-modified beads, Bead-GNP (detailed procedure in the methods section), and 

performed an experiment by adding the Bead-GNP solution with ATP on a glass slide and 

injecting ALP from opposite edges. Once again, clusters of particles were observed specifically 

in zones A and E (data not shown). 

 

 

 

 

Figure 2.32. (a) Schematic representation of the experimental set up where GNP (40 or 120 

pM) +ATP (0.1 or 0.3 mM) (15 µl volume) solution was placed on a glass slide and a cover 

slip was placed over it. Then from two sides of the cover slip, FITC-tagged ALP was added 

(0.5 µM, 7 µl) was added and at different time intervals images were taken at zone A to E. (b) 

Fluorescence intensity profile across zone A to E at 10, 20 and 30 min when under the cover 

slip [GNP] = 120 pM and [ATP] = 0.3 mM and [GNP] = 40 pM and [ATP] = 0.1 mM. (c-d) 

Representative fluorescent image showing agglomeration of the fluorescent structure in a 

different zone in the presence of 120 and 40 pM of GNP after 30 minutes of reaction. 

Experimental condition: [Ade] = 0.3 mM, [Pi] = 0.9 mM, [ATP] = 0.3 mM, [GNP] = 120 pM, 

[tris] = 15 mM, pH = 9.  
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Figure 2.33. Fluorescence images of nanoparticle system in different zones when GNP only 

(without ATP) solution was added at bottom and ALP was added from opposite edges.  

 

Figure 2.34. Zonal aggregation of nanoparticle system in different zones when GNP with 

DDDD solution was added at bottom and ALP was added from opposite edges.  
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Figure 2.35. Zonal aggregation of nanoparticles with time when ATP solution was added at 

the bottom, ALP was added from zone A side, and Proteinase K was added from zone E side. 

Experimental condition: [GNP] = 120 pM, [ATP] = 0.3 mM, [ALP] = 0.5 µM (50% labeled), 

[Proteinase K] = 1 µM, [tris-HCl] = 15 mM at pH 9 at 25 °C. Here also we observed much 

stronger aggregation at zone A and weaker at zone E. Absence of chemiphoresis in zone E as 

discussed in Figure 2.39 is the reason behind this. Whereas in zone A, both electrophoresis and 

chemiphoresis can happen (See Figure 2.37 to 2.39).  
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Figure 2.36. Zonal aggregation of nanoparticle system in different zones when GNP with 

DDDD solution was added at the bottom and RITC labeled Proteinase K was added from 

opposite edges. Experimental condition: [GNP] = 120 pM, [Proteinase K] = 1 µM (50% 

labeled), [DDDD] = 0.2 mM, [tris-HCl] = 15 mM at pH 9 at 25 °C. In this case, we observed 

more aggregation in zone A and E. Here both electrophoresis and chemiphoresis can happen. 

However, the extent of electrophoretic mobility will be much less as the negative charge of PK 

is only -8 mV (whereas for ALP it was -30 mV), thus having a much lower affinity towards 

positively charge GNP-substrate complex. 

 

The observed clustering behavior can be attributed to the stronger chemiphoretic and 

electrophoretic contributions at higher GNP and ATP concentrations, leading to clustering at 

the terminal zones (A and E). On the other hand, weaker chemiphoresis and electrophoresis at 

lower GNP and ATP concentrations resulted in clustering in the inner zones B and D. This 

process can be attributed to the diffusiophoretic migration, which is a combined effect of both 

electrophoresis and chemiphoresis, where positively charged GNP-ATP conjugates migrate 

towards the negatively charged enzyme.50-54 We further verified the electrophoretic migration 

theoretically using COMSOL Multiphysics software (see Figure 2.37-2.39 and related 

discussion in the method section). The chemiphoretic contribution, in this case, arises from the 
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hydrolysis of ATP near ALP, which creates a solute gradient of high to low concentration 

across the surface of the nanoparticles (Figure 2.39). 

 

 

Figure 2.37. Concentration gradient of ATP-bound nanoparticles inside the electrophoresis 

chip, found theoretically after simulation, is similar to our experimental observation. 

 

 

 

Figure 2.38. Schematic of the aggregation driven by enzyme-actuated diffusiophoretic 

mechanism only. The blue highlighted zone is elaborated in the next Figure. 
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Figure 2.39. Due to the hydrolysis of GNP-bound substrate, there is a concentration gradient 

generated across the nanoparticle surface. This self-generated gradient will result in osmotic 

flow from low product concentration to high product concentration zone. Please see references 

50-51 for more details about the diffusiophoretic process and specially diffusioosmosis or 

chemiphoresis. 

 

Subsequently, we aimed to investigate the impact of the interaction and aggregation of GNP-

ATP-ALP on the phenomenon known as the "coffee ring" effect during droplet evaporation. 

The coffee ring formation occurs when suspended or dispersed materials accumulate at the 

edges of a droplet after the liquid evaporates completely.59-62 This effect arises due to the 

outward capillary flow from the center to the edge of the droplet, caused by faster evaporation 

at the edges compared to the center. The control and manipulation of the coffee ring 

phenomenon are of great interest due to their potential applications in surface coating, printing, 

and bioanalysis.27-29, 51-62 

Previous studies have primarily focused on investigating the coffee ring effect using 

nanoparticles of different sizes and shapes, surfactants, biomolecules, or cells. However, the 

presence of interactive particles (GNPs), enzymes (ALP), and small molecules (ATP) in a 

droplet introduces a different dynamic. This interaction has the potential to alter the pattern 

formation. To understand the coffee ring effect of the GNP-ATP-ALP conjugate, we initially 

labeled ALP with FITC and observed the enzyme deposition after the evaporation of the sample 

on a glass slide under a fluorescence microscope (Figure 2.40). In the presence of only buffer 

and ATP, a clear ring-like deposition formed at the periphery of the droplet (Figure 2.41). 

Interestingly, the presence of GNPs in the buffer significantly reduced the ring width, and 

FITC-ALP deposited almost uniformly across the droplet surface. When GNP+ATP+ALP was 

present, a much thicker ring width was observed. The formation probability and extent of the 
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ring pattern can be explained by calculating the electrokinetics-driven capillary phoresis (CP) 

number. A higher CP value indicates a higher propensity for coffee ring formation and vice 

versa.61 The CP number is determined by the diffusiophoretic velocity resulting from the salt 

buffer gradient upon evaporation, the diffusioosmotic-driven fluid transport along the surface, 

and the capillary convection within the droplet (Figure 2.4, see method section for detailed 

calculation). 

 

Figure 2.40. Fluorescence microscopic images of the spatiotemporal pattern of the ring-like 

structure formation after the evaporation of a droplet consisting of FITC-ALP uniformly mixed 

with (a) buffer + GNP, b) buffer + GNP + ATP. Experimental conditions: [GNP] = 120 pM, 

[ATP] = 0.3 mM, [FITC-ALP] = 500 nM, [Tris] = 15 mM, pH = 9. (c) Schematic representation 

showing human blood serum droplet with GNP, ATP, ALP together, (d-e) Fluorescence 

microscopic images of the spatiotemporal pattern of the ring-like structure formation after the 

evaporation of a serum droplet consisting of GNP, and GNP+ATP. (f-g) Plot for capillary 

phoresis number, for details about CP value calculation, please see method section). 

 

Interestingly, despite the formation of aggregates due to the simultaneous presence of ALP and 

ATP, which, in principle, could further suppress the coffee ring pattern compared to the 

GNP+ALP system, a slightly higher ring width was observed. This can be attributed to the  



Chapter 2 

78 

 

 

Figure 2.41. Fluorescence microscopic images of the spatiotemporal pattern of the ring-like 

structure formation after the evaporation of a droplet consisting of FITC-ALP uniformly mixed 

with (a) buffer, b) buffer + ATP. Experimental conditions: [ATP] = 0.3 mM, [FITC-ALP] = 

500 nM, [Tris] = 15 mM, pH = 9. 

 

higher electrokinetic effect resulting from the decrease in the net positive charge of the overall 

conjugate, reducing the frictional force from the negatively charged glass surface. Based on 

these observations, we further investigated the coffee ring pattern formation behavior in a 

complex biological fluid, blood serum. Unlike a simple buffer, blood serum contains numerous 

proteins (e.g., albumin, α/β/γ-globulin), enzymes, salts, and small molecules.63 We used a 

diluted (0.1%) serum solution in pH = 9 Tris buffer for both ζ-potential measurement and coffee 

ring pattern formation. The ζ-potential value of the serum alone was found to be -28 mV, 

indicating the presence of mostly negatively charged proteins like albumin (50-60%) and α/β-

globulin (30-40%) (among the globulin proteins, γ-globulin is positively charged in neutral 

conditions with a pI of 7.2, which constitutes only ~10% of the serum protein content). We 

also confirmed the presence of ATPase activity in the commercially procured blood serum 

solution, indicating the presence of ATP-binding proteins (Figure 2.41). To understand the 

coffee ring formation pattern in the serum in the absence and presence of GNP or ATP, we 

employed commercial negatively charged polystyrene amine (PSA) fluorescence beads (0.025 

wt%, ζ-value = -30 mV, diameter ~1 µm) to track the deposition pattern during the evaporation 

of a droplet on a glass slide, as described earlier (Figure 2.40c). In the presence of only serum, 

clear coffee ring formation was observed, with the beads depositing at the edge of the droplet 

(Figure 2.42). However, in the presence of GNP alone in blood serum, the distinct coffee ring-

like deposition of the fluorescent beads was not observed. This suppression of the coffee ring 

effect can be attributed to the high positive ζ-potential of GNPs (25 ± 2 mV), which counteracts 

the negative charge of the serum proteins, resulting in a net negative CP value due to stronger 
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inward-directed diffusiophoretic flow. This indicates that GNPs alone do not attract proteins 

from the blood serum to their surface under experimental conditions. 

 

Figure 2.41. The amount of p-nitrophenol (PNP) formed due to hydrolysis of p-nitrophenyl 

phosphate (PNPP) in the presence and absence of blood serum. Experimental condition: 

[PNPP] =1 mM, [serum] =0.1 %, [tris] = 15 mM at pH 9. This experiment shows serum 

contains enzymes with phosphoesterase activity. 

 

 

Figure 2.42. Fluorescence microscopic images of the pattern formation after the evaporation 

of a droplet consisting of PSA (amine-functionalized polystyrene beads) uniformly mixed with 

(a) buffer, b) buffer + serum. Experimental conditions: [PSA] = 0.025%, [Tris] = 15 mM, pH 

= 9. 

Interestingly, by adding the GNP+ATP conjugate, the net positive ζ-potential decreased 

significantly to 4 ± 2 mV in the blood serum (Figure 2.40c-d). This suggests that serum proteins 

and enzymes are attracted to the GNP-ATP surface. Furthermore, we observed the restoration 

of the coffee ring pattern due to the suppression of the inward diffusiophoretic flow and the 

higher CP value (Figure 2.40f, Table 2.2). Therefore, the modulation of capillary phoresis by 

the GNP-ATP conjugate can serve as a sensor for identifying ATP-binding proteins (such as 
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heat shock protein (HSP90)) or phosphatase-like enzymes in complex environments like blood 

serum by observing the phoresis-mediated surface pattern formation on a glass slide.64 

 

Table 2.2. Zeta potential measurements of particle (ζS), and glass-substrate (ζGS) in the buffer. 

Experimental condition: [GNP] =120 pM, ALP = 0.5 µM, [ATP] = 0.3 mM, [serum] =0.1 %, 

[PSA] = 0.025 %, [tris] = 15 mM at pH 9.  

 

 

 

 

 

2.5. Summary 
 

In summary, this study combines noncovalently bound GNP-substrate conjugates and enzymes 

to investigate various phenomena. Firstly, it explores the aggregation of nanoparticles in 

homogeneous conditions when exposed to nucleotides and alkaline phosphatase. Secondly, it 

examines the migratory and aggregation behavior of nanoparticles in response to enzymes, 

both catalytic and noncatalytic, under microfluidic conditions. Thirdly, it demonstrates the 

patterning of nanoparticle aggregation on a macroscale glass slide. Lastly, it explores the 

formation of coffee ring patterns from evaporating droplets and its potential application in 

analyzing clinically relevant samples such as blood serum. The results indicate that specific 

enzyme-substrate binding, combined with a strong affinity of the substrate to the nanoparticle 

surface, accelerates the aggregation process. Particularly, ATP exhibits a significantly higher 

binding affinity compared to its products (adenosine + Pi), leading to faster aggregation. 

Additionally, the study highlights the role of diffusiophoresis in governing the taxis and 

assembly formation of nanobioconjugates. Previous research has demonstrated dynamic self-

assembly and patterning of nanoparticles using complementary charge interaction, light, 

lithography, and self-assembly approaches, which find applications in designing plasmonic or 

SERS-active substrates, dynamic nonlinear oscillatory systems, and catalytic materials.65-75 

Furthermore, the study reports on the diffusiophoretic formation and accumulation of 

nanobioconjugates under microfluidic conditions, wherein the growth rate can be controlled by 

the enzyme-substrate gradients. While previous studies have observed "diffusiophoretic 

System Components ζS (mV) ζGS (mV) 

Buffer 
GNP + ALP 28 ± 1 32 ± 2 

GNP + ATP + ALP 20 ± 2 15 ± 1 

Serum in buffer 
PSA + GNP  25 ± 2 31 ± 2 

PSA + GNP + ATP 4 ± 2 -2 ± 1 
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banding" using polymer beads in gradients of NaCl, KCl, or LiCl, explaining enhanced particle 

migration in coastal aquifers and specific sedimentation zones relevant to oceanography and 

estuarine hydrodynamics, the present study specifically focuses on the use of nanoparticles and 

enzymes for catalytic surfaces and biosensors.22 Notably, the ability to modulate coffee ring 

formation patterns in blood serum samples using GNP-ATP conjugates demonstrates the 

potential of this approach in clinically relevant diagnostics.76 Overall, this strategy shows 

promise for designing complex assembly patterns in microfluidic devices, involving 

heterogeneous nanobioconjugates or liposome-based systems.12 
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3.1 Introduction 

Living systems, from bacteria to birds, exhibit various forms of communication and 

organization such as colonization, clustering, and flocking, enabling them to perform crucial 

functions for their sustainability.1 These processes are facilitated by spatiotemporally 

organized catalytic reactions that play a central role in the emergence and properties of living 

beings.2-3 Understanding the behavior of catalysts is not only essential for gaining a deeper 

understanding of natural processes but also holds significant potential for developing synthetic 

systems with desirable functions.4-13 Recent pioneering reports have suggested that enhanced 

diffusion is a key phenomenon experienced by catalysts during their operation. Catalysts can 

also come into close proximity and form assemblies to efficiently utilize substrates. Natural 

examples of this include the formation of the purinosome and metabolon, which are dynamic 

assemblies of multi-enzyme complexes near mitochondria during purine starvation and 

sequential metabolic pathways, respectively.14-15 While assemblies resembling cellular systems 

have been observed in synthetically designed catalytically active nano/microparticles, such 

instances are relatively rare.16-20 Assembly formation and gain-of-function have mainly been 

reported for amphiphilic or nanoparticle systems utilizing chemical fuel in a supramolecular 

fashion or physical energy sources such as light or electric signals, which induce 

configurational changes in building blocks.21-30 Templated and cooperative assembly of 

catalytic building blocks using substrates have also been investigated.28-32 In this study, we 

present an exciting example of synthetic nanocatalysts capable of forming functional self-

assemblies, where the catalytic process plays a central role. Specifically, CTAB-functionalized 

gold nanorods catalyze the Kemp Elimination (KE) reaction, a widely used model for 

understanding mechanistic intricacies in biotransformation.33-39 This catalytic conversion 

process leads to the enhanced flocking behavior of nanorods during the transition state, 

resulting in the formation of larger assemblies. Furthermore, our research demonstrates that the 

hydrophobic nanocavities within the assembled nanorods can efficiently trap hydrophobic 

substrates, thereby enhancing the rate of aromatic nucleophilic substitution reactions. We also 

explore the dynamic nature of catalytic processes and investigate the role of enhanced 

diffusivity as a contributing factor. Additionally, we showcase a catalytic phenomenon where 

nanosized hydrophobic cavities of clustered nanorods accelerate the rate of reactions, leading 

to cascading effects even when the substrates and products of the initial reactions are not 

directly involved. 
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3.2 Materials 

All reagents used in this study were obtained commercially and utilized as received, without 

any additional purification. The sourced materials included cetyltrimethylammonium bromide, 

silver nitrate, sodium borohydride, ascorbic acid monosodium phosphate, disodium phosphate, 

sodium hydroxide pellets, and HEPES (4-(2-hydroxyethyl)-1-piperazineethanesulfonic acid), 

diisopropyl ethyl amine, which were procured from Sisco Research Laboratory (SRL), India. 

Furthermore, 1,2-Benzisoxazole, 4-chloro-7-nitrobenzofuran, n-octylamine, Gold (III) 

Chloride trihydrate, and carboxylate and amine-functionalized polystyrene beads were 

purchased from Sigma-Aldrich. Throughout the study, milli-Q water was employed. The NMR 

spectra were procured using Bruker Avance-III 400 MHz spectrometer. 1H NMR was recorded 

at an operation frequency 400 MHz and 13C NMR at 100 MHz. The solvents used were CDCl3 

and DMSO-d6 and the internal standard was tetramethylsilane (TMS) The chemical shift or 

delta (δ) values were reported in the units of parts per million (ppm). High-resolution mass 

spectra (HRMS) have been recorded on Waters Synapt G2-Si Q ToF Mass Spectrometer in 

positive and negative ESI) modes. The optical and fluorescence microscopic images were 

collected using Zeiss Axis Observer 7 microscope with AxioCam 503 Mono 3 Megapixel with 

ZEN 2 software. The Transmission Electron Microscopy images were taken using the JEOL 

JEM-F200 microscope. The Dynamic Light Scattering (DLS) data was recorded on Horiba 

Scientific Nano Particle Observer (SZ-100V2). The hybridization chambers were procured 

from GRACE Bio-Labs with product name SA8R-0.5-SecureSeal, with dimensions of 8-9mm 

Diameter × 0.8mm Depth, 26mm × 51mm OD, 1.5mm Diameter Ports. 

3.3 Methods 

3.3.1 Synthesis of Gold Nanoparticles 

Gold nanoparticles were synthesized following a seed-growth method described in the 

literature.41 In brief, a seed solution was prepared by adding 0.25 mM HAuCl4.4H2O to a vial 

containing 75 mM CTAB. To this mixture, 6 mM ice-cold sodium borohydride solution was 

added, resulting in the formation of a brown-colored solution, indicating the formation of gold 

seeds. For the growth solution, 1.03 ml of 24 mM HAuCl4.4H2O solution was added to a vial 

containing 5.22 ml of water. Then, 10 ml of 0.1 M CTAB solution was added, causing the 

solution to change from light yellow to orange. Subsequently, 7.5 ml of 0.1 M L-ascorbic acid 

was gently added with shaking, leading to the solution becoming colorless. Next, 62.5 µl of the 
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seed solution, aged for two hours, was vigorously blended with the growth solution for 20 

seconds, resulting in the appearance of red color. The resulting solution was then left 

undisturbed for 24 hours at 25°C. Before further use, the synthesized gold nanoparticles were 

filtered using Sephadex G-25 column chromatography. 

 

 

Figure 3.1. The UV-Vis spectrum of GNP at 25 ᵒC. 

 

3.3.2 Synthesis of Gold Nanorods 

Gold nanorods have been synthesized as reported in the literature.41   A 5ml solution of 0.1M 

cetyltrimethylammonium bromide (CTAB) and 1 mM HAuCl4 was prepared in milli-Q water, 

which gave a resultant golden-colored solution. To this, ascorbic acid was added (which made 

the solution colorless), followed by the addition of AgNO3. The final concentrations of ascorbic 

acid and AgNO3 were 2 mM and 0.15 mM, respectively. Lastly, a solution of 1 mM NaBH4 

was prepared freshly, and 50 µL of it was added, which made the solution violet in color after 

some time. The violet color indicated the formation of gold nanorods. To remove unbound 

CTAB and other impurities, GNR solution was first filtered before using further. For this 

purpose, a Sephadex G-25 filter was used. Before using, the column was first equilibrated with 

an ample amount of water.  

For initial confirmation, thus formed gold nanorods were characterized using a UV-Vis 

spectrophotometer. The obtained spectrum showed a characteristic peak at 750 nm and 523 

nm, which confirmed the formation of gold nanorods. 
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Figure 3.2. UV-Vis spectrum of GNR at 25 ᵒC. 

 

 

Figure 3.3. (a) Z-average of GNP and GNR; TEM images of (b) GNP, and (c) GNR in water 

at 25 ᵒC. 

 

 

Figure 3.4. (A) TEM images of GNR; Histograms for evaluation of dimension of GNRs (A) 

for length (B) for width. 
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TEM-based analysis of GNR 

Transmission electron microscopy also suggested the formation of gold nanorods. (Figure 3.4). 

From TEM images, we analyzed the dimensions of GNRs by using ImageJ software. Using 

ImageJ, we were able to get the exact length and width of gold nanorods. We collected data for 

more than 100 nanorods and obtained histograms for each dimension (Figure 3.4). From the 

collected data, the mean length and mean width are 23 ± 5 nm and 6 ± 1 nm, respectively. The 

mean aspect ratio for GNRs is 2.5 ± 0.5 nm. 

The molar extinction coefficient of GNR 

The molar extinction coefficient of GNR has been calculated using previous literature reports 

(J. Phys. Chem. C 2013, 45, 23950–23955). According to this, the volume of nanorods and its 

molar extinction coefficient are related by the relation 

 

𝜺 = 𝑨 + 𝑩 ∗ 𝑽 

 

Where 𝜺 is the molar extinction coefficient of nanorod (in 109 M-1cm-1), V is the volume of 

nanorod (in 104 nm3), and A and B are the constant whose values corresponds to 2.476 × 109 ± 

3.99 × 108 and 1.667 × 105 ± 3.96 × 104, respectively. Following the above equation, the molar 

extinction for our gold nanorods will be around 2.57 × 109 M-1cm-1. Mostly, we have used 0.15 

nM gold nanorods, where the Au concentration is 100 µM. 

3.3.2. Synthesis and Characterization of NBI, CNP, and NBD-C8 adduct 

Synthesis of 5-nitrobenzisoxazole (NBI) 

It has been synthesized as reported in the literature.35 1,2-Benzisoxazole (0.5g) was dissolved 

in conc. sulfuric acid (5ml) at room temperature. Next, a mixture of conc. nitric acid (0.6 ml) 

and conc. sulfuric acid (0.2 ml) was prepared and 0.5 ml of it was slowly added to the above 

solution and stirred for 40 minutes at room temperature. This mixture was poured into an ice-

water mixture (20ml) with constant stirring and thawing for 10 min. The precipitate obtained 

was white, which was then filtered, washed using cold ethanol, dried under a high vacuum, and 

recrystallized in absolute ethanol to obtain a white, crystalline solid. Yield: 87.4%.  
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1H NMR (400 MHz, CDCl3): δ 7.79 (d, J = 9.2 Hz, 1H), 8.54 (d, J = 9.2 Hz, 1H), 8.75 (s, 1H), 

8.93 (s, 1H). 13CNMR (100 MHz, CDCl3): δ 105.76, 114.51, 117.13, 120.89, 140.03, 142.34, 

and 159.64. HRMS (ESI)): m/z calculated for C7H3N2O3 (M+H)+ : 165.0255, Found: 165.0233.  

 

Synthesis of 2-cyano-4-nitrophenol 

It has been synthesized as reported in the literature.35 A solution of 5-nitrobenzisoxazole (0.1 

g) was prepared in ethanol (2 ml) and water (1 ml) to which 3 ml of 2 M NaOH was added and 

the mixture was allowed to rest for 10 min. During this time, HCl was slowly added with 

constant stirring to bring the pH of the mixture to 1. The solution was then extracted with 

dichloromethane and dried under a high vacuum. The final product obtained was a light-

yellow-colored solid. Yield: 66.78%. 

 1H NMR (400 MHz, DMSO-d6): δ 7.17 (d, J = 9.2 Hz, 1H), 8.36 (dd, J = 7.6, 1.6 Hz, 1H), 

8.61 (d, J= 1.6 Hz, 1H). 13C NMR (100 MHz, DMSO-d6): δ 104.88, 120.36, 122.02, 135.55 

(2C), 144.38, 171.05. HRMS (ESI)): m/z calculated for C7H3N2O3 (M+H)+: 165.0255, Found: 

165.0230.  

 

 

Figure 3.5. 1H-NMR spectrum of 5-nitrobenzisoxazole (NBI). 
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Figure 3.6. 13C-NMR spectrum of 5-nitrobenzisoxazole (NBI). 

 

 

 

Figure 3.7. 1H-NMR spectrum of 2-cyano-4-nitrophenol (CNP). 
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Figure 3.8. 13C-NMR spectrum of 2-cyano-4-nitrophenol (CNP). 

 

The UV-Vis spectrum of NBI and CNP  

The CNP has absorbance maxima around 380 nm as shown in figure 3.9. 

 

Figure 3.9. UV-Vis spectra of NBI and CNP, showing λmax for CNP at 380 nm at 25 ᵒC. 
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The UV-Vis spectrum of CNP in GNR system 

To monitor the KE catalysis in the GNR system under a UV-Vis spectrophotometer, the 

characteristic peak of CNP was measured. Thus, obtained peak showed wavelength maxima at 

380 nm (Figure 3.10), and in further studies, the product formation was measured at the same 

wavelength in the GNR system. 

 

Figure 3.10. UV-Vis spectrum of CNP in the presence of GNR, showing λmax at 380 nm 

(baseline with GNR) at 25 ᵒC. 

 

 

Synthesis of the compound NBD-C8 (for analytical reference purposes) 

It has been synthesized as reported in the literature.21 100 mg of NBD-Cl (0.5 mmol), 180 μL 

of N, N-Diisopropylethylamine (1 mmol) 83 μL of n-octylamine was taken in a 25ml RB flask, 

and 10ml of methanol was added to it do dissolve all the materials. The reaction was stirred at 

room temperature for 15 h. The product was extracted using DCM-water, then purified using 

a DCM-hexane column and then dried under vacuum, and obtained a dark red solid. Yield:  

90%.  

1H NMR (400 MHz, CDCl3): δ 8.49 (d, J = 8.4 Hz, 1H), 6.47 (br-s, 1H), 6.19 (d, J = 8.8 Hz, 

1H), 3.52 (dt, J = 6.4, 6.0, 2H), 1.83 (tt, J = 7.2, 7.2 Hz, 2H), 1.25-1.4 (m, 10H), 0.89 (t, J = 6, 

3H). 13CNMR (100 MHz, DMSO-d6): δ 14.07, 22.61, 26.95, 28.51, 29.18, 29.71, 31.73, 44.09, 

98.57, 123.62, 136.69, 143.91, 144.07, 144.24. HRMS (ESI)): m/z calculated for C14H21N4O3 

(M+H)+: 293.1569, Found: 293.1604.  
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Figure 3.11. 1H-NMR spectrum of NBD-C8 adduct. 

 

 

 

Figure 3.12. 13C-NMR spectrum of NBD-C8 adduct. 
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Figure 3.13. HRMS spectrum of compound NBD-C8. 

 

3.3.2. Fabrication of carboxylate modified polystyrene beads-gold nanorods (PS-GNR) 

conjugate 

To form PS-GNR conjugate, carboxylate modified polystyrene beads having 2 μm mean 

particle diameter were procured from Sigma Aldrich and were used without further 

modifications.  To fabricate the PS-GNR complex, 25 µl/ml bead solution and 0.45 nM GNR 

solution were mixed and sonicated for 12 minutes. To confirm, thus formed conjugate was 

investigated using TEM, and obtained images are shown in Figure 3.14(A), and 3.14(B). 

Similarly, the PSamine-GNR complex was formed using amine-modified polystyrene beads 

(with 2 μm diameter). PSamine-GNR solution was then characterized using TEM as shown in 

Figure 3.14(C) and 3.14(D). The difference between the surface of PS-GNR and PSamine-GNR 

clearly shows the binding of GNR with carboxylate modified polystyrene beads to form PS-

GNR conjugate.  

3.3.4. Optical tracking and MSD analysis 

Sample preparation.  For preparing samples, 20 μl of PS-GNR conjugate solution was taken 

into a vial, later 100 μm NBI was added and then the total volume was made up to 60 μl using  
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Figure 3.14. TEM images of PS-GNR conjugate with scale bar (a) 500 nm, (b) 50 nm, and 

TEM images of PSamine-GNR solution (having amine-modified polystyrene beads (diameter = 

2 μm) + GNR solution) with scale bar (c) 500 nm (b) 200 nm, at 25 ᵒC. 

 

pH 8.0 phosphate buffer. While for control experiments, NBI was replaced with CNP and 

buffer, respectively. Thus, formed sample solutions were poured into a hybridization chamber 

(pasted on a glass slide) and sealed, a schematic representation of which is shown in Figure 

3.24. The motion of the PS-GNR conjugate was recorded between 30 seconds to 2 minutes of 

time intervals after the addition of NBI or CNP. The motion of these micron-sized particles 

was recorded at the height of 200-250 μm from the base of the hybridization chamber for 10 

seconds at a rate of 10 frames per second by using Zeiss axio observer 7 microscopes with 

100x objective and AxioCam 503 Mono 3 Megapixel camera. In all cases, at least 8 particles 

were recorded in each condition. Each recorded video was then analyzed using Tracker, a 

Video Analysis and Modeling Tool, which allowed the extraction of trajectories. Thus, 

extracted trajectories can be seen in Figure 3.24b. From these trajectories, MSD was calculated 
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by using a custom-made Python code and following equation (1) for two-dimensional analysis. 

(Figure 3.25) 

 

𝑴𝑺𝑫 (𝜟𝒕) = < ∑ (𝒙𝒊(𝒕 + ∆𝒕) −  𝒙𝒊 (𝒕))𝟐𝒏
𝒊 >                                           (3.1) 

 

Where, t is the time, xi(t) is the position of the particle in the coordinate i at time t, n = 2 is the 

dimensions of MSD analysis, and < .> denotes ensemble and time average.  The average MSD 

calculated as a function of the time interval for each case is shown in Figure 3.24. Interestingly, 

the mean MSD for PS-GNR conjugate with NBI is around 5 folds higher than with CNP or 

buffer. Furthermore, Linear MSD suggests Brownian motion among particles and can be 

understood from the equation 𝑴𝑺𝑫 (𝒕) = 𝒂𝒕𝜶, curve fitting to suggest α close to 1 which again 

corresponds to the Brownian motion of micro-particles. 47-48 Further, the diffusion coefficient 

was calculated by the slope of MSD curves using MSD = 4DΔt.47-48(Figure 3.24) 

3.4. Results and Discussion 
 

Firstly, we synthesized the KE substrate, 5-nitrobenzisoxazole (NBI), which was converted to 

2-cyano-4-nitrophenol (CNP) under catalytic conditions. Product formation kinetics were 

monitored at 380 nm (Figure 3.9).35 Initially, we have studied KE catalysis in the presence of 

both hydrophilic (solvents, salts, and buffers at different pH values) and hydrophobic (ranging 

from CTAB micelle to CTAB-capped gold nanoparticles (GNP), and gold nanorods (GNR)) 

environment. Generally, the presence of polar aprotic solvents, and basic salts, can increase 

catalytic efficiency by 2 to 4 orders of magnitude.36 The initial rate of KE catalysis was 

examined for an increase in the percentage of different solvents [(Dimethyl Sulfoxide (DMSO), 

Acetonitrile (ACN), Dioxane, Dimethylformamide (DMF) and Tetrahydrofuran (THF)] in 

phosphate buffer (5mM, pH 8) (Figure 3.15). The percentage of each solvent was varied from 

5% to 100%. The maximum rate was observed for DMSO (70%), ACN (40%), Dioxane (40%), 

DMF (80%), and THF (90%). Amongst them, maximum rates were observed for DMSO and 

DMF, with an enhancement of around 183-folds and 202-folds, respectively, in comparison 

with phosphate buffer. The effects of different salts, in 70% DMSO-H2O, on the rate of KE 

catalysis were also studied.  

 

 



Chapter 3 

 

104 

 

Table 3.1. Molar extinction coefficient (at λ = 380 nm) of the product CNP 

 

System Molar Extinction Coefficient (M-1cm-1)                  

(at 380 nm) 

Phosphate Buffer (pH 6.0) 16000 

Phosphate Buffer (pH 7.0) 16190 

Phosphate Buffer (pH 8.0) 16500 

70% DMSO + Phosphate Buffer (pH 8.0) 21390 

80% DMF + Phosphate Buffer (pH 8.0) 16779 

40% ACN + Phosphate Buffer (pH 8.0) 18579 

40% Dioxane + Phosphate Buffer (pH 8.0) 16876 

90% THF + Phosphate Buffer (pH 8.0) 14970 

 

 

 

Figure 3.15. Initial rate of KE catalysis ([NBI] = 100 µM) in presence of different solvents in 

Phosphate Buffer (5mM, pH 8) at 25 °C.   
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Figure 3.16. Initial rate of KE catalysis ([NBI] = 100 µM) in the presence of 15 mM 

concentration of different salts in 70% DMSO-water system at 25 °C. 

 

Highest rates were observed for Acetates (-OAc), thioacetate (AcS-), phosphates (H2PO4
2-, 

PO4
3-), and sulfate (SO4

2-), with an enhancement of around 175-, 25-, 625-, 60- and 40-folds, 

respectively, in comparison with the rate in absence of any salt (Figure 3.16). However, 

maximal activity was observed for 70% DMSO-H2O system and phosphates.  (Figure 3.16)). 

The molar extinction coefficients used for different systems are given in Table 3.1. At nearly 

neutral pH (6 to 8), the KE reaction remains almost ineffective in aqueous media mainly 

because of the non-polarity of the substrate, NBI (Figure 3.17). However, the introduction of 

cationic micelle and vesicles in aqueous media can enhance the activity by 2-3 orders of 

magnitude due to – (i) enhanced solubility of substrate in the hydrophobic domain, (ii) higher 

concentration of reactive anionic base near the stern layer of the cationic micellar or vesicular 

system, and (iii) more than the 2-fold lower dielectric constant of micellar stern layer compared 

to bulk water.38-39 In fact, we also observed a similar scenario in a simple CTAB micellar 

system. While checking out the maximal observed activity, we increased the CTAB 

concentration while keeping the NBI concentration fixed at 100 μM. Here, we have observed 

the maximal activity at 8 mM CTAB (Figure 3.18). At higher CTAB concentrations unreactive 

bromide ion increases and thereby lead to a rate decrease as they replace reactive phosphate 

ions. Therefore, in the presence of CTAB micelles maximally an almost ~ 200-fold enhanced 

activity was observed at 8 mM CTAB concentration (Figure 3.18)).  
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Figure 3.17. Amount of KE catalytic product formed as a function of time at pH 6.0 (10 mM 

Phosphate buffer), pH 7.0 (10 mM Phosphate buffer), and at pH 8.0 (5mM, 10 mM and 20 mM 

Phosphate buffer) at fixed [NBI] = 100 μM, at 25 ᵒC. 

 

 

Figure 3.18. Initial rate of KE catalysis as a function of CTAB concentration at fixed [NBI] = 

100 µM in phosphate buffer (pH = 8, 5 mM) at 25 ᵒC. 

 

Encouraged by the above-mentioned facts and observations, we decided to utilize GNP 

(hydrodynamic diameter, Dh = 25 ± 2 nm) and GNR with an aspect ratio of 2.5 ± 0.5 having a 

width of 6 ± 1 nm synthesized using reported protocols (Figure 3.2-3.4).40-41  Highest initial 

rate (Vi) in KE catalysis was observed with GNR by almost 50, 200, and 500 -fold in pH =6, 7, 

and 8, respectively while comparing with buffer only, at our experimental condition ([NBI] = 

100 µM, [GNR] = 0.15 nM ([Au] = 100 μM), [Phosphate] = 10 mM) (Figure 3.19a+b, 3.20). 

Additionally, the observed activity in GNR is ~2-fold higher than CTAB micellar system and  
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Figure 3.19. (a) Comparison of Vi (Nanoparticle)/Vi (buffer) at pH 6, 7, and 8 for GNP and 

GNR. Amount of KE catalytic product formed as a function of time in GNR system at (b) pH 

6 to 8, 10 mM phosphate buffer, and (c) 5, 10, and 20 mM of phosphate buffer at pH 8.  

Experimental condition: [GNP] = 0.14 nM ([Au] = 100 µM), [GNR] = 0.15 nM ([Au] = 100 

µM), buffer = phosphate, [NBI] = 100 µM, T = 25 °C. 

 

 

Figure 3.20. Product formation kinetics in absence and presence of GNR (0.15 nM, ([Au] = 

100 µM)), while adding (a) pH 6, 10 mM phosphate buffer, (b) pH 7, 10 mM phosphate buffer, 

(c) pH 8, 5 mM phosphate buffer, (d) pH 8, 10 mM phosphate buffer, and (e) pH 8, 20 mM 

phosphate buffer, after 3 minutes of additions of 100 µM NBI at 25 ᵒC. 

 

GNP. Also, the activity was increased with an increase in the concentration of phosphate buffer 

from 5 – 20 mM, pH 8 with GNR at our experimental conditions (Figure 3.19c). The observed  



Chapter 3 

 

108 

 

 

Figure 3.21. Change in A750 in the presence and absence of NBI at (a) pH 6, (b) pH 7, and (c) 

pH 8 with time. Change in hydrodynamic diameter in the absence and presence of NBI at (d) 

pH 6, (e) pH 7, and (f) pH 8 with time. (g) Zeta potential values of GNR system in the buffer 

from pH 6 to 8. (h) Change in zeta potential with time in the absence and presence of the 

reactant (NBI) and the product (CNP) at pH 8. TEM image of GNR (i) in water, (j) without 

NBI in pH 8, 10 mM phosphate buffer, (k) with NBI at pH 8, 10 mM phosphate buffer. The 

TEM samples were drop-casted in the TEM grid exactly after 2 minutes of the addition of 

buffer with or without NBI solution. Experimental condition: [GNR] = 0.15 nM ([Au] = 100 

µM), buffer = phosphate, [NBI] = 100 µM, T = 25 °C. 

 

higher activity in GNR is probably due to – (i) the presence of sharp edges which are known 

to show pronounced catalytic effects compared to isotropic ones,21 (ii) bilayer attachment of 

CTAB around the nanoparticle also provide added benefits as mentioned in preceding 

paragraph.42-44 Next, we performed time-dependent UV-Vis spectroscopic measurements to 

observe the change in the surface plasmon resonance pattern of GNR under catalytic 

conditions. For this purpose, we monitored absorbance at 750 nm (characteristic peak of GNR) 

during KE catalysis.45 For this, we firstly added GNR (0.15 nM, [Au] = 100 µM) and water 

mixture with and without NBI, then after 3 minutes phosphate buffer was added to the 

systemand observed an instant decrease in absorbance value (Figure 3.21a-c). At pH 7, a 

slightly higher decrease in absorbance value was observed than at pH 6 in both presence and 

absence of NBI. While at pH 8, a decrease of 0.035 and 0.01 units in absorbance was observed 
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in the presence and absence of NBI, respectively, after only one minute of addition of buffer at 

our experimental condition. This difference in A750 increased during catalytic activity, 

suggesting the clustering of GNR over time. Again, we have observed a continuous decrease 

in A750 with an increase in buffer concentration from 5 mM to 20 mM (Figure 3.22). While 

maximum deviation in A750 from the initial value was observed for pH 8, 20 mM phosphate 

buffer at our experimental condition.  Furthermore, we performed dynamic light scattering 

(DLS) experiments to find out the size of the particles present inside the system with respect 

to time. Here also, we observed an increase in the size of GNR in the presence of NBI with an 

increase in pH from 6 to 8. The observed z-average size of the GNR system, after one minute 

of buffer addition was 39 ± 2 nm, 43 ± 3 nm, and 48 ± 5 nm in the absence of NBI, which 

increased to 42 ± 4, 45 ± 5, and 65 ± 8 nm in presence of NBI at pH 6, pH 7, and pH 8 

respectively at our experimental condition (Figure 3.21d-f). The difference between the 

average size of the GNR system in absence and presence of NBI increased with time at all pH 

values, with a maximal difference at pH 8 as the catalytic rate is highest in this case. In addition 

to this, we further observed an increase in average size with an increase in the concentration of 

phosphate buffer from 5 mM to 20 mM (data not shown). This corroboration of UV-Vis 

spectroscopic data and DLS measurements suggests the interconnectivity of catalytic activity 

and aggregation kinetics. This enhancement in size and KE catalysis in the GNR system can 

be clarified via zeta potential measurements.46 Zeta potential of our reaction system ([GNR] = 

0.15 nM, [Au] = 100 µM) decreased from 51 ± 5 mV, 38 ± 1 mV, and 30 ± 3 mV, as we 

increased pH from 6, 7, and 8 respectively for 10 mM phosphate buffer (Figure 3.21g). The 

rate of decrease in zeta potential is significantly higher in the presence of NBI and during the 

period of catalytic conversion rather than in the product itself (Figure 3.21h). These outcomes 

made us postulate that the negatively charged transition state (TS) formed during KE catalysis 

resides on the nanorod surface and results in a decrease of GNR surface potential.  This 

decrease in zeta potential value continued as we increased the strength of pH 8, phosphate 

buffer from 5 mM to 20 mM (data not shown). In addition to this, TEM (transmission electron 

microscopy) images also suggested the formation of a higher degree of self-assembled GNR 

upon the addition of NBI (Figure 3.21i-k). We have also studied the reusability of GNR for KE 

catalysis. For this purpose, we added NBI in batches of 50 µM and looked at the changes in 

the size of the GNR system by using DLS measurements and product formation kinetics by 

using UV-Vis spectroscopy (Figure 3.23). The efficiency of KE catalysis in the repetitive cycle 

decreased after the addition of each batch, presumably because of the product inhibition effect. 

It suggests that the product also has affinity on the cationic GNR surface owing to its negative 
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charge along with the hydrophobic residue. Further, we did motion analysis by optical video 

recording and MSD (mean squared displacement) calculations to understand the catalytic effect 

in diffusion.47-48 For this, we have used a micro-sized replica of our system formed by using a 

carboxylate modified polystyrene bead (d = 2 µm)- GNR conjugate (PS-GNR) (Figure 3.14).  

 

 

Figure 3.22. Decrease in absorbance at 750 nm of GNR (0.15 nM, [Au] = 100 µM) in the 

presence and absence of NBI over time at pH 8 (a) 5 mM phosphate buffer, and (b) 20 mM 

phosphate buffer at 25°C. 

 

 

 

Figure 3.23. (a) Amount of product formation, and (b) Change in hydrodynamic diameter 

following four repetitive additions of NBI (50 µM) to a solution of GNR (0.15 nM, [Au] = 100 

μM) in the presence of 10 mM phosphate at pH 8, at 25 ᵒC. 
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Figure 3.24. (a) Schematic representation of hybridization chamber (containing eight units in 

one strip) containing PS-GNR solution with microscope setup. The movement of the PS-GNR 

conjugate was observed under the optical microscope at a resolution of 100× and a scan rate of 

10 frames/second. (b) The trajectory of PS-GNR conjugate in the absence and presence of NBI 

over 10 sec in the XY plane was observed under a microscope and analyzed using Tracker 

software. (b) Diffusion coefficient of PS-GNR conjugate in the absence and presence of NBI 

(100 µM) and the catalyzed product, CNP (100 µM) as obtained from the slope of the MSD 

curves using MSD = 4DΔt. CI = 95% with 8 PS-GNR conjugates from 4 sets of experiments.  

 

In addition to this, we have checked if the replica made by us (PS-GNR conjugate) is the correct 

representation of our GNR system. For this purpose, we monitored the product formation 

kinetics of the same sample which has been used for optical tracking and MSD calculation 

using a UV-Vis spectrophotometer. So obtained plots for KE catalysis in the presence of PS-

GNR conjugate and PS (polystyrene bead) only, can be seen in Figure 3.26, which suggests 

that PS-GNR conjugate has the same activity as that of GNR (can be compared with Figure 

3.19) while the beads individually do not show any catalysis. Encouragingly, we have observed 

significantly enhanced diffusion (~5-7 fold) of GNR-bead conjugated particles in the presence 

of NBI in comparison with CNP and only buffer (Figure 3.24c+d, 3.25). It is noteworthy that 

a micron-sized bead which initially remained catalytically inactive can enhance the diffusion 
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of the whole conjugate, just by its surface functionalization with active nanometer-sized GNR 

(can be seen in the video). We were able to visualize the formation of dimer/trimer of 

microbeads coated with GNR under catalytic conditions (Figure 3.27). We presume that faster 

diffusion under catalytic conditions can play an additional role in higher assembly under 

catalytic conditions as mentioned in earlier literature reports.44--47 

 

Figure 3.25. Plots showing the average of mean square displacement (MSD) of PS-GNR with 

100 μM NBI, and 100 μM CNP in buffer, and in water, as a function of time interval. The 

motion of at least 8 PS-GNR conjugates from 4 sets of experiments was analyzed and averaged.  

 

 

Figure 3.26.  KE catalyzed product formation of 100 μM NBI in the presence of carboxylate 

modified polystyrene bead-GNR conjugate (PS-GNR, represented by blue curve) 

(experimental condition = 334 µl PS-GNR solution + 100 μM NBI + 10 mM phosphate buffer, 

pH 8.0 at 25°C) and carboxylate modified polystyrene beads only (PS, represented by orange 

curve) (8.5 μl PS solution + 100 μM NBI  + 10 mM phosphate buffer, pH 8.0 at 25°C) (total 

volume = 1 ml, in cuvette). 
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Table 3.2:  Average diffusion coefficient of PS-GNR conjugate in the presence of buffer with 

NBI (100 µM), CNP (100 µM), and in water with NBI (100 µM), obtained for 8 conjugates for 

4 sets of experiments. Experimental Condition: [phosphate] = 10 mM, pH 8 at 25 °C. 

System 

 

Experiment 

No. 

Particle 

no. 

Diffusion 

Coefficient 

(*10-9 cm2s-1) 

Average diffusion 

coefficient 

(*10-9 cm2s-1) 

PS-GNR + NBI 

(in 10 mM phosphate 

buffer) 

 

1 
1 6.7 

5.7±0.7 

2 6.2 

2 
3 5.6 

4 5.8 

3 
5 4.5 

6 5.3 

4 
7 5.9 

8 5.5 

PS-GNR + CNP 

(in 10 mM phosphate 

buffer) 

 

 

1 
1 1.2 

1.1±0.2 

2 0.7 

2 
3 1.2 

4 0.8 

3 
5 1.3 

6 1.2 

4 
7 0.8 

8 1.1 

PS-GNR 

(in 10 mM phosphate 

buffer) 

1 
1 0.6 

0.5±0.1 

2 0.6 

2 
3 0.5 

4 0.5 

3 
5 0.5 

6 0.5 

4 
7 0.4 

8 0.5 

PS-GNR + NBI 

(in water) 

1 
1 0.4 

0.4±0.01 2 0.4 

2 3 0.4 
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Fig 3.27.  Microscopic image of PS-GNR conjugate in two different trials (a) before, (b) after 

2 minutes of 100 μM NBI addition. Scale bar = 20 μm. (Images were taken from 200-250 μm 

height from the base of the hybridization chamber), at 25 ᵒC.  

 

Figure 3.28. Emission spectra of NBD-C8 adduct in the presence of 10 mM phosphate buffer 

(λmax = 550 nm), and the presence of GNR (λmax = 535 nm), at 25 ᵒC.  

4 0.4 

3 
5 0.3 

6 0.5 

4 
7 0.5 

8 0.4 
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Figure 3.30. (a) Schematic representation of the aromatic nucleophilic substitution reaction to 

form a higher amount of fluorescent adduct (NBD-C8) [excitation/emission maxima = 480/550 

nm in buffer and 465/535 nm in GNR containing buffer] inside GNR cluster in the presence 

and absence of NBI. (b) NBD-C8 formation in the absence and after 10 minutes of addition 

reaction of NBI (100 µM) in GNR system at pH 6, pH 7, and pH 8. Experimental condition: 

[NBI] = 100 µM, [GNR] = 0.15 nM ([Au] = 100 μM), [Phosphate] = 10 mM, T = 25 °C. 

Fluorescent microscopic images of the reaction mixture in the presence of pH 8, 10 mM 

phosphate buffer, and (c) presence and (d) absence of NBI. 

 

Finally, we were curious to explore if this self-assembly of GNR during KE catalysis can lead 

to the emergence of additional functionality not directly related to the KE catalysis. We argue 

that the hydrophobic cavities formed during the assembly formation of gold nanorods can be 

utilized as a nanoreactor where hydrophobic reactants can be trapped and made to react.25-26 

To study this dual catalytic behavior of gold nanorods, we chose an aromatic nucleophilic 

substitution reaction between octyl amine and 4-Chloro-7-nitrobenzofurazan (NBD-chloride) 
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which form a fluorescent adduct (NBD-C8), where reaction can be monitored easily by 

fluorescence techniques (Figure 3.28, 3.29). This reaction does not proceed in an aqueous 

buffer system, however, in the presence of GNR substantial reactivity was observed as the 

hydrophobic bilayer zone of CTAB on its surface helped the solubilization of the substrates. 

Interestingly, the presence of NBI (100 μM) leads to more NBD-C8 formation where the 

clustering of GNR is more (Figure 3.30a+b). Fluorescence microscopic images also showed 

more and larger sized. fluorescent particles (NBD-C8 adduct formed inside GNRs or in the 

cavity of its aggregates) in the presence of NBI (Figure 3.30c+d). Interestingly, here also, we 

have observed an increase in adduct formation with an increase in pH from 6 to 8. (Figure 

3.32). Maximum NBD-C8 adduct formation was observed for pH 8 in the presence of NBI, 

which again corroborates previous results of GNR aggregation. The formation of NBD- C8 

adduct in the presence of KE catalysis was also confirmed using mass spectrometry. For this 

purpose, the reaction mixture containing [GNR] = 0.15 nM ([Au] = 100 μM), [NBI] = 100 μM, 

[octylamine] = 1 μM, and [NBD-Cl] = 1 μM at pH 8.0 was prepared. In order to remove any 

metal impurities, the reaction mixture was filtered using an AMICON membrane filter with a 

10 kDa cutoff. Thus, a filtered reaction mixture was observed using HRMS. The obtained 

spectrum confirmed the formation of the NBD-C8 adduct with a characteristic peak at 293.1569 

(Figure 3.31). 

 

 

Figure 3.31. HRMS spectrum of the reaction mixture, confirming the formation of NBD-

C8adduct. Experimental condition: [GNR] = 0.15 nM ([Au] = 100 μM), [NBI] = 100 μM, 

[octylamine] = 1 μM and [NBD-Cl] = 1 μM, [phosphate] = 10 mM at pH 8 and 25°C. 
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Figure 3.32. Amount of NBD-C8 adduct formation in GNR system, in the presence and 

absence of NBI (100 μM) system, monitored by fluorescence kinetics mode. Experimental 

condition: [GNR] = 0.15 nM ([Au] = 100 μM), [octylamine] = 1 μM, [NBD-Cl] = 1 μM, and 

[phosphate] = 10 mM, pH = 6.0, 7.0 and 8.0 at 25°C. 

3.5. Summary 

In summary, we have shown that synthetic catalysts can show enhanced assembly which is 

driven by the formation of transition state during catalytic conversion. In KE catalysis, an 

uncharged reactant leads to anionic TS and thereby product on the cationic nanocatalyst (GNR) 

surface leading to a decrease in surface potential which results in loss of dispersibility of the 

colloidal system inducing the aggregation phenomenon. Notably, here neither substrate nor 

product plays any direct interactive role toward aggregation. Additionally, we have 

demonstrated a catalytic phenomenon occurring at the surfactant bilayer of the nanoparticle 

surface can lead to cascading of other reactions, absolutely unrelated to the original catalytic 

reaction (KE). We believe apart from unraveling the fundamental behavior of catalysts; these 

results can also potentially lead to the emergence of more life-like complex and dynamic 

chemical systems with unique multi-dimensional functionality as it showed a completely 

different approach to generate the assembly of a catalytic system that gets fueled during 

catalytic processes enabling new possibilities for next-generation dynamic materials. 48-55 



Chapter 3 

 

118 

 

Overall, this study addresses the longstanding quest to understand the fundamental facts behind 

the dynamicity of catalytic processes. We report on the self-assembly of catalytically active 

gold nanorods, regulated by tuning their reactivity towards proton transfer reactions at different 

pH levels. Unlike substrate-induced templating and co-operativity, the enhanced aggregation 

rate is attributed to the alteration of catalytic surface charge only during reactivity. This 

research broadens our knowledge of catalytic behavior, introduces new insights into self-

assembly phenomena, and showcases the potential of these systems in catalysis and beyond. 
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4.1. Introduction 
 

The investigation of multivalent interactions and their impact on supramolecular processes has 

garnered considerable attention in both biological and synthetic systems.1-3 Over the past two 

decades, pioneering work has provided valuable insights into the role of weak and cooperative 

binding, which plays a crucial role in establishing strong and specific affinity between entities, 

particularly on surfaces.4-7 These interactions have found diverse applications in fields such as 

sensing, catalysis, and drug design. By harnessing these interactions, viral infections can be 

inhibited, and biochemical pathways can be manipulated to achieve desired cellular 

responses.8-10 Building blocks like peptides, proteins, carbohydrates, nucleotides, and self-

assembled monolayers, have been extensively studied in the context of multivalent 

interactions.11-19 They serve as essential components for understanding binding mechanisms, 

assembly processes, sensing capabilities, and catalytic functions. The ability to regulate and 

control these interactions has facilitated the development of time-regulated dynamic self-

assembled systems. In such systems, the interplay between multivalent chemical stimuli and 

building blocks can be precisely adjusted, allowing for simultaneous temporal control over 

associated functions.20-25 Despite the significant progress made in this field, there are still 

substantial gaps in our understanding of the spatial and temporal aspects of multivalent 

interactions and their influence on the motion, spatial distribution, and related functions of 

interacting species. These gaps present intriguing opportunities for further exploration and 

research. The recent study by Wilson et al. on the diffusiophoretic motion of anionic 

microbeads in response to gradients of divalent cations or anions is a step toward unraveling 

the complexities of multivalent interactions.26 Nevertheless, the investigation of how 

multivalent interactions, in conjunction with their in-situ modulation, govern the 

diffusiophoresis of surface-interactive colloids in both spatial and temporal dimensions remain 

largely unexplored.26-27 The work of Derjaguin, followed by that of Anderson et al., established 

the physicochemical origin of diffusiophoretic transport of colloids in the gradient of salts.28-35 

Past studies have been limited to common inorganic salts like NaCl, KCl, MgCl2, etc., featuring 

mainly halides, nitrates, sulfates, and carbonates of group-I and II metal ions of the periodic 

table.24-40 

Motivated by these gaps in knowledge, our study aims to investigate the role of multivalent 

interactions and their spatiotemporal control in governing diffusiophoresis, using biologically 

essential molecules as the driving force. By shifting the focus from common inorganic salts to 

gradients of nucleotides, such as adenosine mono/di/triphosphate (AMP/ADP/ATP), and their 
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mixtures, we seek to understand how these molecular gradients impact the phoretic drift of a 

fluorescent, cationic micron-sized bead.41 Notably, in cellular systems, diffusiophoretic 

transport of large molecules due to gradients of small molecules such as metabolites or ATP is 

ubiquitous and has recently gained attention.42-43 Additionally, we explore the catalytic 

activation behavior exhibited by nucleotides, analogous to the allosteric modulation observed 

in enzymes, and its influence on the overall phoretic drift of the bead under both catalytic and 

non-catalytic conditions.44-46 The findings from this study hold significant potential in 

advancing our understanding of multivalent interactions and their role in diffusiophoresis, as 

well as opening doors for the development of autonomous systems with spatiotemporal 

programming capabilities. By harnessing enzymatic in-situ downregulation of multivalent 

interactions, we aim to demonstrate the occurrence of colloidal phoretic leaps and showcase 

how particles can be precisely positioned and catalytic processes can be controlled in a 

programmable manner. 

4.2. Materials 
 

All commercially available reagents were used as received without any further purification. 

Cetyltrimethylammonium bromide, silver nitrate, sodium borohydride, ascorbic acid, 

malachite green, hydrochloric acid, calcium nitrate, and ammonium molybdate were procured 

from Sisco Research Laboratory (SRL), India. Gold (III) chloride trihydrate, adenosine 

triphosphate sodium salt (ATP), adenosine diphosphate (ADP) sodium salt, adenosine 

monophosphate (AMP) sodium salt, Potato Apyrase (PA), and carboxylate functionalized 

polystyrene beads were purchased from Sigma-Aldrich. Throughout the study, we have used 

milli-Q water. UV-Vis studies were performed using Varian Cary 60 (Agilent Technologies) 

spectrophotometer. The total reaction volume in the cuvette was fixed at 1 mL and a cuvette of 

path length 1 cm was used for the entire study. The fluorescence images of the microfluidic 

channel were collected using Zeiss Axis Observer 7 microscope with AxioCam 503 Mono 3 

Megapixel with ZEN 2 software. The Transmission Electron Microscopy images were taken 

using the JEOL JEM-F200 microscope. The Dynamic Light Scattering (DLS) and zeta 

potential data were recorded on Horiba Scientific Nano Particle Observer (SZ-100V2). The 2-

inlet-1-outlet microfluidic chip (1.7 cm length x 600 µm width x 100 µm height) was procured 

from Vena Delta. A demountable quartz cuvette having dimensions 40 × 10 × 0.05 mm3 (length 

× width × height) was procured from Lark Scientific.  
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4.3. Methods 

4.3.1. Synthesis and Characterization of gold nanorods (GNR) 

Gold nanorods were synthesized following a procedure described in the literature.41 Initially, a 

5 mL solution containing 0.1 M cetyltrimethylammonium bromide (CTAB) and 1 mM HAuCl4 

was prepared in milli-Q water, resulting in a golden-colored solution. To this solution, ascorbic 

acid was added, causing the solution to become colorless. Subsequently, AgNO3 was 

introduced with final concentrations of 2 mM for ascorbic acid and 0.15 mM for AgNO3. 

Finally, a fresh solution of 1 mM NaBH4 was prepared and 50 µL of this solution was added, 

leading to a violet coloration over time. The appearance of the violet color confirmed the 

successful formation of gold nanorods. To remove unbound CTAB and other impurities, GNR 

solution was first filtered before using further. For this purpose, a Sephadex G-25 filter was 

used. Before use, the column was first equilibrated with an ample amount of water. For initial 

confirmation, thus formed gold nanorods were characterized using UV-Vis spectrophotometer. 

The obtained spectrum showed a characteristic peak at 750 nm and 523 nm, which confirmed 

the formation of gold nanorods. 

 

Figure 4.1. UV spectrum of GNR in water. 

 

Figure 4.2. TEM image of GNR in water. Experimental condition: [GNR] = 150 pM in water 

at 25 °C. 



Chapter 4 

 

127 

 

4.3.2. Fabrication of Bead-GNR (CMB) conjugate 

To prepare the Bead-GNR (CMB) conjugate, carboxylate-modified polystyrene beads with a 

mean particle diameter of 1 μm were obtained from Sigma Aldrich and used as received 

without any additional modifications. For the fabrication of the Bead-GNR complex, 4 µL (0.1 

mg) of carboxylate-modified polystyrene beads (d = 1 µm) were dispersed in 896 µl of water, 

followed by the addition of 100 µL of gold nanorods at a concentration of approximately 150 

pM. The mixture was sonicated for 15 minutes to ensure proper mixing. To remove any 

unbound gold nanorods, the solution containing the Bead-GNR conjugate was centrifuged at 

6000 rpm for 3 minutes, allowing the conjugate to settle at the bottom. The settled conjugate 

was then collected and redispersed in water for further use. To confirm the formation of the 

conjugate, transmission electron microscopy (TEM) was employed for investigation. The zeta 

potential of the synthesized Bead-GNR conjugate, measured in water, was determined to be 

approximately 80 ± 5 mV. 

4.3.3. Activity of CMB over NBI 

NBI (5-nitrobenzisoxazole) and CNP (2-cyano nitrophenol) were synthesized by following 

previously reported protocols. 41 The activity of the above formed CMB complex was checked 

for NBI. For sample preparation, the above formed CMB complex was treated with NBI (100 

µM) in the presence of both nucleotides and a mixture of nucleotides (whenever mentioned).  

The amount of CNP (ε380 nm = 8000 M-1cm-1) formation was quantified by measuring 

absorbance at 380 nm over time using a UV-vis spectrophotometer. The 10 mM stock solution 

of NBI and CNP were prepared in acetonitrile (ACN), and dimethyl sulfoxide (DMSO), 

respectively.  

4.3.4. Stability of GNR in the presence of ATP 

To ensure the stability of the Bead-GNR conjugate in the presence of ATP, 1 mM ATP was 

added to a 1.5 ml vial containing CMB. This sample was centrifuged for 5 minutes at 6500 rpm 

so that all the beads settled at the bottom. UV-vis scan of the supernatant showed the absence 

of GNR (Figure 4.8). 

4.3.5. Microfluidic experiment and calculation of drift 
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For this purpose, we used a microfluidic experiment with a two-inlet and one-outlet channel 

with dimensions of 17 × 0.6 × 0.1 mm3 (length × width × height) and injected fluorescent CMB 

solution from one inlet and nucleotide (AMP (1 mM) or ATP (1 mM) or 𝜒ATP at 0.01, 0.1, 0.25, 

0.5, 0.75) from the other, each at a flow rate of 𝑄/2 = 0.16 ml/h, and observed the transverse 

drift of the CMB near the end of the channel (16 mm from the inlets merging) under a 

fluorescence microscope by scanning the zonal intensity (Figure 4.11a). The intensity was 

normalized with respect to its integral across the channel, which is a measure of the number of 

particles per area and is a conserved quantity at a steady state. The diffusiophoretic drift due to 

the presence of nucleotides was calculated by comparing the location where the normalized 

intensity is 0.1 (near the baseline) with that of the no-nucleotide condition i.e., only in the 

presence of milli-Q water. Similarly, during catalytic conditions, we passed the substrate, NBI 

(1 mM) with nucleotide AMP (1 mM) or ATP (1 mM) or 𝜒ATP at 0.25, 0.5, 0.75 from one 

channel, and the beads through the other (Figure 4.15a). We then measured the drift of CMB 

near the end of the channel (𝑥 = 1.6 cm) under a fluorescent microscope. 

4.3.6. Population dynamics study inside macroscale setup 

Our macroscale experimental setup is shown in Figure 4.16a. Here, we added a 50 µl of either 

ATP or AMP or AMP + NBI through one arm and filled the chamber having dimensions 40 × 

10 × 0.05 mm3 (length × width × height). The concentrations of nucleotides were maintained 

at 1 mM as in the microfluidic study. Next, we added 5 µl of the CMB (0.025 mg/ml bead, 5 

times more dilute than the concentration used in the microfluidic study) and followed the 

particle motion inside the chamber using the microscope. We followed the population dynamics 

at four zones, namely frames A, B, C, and D, each having length of 1.5 mm. Also, during the 

enzymatic reaction, the macroscale channel was filled with nucleotide solution with or without 

PA and NBI through one arm and CMB was added from another. And the population of CMB 

was monitored inside the channel using a fluorescence microscope.  

4.3.7. Enzymatic activity 

To estimate the amount of ATP cleaved during potato apyrase (PA) activity malachite green 

assay was used. 52 Firstly, phosphate calibration was made using this assay (Figure 4.3). Then, 

ATP (0 - 100 µM) was incubated with 100 nM PA along with 0.25 mM Ca2+, and the amount 

of phosphate formed was measured at different time points. After that, the initial activity rate 

for each set was plotted against ATP concentration and curve fitted into Michaelis–Menten 
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kinetics graph (Figure 4.4). Thus, obtained Vmax, km values were 0.15 s-1, 13.13 µM, 

respectively. 

 

Figure 4.3. Phosphate calibration curve using Malachite green assay. 

 

Figure 4.4. Initial activity measured for phosphate formation plotted against the amount of 

ATP. The Blue dotted line denotes Michaelis–Menten plot fitting. The obtained Vmax and Km 

values were 0.15 s-1, and 13.13 µM, respectively. 

4.4. Results and Discussion 

We prepared a catalytically active CMB according to the procedure described in the literature 

(details in the method section).41 The carboxylate-functionalized polystyrene beads had a 

hydrodynamic diameter (Dh) of 1 µm and a zeta potential of -90 ± 5 mV. Upon conjugation 

with cationic gold nanorods (GNR) (length: 23 ± 5 nm, width: 6 ± 1 nm, and ζ = 100 ± 10 mV), 

the overall zeta potential of the fluorescent CMB changed to +80 mV, indicating successful 

binding and reversal of the surface charge of the CMB (Figure 4.1, 4.2, 4.5b-c). Previous 

studies have demonstrated the catalytic efficiency of this type of CMB in facilitating the proton 

transfer reaction known as Kemp elimination (KE) in the presence of phosphate buffer.41,45  
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Figure 4.5. Characterization, nucleotide binding ability, and reactivity of the colloid. (a) 

Schematic representation of a carboxylate-functionalized polystyrene bead modified with gold 

nanorods (CMB) catalyzing the Kemp elimination reaction, (b) TEM image of CMB conjugate 

showing GNR-bound bead surface. (c) Zeta potential profile of CMB, only beads, and GNR in 

water at 25 °C. (d) Zeta potential of CMB in the presence of adenosine-based nucleotides (1 

mM). (e) The amount of Kemp elimination product (CNP) formed after the addition of different 

nucleotides (1 mM) as a function of time. (f) Initial rate of CNP formation in the presence of 

different fractions of ATP in a mixture of ATP and AMP.  

 

However, carboxylate beads without nanoparticles did not exhibit any activity (Figure 4.10). 

In a separate study, we showed that the KE catalysis over a cationic gold nanoparticle surface 

can be controlled by modulating its multivalent interaction with AMP, ADP, and ATP.45 Before 

quantifying the impact of adenosine-based nucleotides on the CMB's ability to catalyze KE, 

we first examined the binding ability of these nucleotides on the surface of the CMB. As 

expected, in the presence of nucleotides at a concentration of 1 mM, the zeta potential of the 

CMB decreased to 47 ± 8 mV, 39 ± 5 mV, and 9 ± 4 mV with AMP, ADP, and ATP, 

respectively, indicating surface binding (Figure 4.5d, 4.6). Across a range of concentrations 

between 0.01 and 10 mM of nucleotides, the difference in the zeta potential of CMB in the 

presence of ATP and AMP is highest at 1 mM concentration (Figure 4.7). At 10 mM ATP, we 

observed lower stability of CMB as the zeta potential reaches only 3 ± 2 mV.  Therefore, we 

used 1 mM concentration of nucleotides throughout, unless noted otherwise. Of all the 

nucleotides, ATP binds most strongly due to the simultaneous interaction of three phosphate 

groups with GNR placed on the CMB surface.13-14 The binding of ATP at a concentration of 1 

mM did not affect the stability of the CMB, as no detachment of the GNR from the bead was 
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Figure 4.6. Zeta potential of CMB in the presence of (a) ATP, (b) ADP, (c) AMP. Experimental 

condition: 0.1 mg/mL bead, [GNR] = 150 pM, [nucleotide] = 1 mM at 25 °C. 

 

 

Figure 4.7. Zeta potential measurement of CMB conjugate in presence of different nucleotide 

concentrations. Experimental condition: 0.1 mg/mL bead, [GNR] = 150 pM, [nucleotide] = 1 

mM at 25 °C. 
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observed (Figure 4.8). Subsequently, we evaluated the catalytic activity of the CMB in 

facilitating the KE reaction by monitoring the UV-scanning kinetics and tracking the change  

in absorbance of the product (2-cyano nitrophenol (CNP)) peak at 380 nm (Figure 4.9). In the 

absence of nucleotides, no activity was observed  (Figure 4.10). Interestingly, the addition of 

1 mM AMP to the system significantly enhanced the reaction rate by nearly 1000-fold (Figure 

4.5e). However, the presence of an equivalent amount of ADP resulted in only a modest 10-

fold increase in catalysis, while the addition of ATP did not improve the catalytic activity. We 

also investigated the catalysis in a mixed AMP/ATP system by varying the mole fraction of 

ATP from 0 to 1, while maintaining a total concentration of 1 mM (Figure 4.5f). The catalytic 

ability decreased significantly as the ATP content increased, and in the presence of 0.5 mM 

ATP and 0.5 mM AMP, almost no catalytic activity was observed. The pattern of catalytic 

activity in the presence of a mixed AMP/ATP nucleotide system was similar to what was 

previously observed with only cationic gold nanoparticles.45 These findings indicate that the 

phenomenon of binding and nucleotide-mediated modulation of KE catalysis persists on the 

cationic surface of the GNR, even when it is bound to an anionic micron-sized polymer bead. 

This demonstrates the robustness and versatility of the multivalent interaction-mediated 

catalytic system involving the CMB-GNR conjugate. 

 

 

Figure 4.8. UV-vis scan of supernatant of ATP containing CMB solution. Experimental 

condition: 0.1 mg/mL bead, [GNR] = 150 pM, [ATP] = 1 mM at 25 °C. 
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Figure 4.9.  Scan spectra of (a) NBI, and (b) CNP in water. 

 

 

Figure 4.10. Amount of CNP formation with carboxylate beads (a) without GNR and (b) with 

GNR in water. Experimental condition: 0.1 mg/mL carboxylate beads, [NBI] = 100 µM in 

water at 25 °C. 

After characterizing the charge-neutralizing properties and nucleotide distribution on the 

cationic surface, our investigation turned towards understanding how these multivalent binding 

interactions can modulate the diffusiophoresis of the CMB in a gradient of adenosine 

nucleotides. We approached this by examining two aspects: (i) the individual phoretic effect of 

nucleotides with different charges and (ii) the phoretic response in the presence of mixed 

nucleotides competing for binding with the CMB surface. For this purpose, we first used a 

microfluidic experiment with a two-inlet and one-outlet channel with dimensions of 17 × 0.6 

× 0.1 mm3 (length × width × height). We injected fluorescent CMB solution from one inlet and 

nucleotide (1 mM) from the other, each at a flow rate of 𝑸/𝟐 = 0.16 ml/h, and observed the 

transverse drift of the CMB near the end of the channel (16 mm from the inlets merging) under 

a fluorescence microscope by scanning the zonal intensity (Figure 4.11a). The intensity was 

normalized with respect to its integral across the channel, which is a measure of the number of 
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Figure 4.11. (a) Schematic image showing the setup of the 2-inlet-1-outlet microfluidic 

experiment, where CMB has been passed through one inlet and nucleotides from the other, and 

the fluorescence images were taken at the end of the channel at 𝐿 =1.6 cm apart. Flow speed 

= 0.32 ml/h.  (b) A representative image of the channel at the outlet showing accumulation of 

the fluorescent CMB towards the AMP side is more than ATP and control. (c) Experimentally 

obtained fluorescence intensity profile at the outlet, from top to bottom end of the channel. The 

fluorescence is due to the presence of CMB (channel width = 600 µm). (d) Particle 

concentration profiles at the downstream end of the channel exposed to 1mM AMP, ADP, and 

ATP were obtained from the model. Concentrations are normalized in such a way that the 

integral across the channel width is conserved relative to the inlet. Particles drift due to 

diffusiophoresis towards higher concentrations of nucleotide (whose concentration is indicated 

as a dashed curve). The magnitude of drift follows the ordering AMP>ADP>ATP, consistent 

with experiments. (e) The experimental and theoretical diffusiophoretic drift of CMB towards 

AMP, ADP, and ATP when the concentration of nucleotides is 1 mM. Phoretic drift was 

calculated at a normalized intensity of 0.1 (near the baseline) as denoted by the dotted line in 

Figure 4.11c. (f) Maps of particle concentration within the channel for AMP and ATP. The 

particle drift under exposure to ATP is negligible (g) Experimental diffusiophoretic drift of 

CMB towards a gradient of nucleotides (AMP and ATP individually and in the mixture). ATP 

is the mole fraction of ATP in a mixture of ATP and AMP i.e. [ATP]/([AMP]+[ATP]). In the 

case of 4.11e and 4.11g, phoretic drift was calculated at a normalized intensity of 0.1 (near the 

baseline) as denoted by the dotted line in Figure 4.11c. The error bar is the standard deviation 

of four independent sets of experiments. 
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particles per area and is a conserved quantity at a steady state. The diffusiophoretic drift due to 

the presence of nucleotides was calculated by comparing the location where the normalized 

intensity is 0.1 (near the baseline) with that of the no-nucleotide condition i.e., only in the 

presence of milli-Q water. Figure 4.11c shows the ratio of this drift to the channel width (width 

= 600 μm, constant across all experiments). Remarkably, we observed that particles exhibited 

drift towards the nucleotide in the cases of AMP and ADP, with drift values of 63 ± 4 µm and 

57 ± 3 µm, respectively. However, in the presence of an ATP gradient, we observed no 

significant drift, with a calculated value of only 13 ± 5 µm (Figure 4.11b-d, Table 4.1). 

 

Figure 4.12. Intensity profile of CMB across the microfluidic channel for 4 individual 

experiments in the presence of water. Experimental condition: 0.1 mg/mL beads, [GNR] = 150 

pM at 25 °C. 

 

Figure 4.13. Intensity profile of CMB across the microfluidic channel for 4 individual 

experiments in the presence of ATP. Experimental condition: 0.1 mg/mL beads, [GNR] = 150 

pM, [ATP] = 1 mM at 25 °C. The black dotted line serves as a guideline to the eye for 

comparison with the control (water case). 
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Table 4.1.  The diffusiophoretic drift of CMB inside a microfluidic chip while calculated at 

1.6 cm distance from an inlet in the presence of different nucleotides. The noted drift of CMB 

in the presence of nucleotide is after subtracting from water. Experimental condition: 0.1 

mg/mL bead, [GNR] = 150 pM, [nucleotide] = 1 mM in water at 25 °C. 

S. No. 
Sample 

 

Diffusiophoretic 

drift from 4 trials 

(y/w) 

Average ± 

S.D. 

(µm) 

1. Water 

0.006 

 
0.006 

0.005 

0.007 

2. 1 mM ATP 

0.027 

13.01 ± 5.18 
0.034 

0.034 

0.015 

3. 1 mM ADP 

0.107 

57.15 ± 3.54 
0.094 

0.105 

0.099 

4. 1 mM AMP 

0.102 

62.89 ± 4.82 
0.113 

0.120 

0.110 

 

To gain a deeper understanding of the observed drift in the experiments, we developed a model 

that describes the diffusiophoretic motion of particles in a co-flow geometry, mimicking the 

experimental setup. The model incorporates a height-averaged description of fluid flow and the 

transport of nucleotides and particles (Figure 4.11f). By comparing with experimental results, 

we determined that the positively charged particles indeed drift towards the nucleotide, 

consistent with the experimental observations. Furthermore, the model accurately captures the 

varying degrees of drift induced by different nucleotides, with AMP producing the highest 

drift, followed by ADP, and ATP resulting in a weak drift. The extent of drift is primarily 

controlled by the differences in ζ-potential among these nucleotides, while the ionic charge and 

diffusivities of the nucleotides play a secondary role. The model's predictions align well with 

the experimentally measured drift values for AMP, ADP, and ATP (Figure 4.11e). Importantly, 

the model parameters are directly extracted from experimental measurements without 

involving any fitting parameters. Additionally, we analyzed the contributions of chemiphoresis 
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and electrophoresis to the particle motion in each case (Table 4.2) based on well-established 

theoretical frameworks.28,34,35 

In practical systems, mixtures of nucleotides are often encountered. Considering the significant 

disparities in the ability of different nucleotides to drive phoretic drift, we investigated the 

phoretic drift in mixed nucleotide systems with varying molar compositions of AMP and ATP. 

Our aim was to evaluate the amount of ATP needed to counteract the diffusiophoretic motion 

induced by AMP. We introduced a fraction of ATP, 𝜒ATP = [ATP]/([ATP]+[AMP]), ranging 

from 0 to 1 (Figure 4.11g, Table 4.3). Interestingly, we observed a sharp decrease in drift after 

the addition of as little as 10 µM ATP (with 990 µM AMP; 𝜒ATP=0.01). At 𝜒ATP=0.25, the 

drift became almost negligible, reducing from 66 µm to 14 µm. These findings clearly 

demonstrate that even minute amounts of ATP can effectively mediate interactions on the 

cationic surface, with a 10% ATP fraction suppressing AMP-mediated drift by 50%. To further 

understand the effect of mixed ATP and AMP systems, we employed the same modeling 

framework as before, incorporating experimentally measured zeta potentials (Figure 4.14). 

This time, we tracked the transport of individual nucleotides and related their concentration 

gradients to the diffusiophoretic particle velocity, 𝒖𝑑𝑝, using a well-established theoretical 

framework for mixtures.31,35 Similar to the experimental results, the modeled drift decreased 

rapidly in the presence of a mixture, even with a small amount of ATP, and decreased further 

with increasing 𝜒ATP. The theoretical predictions for the drift aligned excellently with the 

experimental measurements across all mixture compositions (Figure 4.11g).  

 

Table 4.2. Calculated ambipolar diffusivities and diffusiophoretic mobilities, showing the 

relative contributions of electrophoresis and chemiophoresis to the mobility.  

 AMP ADP ATP 

𝜻 (mV) 47 40 9 

𝑫 (10-10 m2/s) 7.27 8.06 8.42 

𝚪𝒑 (10-10 m2/s) 5.67 4.06 0.656 

% Electrophoresis 66.7 69.2 89.5 

% Chemiphoresis 33.3 30.8 10.5 
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Table 4.3. The diffusiophoretic drift of CMB inside the microfluidic chip while calculated 1.6 

cm distant from the inlet in the presence of different ratios of ATP and AMP while keeping 

total nucleotide concentration constant. The noted drift of CMB in the presence of nucleotide 

is after subtracting from water. Experimental condition: 0.1 mg/mL bead, [GNR] = 150 pM in 

water at 25 °C. 

 

S. No. 

𝜒ATP 

([ATP]/([AMP]+[ATP]) 

 

Diffusiophoretic 

drift from 4 trials 

(y/w) 

Average ± S.D. 

(µm) 

1. 0 

0.102 

62.89 ± 4.82 
0.113 

0.120 

0.110 

2. 0.001 

0.082 

49.2 ± 3.43 
0.085 

0.090 

0.095 

3. 0.01 

0.064 

33.72 ± 2.05 
0.058 

0.061 

0.065 

4. 0.25 

0.037 

20.10 ± 1.50 
0.039 

0.039 

0.043 

5. 0.5 

0.031 

14.4 ± 3.46 
0.023 

0.029 

0.037 

6. 0.75 

0.033 

13.95 ± 2.1 
0.031 

0.025 

0.028 

7. 1 

0.027 

13.01 ± 5.18 
0.034 

0.034 

0.015 
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Figure 4.14. Zeta potential of CMB in a gradient of different compositions of AMP and ATP 

(total nucleotide concentration = 1 mM). Experimental condition: 0.1 mg/mL bead, [GNR] = 

150 pM, [nucleotide] = 1 mM at 25 °C. 

 

 

Figure 4.15. (a) Schematic representation of microfluidic setup while injecting Nucleotide with 

NBI from the top inlet and Bead-GNR from the bottom inlet. (b) The diffusiophoretic drift of 

Bead-GNR was obtained both experimentally and theoretically. Experimental condition: 0.1 

mg/mL beads, [GNR] = 150 pM, [ATP] = 0 – 1 mM, [AMP] = 0 – 1 mM, [NBI] = 0.1 mM at 

25 °C. 
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Table 4.4. The diffusiophoretic drift of CMB inside a microfluidic chip while calculated at 1.6 

cm distance from an inlet in the presence of different ratios of ATP and AMP during catalysis. 

The noted drift of CMB in the presence of nucleotide is after subtracting from water + NBI. 

Experimental condition: 0.1 mg/mL bead, [GNR] = 150 pM, [Nucleotide] =1 mM, [NBI] = 0.1 

mM in water at 25 °C. 

 

 

S. No. 

𝝌𝐀𝐓𝐏  

 

([ATP]/([AMP]+[ATP]) 

+ NBI 

Diffusiophoretic 

drift from 4 trials 

(y/w) 

Average ± S.D. 

(µm) 

1. 
Water + 

 NBI 

0.004 

 
0.005 

0.003 

0.004 

2. 0 

0.132 

76.35 ± 2.60 
0.137 

0.129 

0.127 

3. 0.25 

0.040 

22.05 ± 2.74 
0.046 

0.042 

0.035 

4. 0.5 

0.039 

16.05 ± 3.74 
0.031 

0.024 

0.029 

5. 0.75 

0.025 

15.15 ± 4.51 
0.021 

0.038 

0.032 

6. 1 

0.025 

15.15 ± 1.85 
0.032 

0.029 

0.031 
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In recent studies, it has been demonstrated that catalysts, whether enzymes or 

micro/nanoparticles, exhibit drift in the direction of a substrate gradient, with the extent of 

migration dependent on their catalytic activity and other factors such as the presence of a 

cofactor (48-49). The direction and magnitude of this drift are primarily governed by phoretic 

effects. Inspired by these findings, we explored the diffusiophoretic drift of the CMB in the 

microfluidic channel during proton transfer reactivity, specifically by introducing the substrate 

NBI with nucleotides as a gradient. To achieve this, we passed the NBI substrate with 

nucleotides (𝜒ATP= 0 to 1) through one channel while allowing the beads to flow through the 

other (Figure 4.15a), and we measured the resulting drift, similar to the previous experiment. 

As depicted in Figure 4.5(f), the CMB exhibited KE catalysis only in the presence of a large 

fraction of AMP, while remaining inactive in both ATP and AMP + ATP (0.5 mM each) 

systems. With the addition of NBI, we expected to observe an additional shift of the CMB 

towards the AMP + NBI side due to catalytic effects. Indeed, with AMP alone, the drift was  

measured at 63 ± 4 µm, and with AMP + NBI, it increased to 76 ± 3 µm (Figure 4.15b, Table 

4.4). However, in non-catalytic conditions (ATP and AMP + ATP systems with NBI), only 

minimal additional drift was observed. We hypothesize that the extra drift of the CMB is due 

to the slight increase in the zeta potential of the CMB during the catalysis of the uncharged 

NBI on its surface (in the presence of AMP).31-35 The calculated additional drift resulting from 

the presence of NBI in combination with a mixture of AMP or ATP closely matched the 

experimental observations (Figure 4.15b). This further supports our hypothesis, indicating that 

the effect of catalysis on the extent and direction of colloidal drift is primarily determined by 

its influence on the substrate polarity and, consequently, the overall colloidal charge.  

 
 

Figure 4.16. Migration of CMB inside Macroscopic chamber in milli-Q only. Experimental 

condition: 0.025 mg/mL bead, [GNR] = 37.5 pM at 25 °C. The X-axis of each image is 1.5 

mm. 
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Figure 4.17. Macroscale manifestation of diffusiophoretic drift in a gradient of nucleotides. (a) 

Schematic representation of the experimental setup. 50 µl of nucleotide solution with and 

without NBI solution was added from one end of the channel and 5 µl CMB solution was added 

from another end. (b) Additional distance covered by CMB when the channel was filled with 

ATP or AMP (1 mM) with and without NBI solution with respect to only water after 5 min. 

Fluorescence images of channels in different frames when (c) ATP, (d) AMP, (e) AMP + NBI 

solution was added. The scale bar of each image is 200 µm. 

 

Spatial cues play a crucial role in natural systems, where signaling gradients like the 

extracellular matrix contribute to processes such as bone and cartilage development. These 

cues have also been harnessed in synthetic systems to investigate reaction-diffusion kinetics, 

spatially segregated chemistry, and morphogenesis. Building upon this knowledge, we sought 

to explore the potential of nucleotide gradients in driving diffusiophoretic motion on a 

macroscale, without the need for continuous flow. Our experimental setup at the macroscale, 
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as depicted in Figure 4.17a, allowed us to investigate the dynamics of colloidal microbeads 

(CMB) in response to nucleotide gradients. We introduced nucleotides with or without NBI 

(Nucleotide-Binding Indicator) through one arm of the setup, while CMB solution was 

introduced through the other arm. We then tracked the population dynamics at four distinct 

zones within the chamber, namely frames A, B, C, and D, each spanning a length of 1.5 mm 

(refer to the method section for detailed information). 

To isolate the phoretic effects resulting from nucleotide gradients, we conducted a control 

experiment using only milli-Q water. This allowed us to observe the natural motion behavior 

of the CMB inside the chamber, driven by particle diffusion, gravity, and inertial effects (Figure 

4.16). Subsequently, we performed experiments in the presence of nucleotides to investigate 

the influence of nucleotide gradients on particle motion. Notably, we observed that the CMB 

traveled a greater distance in the presence of nucleotides, specifically moving against the 

nucleotide gradient (up the gradient) as depicted in Figure 4.17. Moreover, the drift exhibited 

a more pronounced effect with AMP compared to ATP. Intriguingly, the combination of NBI 

and AMP resulted in an additional 10% migration against the gradient compared to using AMP 

alone (Figure 4.17).  

In all cases, our measurements were conducted for a duration of up to 5 minutes, as beyond 

that timeframe, we observed particles settling at the bottom of the glass channel. This settling 

behavior can be attributed, at least in part, to the interactivity between the cationic beads and 

the anionic glass surface (Figure 4.18). Despite this limitation, we consistently observed similar 

trends in phoretic drift within this macroscale setup compared to our microfluidic experiments. 

One particularly intriguing finding is that we achieved a nearly 0.5 mm difference in the 

diffusiophoretic drift of the CMB in the macroscale setup, which is almost one order of 

magnitude greater than what was observed in the microfluidic flow setup, by utilizing AMP 

instead of ATP (Figure 4.17b). This substantial difference highlights the significant impact of 

nucleotide choice on the magnitude of the phoretic drift at the macroscale. 

We have previously demonstrated, both experimentally and theoretically, that multivalent 

interactions with ATP significantly alter diffusiophoretic motion in ATP/AMP mixtures 

(Figures 4.11g). Building on this finding, we now aim to investigate the in situ degradation of 

this multivalent interactivity and its implications for the temporal modulation of phoresis and 

zone-specific population dynamics of the CMB. To achieve in situ downregulation of 

multivalent interactivity, we utilize the potato apyrase enzyme (PA), which cleaves ATP into 

AMP + 2 Pi. It is worth noting that this approach has been employed in recent studies to create  
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Figure 4.21. Migration of CMB inside macroscopic channel while varying concentrations of 

ATP, AMP, and Pi while keeping total concentration constant, that is, 10 µM. Experimental 

condition: 0.025 mg/mL bead, [GNR] = 37.5 pM, [Nucleotide] = 10 µM, [Pi] = 2 x [AMP], 

[Ca2+] = 0.25 mM at 25 °C. 
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Figure 4.19. Zeta potential of CMB in gradient of different compositions of AMP + 2 Pi and 

ATP (total nucleotide concentration = 10 µM). Experimental condition: 0.025 mg/mL bead, 

[GNR] = 37.5 pM, [Ca2+] = 0.25 mM at 25 °C. 

 

transient and dynamic self-assembled systems with applications ranging from programmed 

reactors to switchable catalysts.20,55 However, the influence of this effect on modulating 

complex non-equilibrium phoretic processes has not been explored before. Uncovering this 

behavior across different length scales offers intriguing opportunities for controlling transport 

and spatiotemporal localization dynamics in diffusion-driven systems. For our experiments, we 

utilized the macroscale setup described earlier (schematically shown in Figure 4.17). In this 

case, we used a concentration of only 10 μM ATP since complete hydrolysis of ATP occurs 

within 5 minutes at a PA concentration of 100 nM (refer to method section) for enzyme 

kinetics, kcat, and Km values, Figure 4.3, 4.4). At any given time, the hydrolysis reaction 

produces a solution containing 10 𝜒ATP μM ATP + 10 (1 -𝜒ATP ) μM AMP + 20 (1-𝜒ATP) μM 

Pi, where the fraction of ATP, 𝜒ATP, defined as 𝜒ATP = [ATP]/([ATP]+[AMP]), continually 

decreases over time. Before directly measuring the temporal dynamics of CMB due to ATP 

hydrolyzed by PA, we conducted steady-state control experiments (without the enzyme) to 

replicate the chemical composition of the solution that would be present during the reaction.  

This approach facilitates a clearer understanding of the spatiotemporal dynamics observed in 

the reaction conditions with PA. In our control experiments, we employed compositions of 

ATP + AMP + Pi as described earlier (without PA) with ATP fractions, χATP, ranging from 

0.1 to 0.9. As observed in previous experiments with mixtures, we noted significant differences 

in the ζ-potential of the CMB with 10 μM ATP (𝜒ATP = 1; ζ = 30 ± 3 mV) compared to 10 μM 

AMP + 20 μM Pi (𝜒ATP = 1; ζ = 50 ± 2 mV) (Figure 4.19). The additional drift of the CMB 

(compared to milliQ water alone) observed at χATP values of 0 and 1 was 3 ± 0.5 and 1.2 ± 

0.3 mm, respectively (Figure 4.20). Interestingly, this drift remained roughly constant as the 
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𝜒ATP value was decreased from 1 to 0.4, and a sudden increase in drift was observed when 

𝜒ATP dropped below 0.3 (Figure 4.20). This experiment highlights the role of multivalent 

binding in driving diffusiophoretic effects, as the number of phosphate units (covalently linked 

for ATP or free phosphate in the case of AMP + 2Pi) remains constant in all cases. 

Subsequently, we investigated how the sensitivity of phoresis to the ATP fraction could be 

utilized to modulate the spatiotemporal dynamics of CMB by dynamically changing the 

interaction valency through enzymatic hydrolysis of ATP. To accomplish this, we filled the 

chamber with ATP (0.01 mM) and PA (150-200 nM), followed by the addition of CMB 

solution from one arm (Figure 4.22). The population of particles in frame C was monitored 

over time since, in the absence of PA, no particles were present in that frame throughout the 

experimental duration, while it became densely populated in the presence of AMP + 2Pi. 

Remarkably, with 150 nM PA, frame C started to exhibit particle presence after just 1 minute 

(Figure 4.22b). By using 200 nM PA instead, we observed an increase in the density of CMB 

particles in frame C after 1 minute (data not shown), confirming the role of ATP hydrolysis in 

controlling particle motion. Furthermore, we measured the diffusiophoretic velocity in the 

same experiment by tracking particle motion in frame A. In the presence of ATP without PA, 

the drift velocity was approximately 15 ± 3 μm/s during the recording period (Figure 4.22).  

 
 

Figure 4.20. Additional CMB drift in reference to water in the presence of different ratios of 

ATP and AMP + 2Pi while keeping total nucleotide concentration constant, that is, 10 µM. 

Experimental condition: 0.025 mg/mL bead, [GNR] = 37.5 pM, [Nucleotide] = 10 µM, [Pi] = 

2 x [AMP], [Ca2+] = 0.25 mM at 25 °C. 
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Figure 4.22. Spatiotemporal evolution of colloidal population dynamics during enzymatic 

hydrolysis of ATP. (a) Schematic representation of the experimental setup. ATP-containing 

potato apyrase was filled inside the channel and CMB solution was added from another end. 

(b) Temporal evolution of migration of CMB in frame C with time when ATP or AMP + 2Pi 

or ATP + PA (150 nM, ATP hydrolysis condition) was added inside the channel. (c) The 

phoretic velocity of CMB was measured in frame A during ATP hydrolysis at different PA 

concentrations. The calculation was performed from the recorded videos. Experimental 
condition: 0.025 mg/mL bead, [GNR] = 37.5 pM, [ATP] =10 µM, [PA] = 150 nM, [Ca(NO3)2] 

= 0.25 mM at 25 °C. 

 

Interestingly, in the presence of PA, the velocity initially resembled the ATP-only case and 

then rapidly increased (i.e., "leaped") to over 40 μm/s after some time, maintaining a constant 

velocity for the remainder of the experiment. For instance, in the presence of 200 nM PA, the 

drift velocity of CMB increased to 45 μm/s from an initial velocity of 17 μm/s within a span of 

only 40 seconds (Figure 4.22c). A similar trend was observed for 150 nM, where the phoretic 

jump took approximately 85 to reach the maximum velocity (Figure 4.22c). Based on our 

kinetic parameters, the sudden leap in phoretic velocity was found to occur after the 

dissociation of approximately 70% of ATP. These observations demonstrated that (i) a phoretic 

leap of colloids can be achieved by downregulating the multivalent interactivity with external 

counterparts and (ii) by adjusting the drift velocity, the population density of colloid particles 

at a specific frame and time interval can be modulated. Controlling the position of a catalyst 

both spatially and temporally is not only important for industrial applications involving 

integrated catalysis with synchronized or tandem reactions but also for generating non-
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equilibrium chemical reaction networks.50 Previously, such systems have been reported using 

immobilized or confined catalysts on solid or gel matrices. In this study, we demonstrated that 

phoresis can be employed to control the position of a catalyst and, consequently, the 

spatiotemporal catalytic activity. The experimental setup was designed as depicted in Figure 

4.23a, b, analogous to the system discussed in the previous section. We monitored the activity 

in Zone 1 and Zone 2 using a plate reader. Zone 1 was chosen in a manner that facilitated rapid 

 

 

Figure 4.23. Spatiotemporal control over the catalytic process by tuning the phoresis of 

CMB. (a) Schematic representation of macroscopic channel while filling channel with ATP, 

PA, and NBI from one arm and adding Bead-GNR(CMB) solution from another arm so that 

both ATP to AMP conversion and NBI to CNP conversion occur simultaneously. The dotted 

rectangle marks the area of experimental observation where absorbance is recorded in Zone 1 

and Zone 2. (b) Schematic for top view of the area of interest showing phoresis and conversion 

of both ATP and NBI inside channel over time. The distances between Zone 1 and the armhole, 

and Zone 1 and Zone 2 are 1.5 mm, and 5 mm, respectively. The diameter of each zone is 4 

mm. In zone 2, product CNP traveled solely by diffusion effect and the product accumulation 

rate is given in Figure 4.25. (c) Microscopic images of CMB in the presence of different 

conditions are 1.5 mm distant from the armhole. Scale bar = 200 µm. (d) The amount of CNP 

formed in the presence of ATP (no catalysis) only, AMP only (catalysis), ATP + PA (enzymatic 

conversion and phoresis), and AMP + NaCl (catalysis but no phoresis) in zone 1. Experimental 

condition: [AMP] = 0.1 mM, [ATP] = 0.1 mM, [NaCl] = 0.1 mM, [PA] = 500 nM, [Ca(NO3)2] 

= 0.25 mM at 25 °C. 
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travel of CMB in the presence of AMP (which activates NBI to CNP conversion).  To confirm 

that the reactivity in Zone 1 was solely due to diffusiophoretic effects, we utilized a mixture of 

AMP + NaCl to inhibit the phoresis of CMB. NaCl was selected as it is a β-negative salt that 

does not impede the reactivity (Figure 4.24). As expected, we observed the absence of particles 

in Zone 1 even after 5 minutes in the presence of AMP + NaCl. Notably, product formation in 

Zone 1 commenced after 30 seconds of mixing in the case of AMP alone, whereas with AMP 

+ NaCl, it started after 4 minutes, highlighting the role of diffusiophoresis. Since ATP inhibits 

the reaction, enzymatically hydrolyzing ATP can generate AMP + 2Pi, activating both the 

reaction and phoresis. In this context, we observed an enhancement in product concentration 

in Zone 1 in the presence of 500 nM PA, starting around 1.5 minutes, whereas in the mixture 

of ATP + PA + NaCl, product formation occurred after approximately 4 minutes (Figure 4.23d, 

4.25). Overall, we demonstrated that both phoresis and phoretic leap can be exploited to finely 

tune catalytic processes in a spatiotemporal manner. 

 
Figure 4.24. Amount of CNP formation with AMP, and AMP + NaCl. Experimental condition: 

0.025 mg/mL bead, [GNR] = 37.5 pM, [AMP] = 100 µM, [NaCl] = 100 µM, [NBI] =1 mM at 

25 °C. 

Figure 4.25. The amount of CNP traveled to Zone 2 of the macroscale channel solely due to 

diffusion with only nucleotide (ATP and AMP), and during enzymatic action (ATP to AMP 

conversion by PA).  
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4.5. Summary  

In our comprehensive investigation, we have delved into the fascinating interplay between 

multivalent chemical fuel-driven interactions, catalytic microbeads, and adenosine nucleotides. 

Through a combination of theoretical modeling and meticulous experimentation, we have not 

only explored the intricate dynamics of diffusiophoretic drift but also shed light on the 

profound impact of nucleotide-mediated catalytic processes on colloidal behavior and the 

spatiotemporal organization of particles. By unraveling the complex interplay between 

catalytic microbeads and adenosine nucleotides, we have observed remarkable phenomena that 

shape colloidal transport and functionality. One notable phenomenon is the colloidal phoretic 

leap, a remarkable occurrence that manifests during the in situ downregulation of multivalent 

interactions. Importantly, we have found that the timing of these phoretic leaps can be precisely 

regulated by manipulating the enzymatic hydrolysis of ATP. This intriguing observation opens 

up new avenues for controlling and manipulating colloidal motion with exquisite precision. 

Moreover, our research has unveiled the potential for leveraging colloidal transport to exert 

spatiotemporal control over catalytic processes. By modulating the transport properties of 

colloidal particles, we can regulate the spatial and temporal distribution of catalytic activity. 

This breakthrough finding holds significant promise for the development of synthetic systems 

capable of generating spatiotemporally controlled micron-sized colloidal patterns.56 Through 

fine-tuning multivalent interactions with small molecules, we can program the delivery of 

colloids for specific chemical processes, such as catalysis or controlled release of drugs and 

chemicals. This programmable control over colloidal motion provides a powerful tool for 

designing synthetic systems that emulate the defining properties of living matter. In summary, 

our study opens up exciting prospects for the creation of synthetic spatiotemporally controlled 

complex integrative catalytic systems.50-56 These systems, inspired by chemical gradient-

sensing driven signaling mechanisms observed in living organisms, exhibit motility behavior 

and offer potential applications in a wide range of fields. From designing advanced catalytic 

processes with synchronized or tandem reactions to developing non-equilibrium chemical 

reaction networking systems, the possibilities are vast.  
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5.1. Introduction 

Systems chemistry offers a unique opportunity to unravel the intricate mechanisms underlying 

emergent properties resulting from the complex interactions among multiple entities.1-2 By 

understanding and formulating these emergent properties, we can gain valuable insights into 

the chemical origins and evolutionary processes of species from the ground up.3-5 Furthermore, 

exploring how different interacting and inter-converting species alter their compositions in a 

spatiotemporal manner holds tremendous potential. Multivalent interactions between 

molecules play a crucial role in various biological processes, such as lectin-carbohydrate 

binding, cell surface adhesion, and host-pathogen interactions.6-7 These interactions also 

regulate dynamic self-assembly processes within living systems, such as microtubule dynamics 

and the growth and contraction of actin filaments.8-11 The use of chemical fuels, such as 

guanosine triphosphate (GTP) and adenosine triphosphate (ATP), further controls the 

assembly-disassembly processes of microtubules and actin filaments, respectively. It is 

important to note that the non-covalent binding interaction between the chemical fuel and 

associated building blocks is paramount in driving these processes, transcending the inherent 

rate of association of the building blocks themselves.12 In recent years, supramolecular 

chemists have been captivated by the idea of designing transient synthetic systems driven by 

chemical fuels, as opposed to thermodynamically stable systems.13-23 These transient systems 

offer distinct advantages, including programmability and renewability. The ability to pre-

program and regenerate these fuel-responsive materials opens up possibilities in sustained and 

programmed drug delivery vehicles, as well as in the design of complex reaction networks that 

mimic advanced materials with life-like properties. 

To create adaptable and controllable materials, utilizing chemical fuels with multivalent 

properties has emerged as an attractive approach.24-26 Notably, researchers have successfully 

employed the multivalent property of ATP as a chemical fuel to drive the formation of vesicles 

and pulsating polymer micelles. By introducing enzymes, such as potato apyrase, the system 

achieves transiency, leading to the formation of ATP-driven vesicular assemblies and 

functional nanoreactors.24 This principle has also been extended to the transient assembly of 

nanoparticles and the generation of cooperative but self-destructive catalytic systems.27-33 

Despite the progress made, the complexity and dynamic properties of these transiently 

assembled functional systems still fall short of those found in natural systems.38-41 Therefore, 

a detailed understanding of how compositions of each assembled species in multivalent fuel-

driven multi-step assemblies change over time, along with the overall strength of dissipation, 
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is essential. By investigating the kinetic parameters involved in the complex 

assembly/disassembly processes, we can further explore the full potential of fuel-responsive, 

transient self-assembly. To achieve this, our study at hand utilizes Python programming to 

quantitatively and qualitatively analyze the kinetic aspects of multistep assembly formation 

and examine how the dissipative strength modulates the intermediate compositions of each 

element within these assemblies. 

5.2. Methods and Principle 

To study the mechanism and kinetics of multistep assembly formation in transient conditions 

computational methods were employed. Firstly, a reaction system was devised and for that 

system, a set of chemical equations were formed and rate expressions were written according 

to the mass-action kinetics which gave us the rate of change of concentration of the species 

involved in the reaction system. Thus, formed ordinary differential equations (ODEs) were 

solved using Python programming. To solve ODEs, the odeint function from the “Python 3” 

directory was used and for plotting the concentration versus time graph for each component of 

the system, the matplotlib library function was used. We have employed a similar method to 

understand the role of the number of valent sites in fuel during assembly formation. As the 

previous reports suggest, the binding efficiency of a ligand depends on the number of valent 

sites available for interaction with the monomer.47-49 To understand the role of the stabilizing 

ligand (fuel) and the number of binding sites in stabilizing ligand during transient assembly 

formation, we have made the following assumptions: 

 

Assembling and disassembling principle 

All the assemblies formed throughout the present work are supposed to form only with 

monomer association or dissociation in a sequential manner.42 The association and dissociation 

rate constants are assumed to be the same throughout the aggregation. The association and 

dissociation reactions among the reaction components are assumed to have elementary order 

(to study kinetics). However, in some cases, we have also shown the effect in the case of overall 

second order i.e. first order with respect to both monomer and fuel. As the number of valent 

sites in fuel is decreased by one, the related kinetic constant is assumed to be reduced by 10-

fold and vice-versa. The fuel being used in the system can be cleaved using an enzyme, E. 

When enzyme, E cleaves the multivalent fuel it forms a byproduct (P) which does not have any 

effect on the assembly of monomers and therefore towards assembly formation. 
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5.2.1. Classification of systems  

Systems of our interest had a pool of all the components like monomers or surfactants (S), fuels 

i.e. stabilizing ligands [(trivalent (T), divalent (D), monovalent (M)] and Enzyme (E). Various 

types of systems were designed using different fuels (T, D, and M), S, and E. According to the 

number of valent sites or the number of interaction-prone sites, the fuels had been classified 

into three types: 1. Trivalent fuel (T, having three binding sites), 2. Divalent fuel (D, having 

two binding sites), 3. Monovalent fuel (M, fuel with only one binding site).  

 

 

Figure 5.1. Graphical representation of monomer (S), fuels (M, D, and T), and enzyme (E) 

5.2.2. Self-driven assembly (system without fuel) 

This type of system had only S and the assembly was formed with the addition of one unit S to 

the former assembly. Using the above-mentioned assembling principle, the assembled states 

were such that A2, A3, A4,...An, where n is the number of S units used to form a particular 

assembly. 

 

 

Figure 5.2. Graphical representation of assemblies for the system when there is no fuel 

involved. 

5.2.3. Fuel-driven assembly  

Here, the assemblies formed were driven by fuel (T, D, M). Based on the type of fuel (T or D 

or M) employed, the assemblies formed were classified into the following three types: 
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5.2.3.1. Monovalent fuel-mediated assembly 

Assemblies formed with monovalent fuel got their stability from M and the assemblies formed 

were denoted as AM, A2M2, A3M3,……………..AnMm, where n suggests the number of M 

used to form a particular assembly and m is the number of fuel molecules involved to stabilize 

the system. Here, as various formed assemblies suggested that the number of S and M would 

be the same in each case, i.e., n = m. 

 

Figure 5.3. Graphical representation of assemblies when monovalent fuel (M) is present. 

5.2.3.2. Divalent fuel-mediated assembly 

As the name suggests, a divalent fuel (D) have two valent sites where S can bind to form A2D, 

that is, two S molecules are employed with one D to form a divalent fuel-mediated assembly. 

Assemblies involved with A and D were denoted as A2D, A4D2, A6D3, …………AnDm, where 

n is the number of S molecules and m be the number of D molecules involved in a particular 

assembly. In the case of D, the number of D molecules would be half of the number of S 

molecules in a specific assembly, which means the numerical value of m to be the half of n, 

i.e., m = n/2. 

 

Figure 5.4. Graphical representation of assemblies when a divalent fuel (D) is present in the 

system. 

5.2.3.3. Trivalent fuel-mediated assembly 

In this case, the trivalent fuel (T) was used to form an assembly. Here, as the number of valent 

sites is three in T, so it can stabilize a system of three S molecules with a single fuel molecule. 
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The assemblies formed here are such that A3T, A6T2, A9T3,………..AnTm, where n is the 

number of  S molecules and m is the number of T molecules. In the case of T, the number of 

T molecules will be one-third of the number of S molecules incorporated in a particular 

assembly, i.e., m = n/3. 

 

Figure 5.5. Graphical representation of assemblies formed when a trivalent fuel (T) is present 

in the system. 

5.2.4. Incorporation of enzyme E 

Once done with the above-mentioned systems, the enzyme was introduced into the systems 

involving fuels. In accordance with section 1, E was used to cleave the fuel, T. But as our 

assemblies with T were as AnTm, (here m= n/3) which meant that E could cleave assembly 

(AnTm) as well, to give the relative number of S (as by-product P does not provide any 

additional stability to form the assembly of S). In this section, the action of the enzyme is 

described on fuel (T only) and on trivalent-fuel mediated assembly (AnTm only).  

5.2.4.1. Trivalent fuel (T) with E 

T has been considered as the substrate of E. So, E can cleave the T to the by-product, P 

irreversibly.  

5.2.4.2. T mediated assembly in the presence of E 

As we have previously mentioned that the E can also react with the A3T in a similar manner as 

T. In this case, A3T will give an A3 assembly (three S molecules) with P in the presence of an 

enzyme, E.  



Chapter 5 

 

162 

 

 

Scheme 5.1. Reaction schemes for enzymatic action on fuel, T, and A3T assembly 

5.2.5. Mechanistic study of single-step assembly formation 

In this section, the mechanism of formation of certain assemblies is studied, which involves 

the formation of both single steps as well as multistep assemblies. Python modeling is 

employed to measure the rate of change of compositions of participants. The assemblies 

involved here are classified based on the presence and absence of enzymes.  

5.2.5.1. A3T assembly 

A3T assembly being the smallest assembly in the presence of T is studied in both the presence 

and absence of enzyme. The composition of various constituents is determined following the 

mass-action kinetics. In this part of the work, we are concerned about assembly formed only 

up to A3T formation, ignoring, what will happen next. 

5.2.5.2. A3T formation in the absence of E 

To study the kinetics of A3T assembly in the absence of an enzyme, the system mentioned in 

section 5.2.3.3 is considered, as this reaction has S units and T units. For this purpose, we take 

into account the binding affinities of the formation of A3T from three S molecules and one T 

unit and the deformation of A3T into its constituents. As already mentioned in Section 1 that 

the binding affinity of S with T is more than its self-binding affinity. Reaction steps included 

during the formation of the A3T assembly are given in scheme 5.2  where the solid arrows show 

the prominent step (it can be either forward or backward independently), on the other hand, 

dashed arrows show the less probable step.   
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Scheme 5.2. Reaction scheme for A3T assembly formation in the absence of enzyme 

Where rate constants have been chosen according to their binding affinity such that k1 = 0.1 M-

1s-1, k2 = 10 M-1s-1, k3 = 103 M-3s-1, k4 =  10-3 s-1 and the initial concentration of S and T are 100 

M for both. After the formation of equations reminding all the probable possibilities, to obtain 

the rate of change of concentration of each species was treated according to mass-action 

kinetics which leads to the formation of the following rate expressions: 

 

𝑑[𝑆]

𝑑𝑡
=  −3(𝑘3)𝐶𝑆

3𝐶𝑇 + 3(𝑘4)𝐶𝐴3𝑇 −  2(𝑘1)𝐶𝑆
2  + 2(𝑘2)𝐶𝐴2

 − (𝑘1)𝐶𝑆𝐶𝐴2
+ (𝑘2)𝐶𝐴3

 

𝑑[𝑇]

𝑑𝑡
=  −(𝑘3)𝐶𝑆

3𝐶𝑇 + (𝑘4)𝐶𝐴3𝑇 

 

𝑑[𝐴3𝑇]

𝑑𝑡
=  (𝑘3)𝐶𝑆

3𝐶𝑇 −  (𝑘4)𝐶𝐴3𝑇 

 

𝑑[𝐴2]

𝑑𝑡
=  (𝑘1)𝐶𝑆

2  − (𝑘2)𝐶𝐴2
− (𝑘1)𝐶𝑆𝐶𝐴2

+ (𝑘2)𝐶𝐴3
 

𝑑[𝐴3]

𝑑𝑡
=  (𝑘1)𝐶𝑆𝐶𝐴2

− (𝑘2)𝐶𝐴3
 

 

Where Cx shows the concentration of reactant X at any time t.  
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To solve the above-formed ordinary differential equations (ODEs), the following written 

Python model 1 was used. Here, the time limits chosen were from 0 to 35 units. This script is 

able to calculate the composition of S, T, A3T, A2, and A3 between the provided time limits.  

#python model 1 

#A3T WITHOUT ENZYME 

import numpy as np 

from scipy.integrate import odeint 

%matplotlib inline 

import matplotlib.pyplot as plt 

 

def rxn(z,t) : 

  k1 = 0.1 

  k2 = 10 

  k3 = 10**3 

  k4 = 10**(-3) 

   

  r1 = k1 * z[0]*z[0] 

  r2 = k2 * z[1]    

  r3 = k1 * z[0]*z[1] 

  r4 = k2 * z[2] 

  r5 = k3 * z[0]*z[0]*z[0]*z[3] 

  r6 = k4 * z[4] 

dMdt = 2*(-r1 + r2) - r3 + r4 + 3*(-r5 + r6)    #S 

  dAdt = r1 - r2 - r3 + r4     #A2 

  dBdt = r3 - r4     #A3 

  dCdt = - r5 + r6       #T 

  dDdt = r5 - r6      #A3T 

  return[dMdt,dAdt,dBdt,dCdt,dDdt] 

 

t = np.linspace(0,35,71) 

z0 =[100,0,0,100,0] 

conc = odeint(rxn,z0,t,mxstep = 2000) 

cM = conc[:,0] 

cA = conc[:,1] 

cB = conc[:,2] 

cC = conc[:,3] 

cD = conc[:,4] 

plt.plot(t,cM) 

plt.plot(t,cA) 

plt.plot(t,cB) 

plt.plot(t,cC) 

plt.plot(t,cD) 
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The output obtained was a concentration versus time plot showing the composition profile for 

each involved species. From that output, the conc. of A3T versus time is shown in Figure 5.7. 

5.2.5.3. A3T formation in the presence of E 

After the A3T assembly in the presence of a fuel (T) the enzyme was introduced into the system. 

The enzyme acts as a cleaving agent for the multivalent fuel (here, T) and forms by-product P, 

which doesn’t have any influence on assembly or surfactant molecules (according to the 

assumption). This time also we were eager to know about the concentration of the species (S, 

T, A3T, A2, and A3) involved during the reaction. To achieve this goal, we took care to involve 

all the species that could participate in the formation of the A3T assembly. To devise such a 

system, model 1 was considered. According to this model, from the pool of S, T, and E, the 

three S monomers along with T can form an A3T assembly, or S units themselves can form an 

A3 aggregate (in two steps). Coming to the role of an enzyme in the system, E has two substrates 

T and A3T, where T can directly form P and when reacts with A3T can form three S units/A3 

assembly. Taking into account the possible fate for each species in the system, the rate 

equations were prepared and each reactant with enzyme had been treated in accordance with 

Michaelis-Menton kinetics. After designing this model, the rate-law expression for each 

involved species was proposed 

 

 

Figure 5.6 Schematic representation of A3T assembly formation in the presence of an enzyme 

(model 1) 
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Scheme 5.3. Reaction scheme for A3T assembly formation in the presence of enzyme 

 

𝑑[𝑆]

𝑑𝑡
=  −3(𝑘3)𝐶𝑆

3𝐶𝑇 + 3(𝑘4)𝐶𝐴3𝑇 −  2(𝑘1)𝐶𝑆
2  + 2(𝑘2)𝐶𝐴2

 − (𝑘1)𝐶𝑆𝐶𝐴2
+ (𝑘2)𝐶𝐴3

  

 

𝑑[𝑇]

𝑑𝑡
=  −(𝑘3)𝐶𝑆

3𝐶𝑇 +  (𝑘4)𝐶𝐴3𝑇 −  
[𝐸][𝑇]𝑘𝑐𝑎𝑡 

[𝑇] + 𝑘𝑚
 

 

𝑑[𝐴3𝑇]

𝑑𝑡
=  (𝑘3)𝐶𝑆

3𝐶𝑇 −  (𝑘4)𝐶𝐴3𝑇 −
[𝐴3𝑇][𝑇]𝑘𝑐𝑎𝑡 

[𝐴3𝑇] + 𝑘𝑚
 

 

𝑑[𝐴2]

𝑑𝑡
= (𝑘1)𝐶𝑆

2  − (𝑘2)𝐶𝐴2
− (𝑘1)𝐶𝑆𝐶𝐴2

+ (𝑘2)𝐶𝐴3
 

 

𝑑[𝐴3]

𝑑𝑡
=   (𝑘1)𝐶𝑆𝐶𝐴2

− (𝑘2)𝐶𝐴3
+ 

[𝐴3𝑇][𝑇]𝑘𝑐𝑎𝑡 

[𝐴3𝑇] + 𝑘𝑚
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#python model 2 

#A3T assembly in the presence of enzyme 

import numpy as np 

from scipy.integrate import odeint 

%matplotlib inline 

import matplotlib.pyplot as plt 

# 

def rxn(z,t) : 

k1 = 0.1 

k2 = 10 

k3 = 10**3 

k4 = 10**(-3) 

 

kcat = 250 

km = 1 

E = 0.1 

k = kcat*E 

 

r1 = k1 * z[0]*z[0] 

r2 = k2 * z[1] 

r3 = k1 * z[0]*z[1] 

r4 = k2 * z[2] 

r5 = k3 * z[0]*z[0]*z[0]*z[3] 

r6 = k4 * z[4] 

ra = (k * z[3])/(km + z[3]) 

rb = (k * z[4])/(km + z[4]) 

 

dMdt = 2*(-r1 + r2) - r3 + r4 + 3*(-r5 + r6)   #S 

dAdt = r1 - r2 - r3 + r4 #A2 

dBdt = r3 - r4 + rb #A3 

dCdt = - r5 + r6 - ra #T 

dDdt = r5 - r6 - rb #A3T 

return[dMdt,dAdt,dBdt,dCdt,dDdt] 

t = np.linspace(0,40,41) 

z0 =[100,0,0,100,0] 

conc = odeint(rxn,z0,t,mxstep = 2000) 

 

cM = conc[:,0] 

cA = conc[:,1] 

cB = conc[:,2] 

cC = conc[:,3] 

cD = cD = conc[:,4] 

plt.plot(t,cM) 

plt.plot(t,cA) 
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plt.plot(t,cB) 

plt.plot(t,cC) 

plt.plot(t,cD) 

 

To solve these reactions python model 2 was followed with the following parameters: k1 = 0.1 

mM-1s-1, k2 = 10 mM-1s-1, k3 = 103 mM-3s-1, k4 =  10-3 s-1, kcat  = 250 s-1, Km  = 1 mM and the 

initial concentration of S and T are 100 mM for both while the concentration of E was varied 

from 0.01 to 0.1 mM. The result obtained using the above constraints was then processed and 

the concentration of A3T assembly versus the time graph is shown in Figure 5.8. 

5.3. Results and Discussion 

Multivalent fuel-driven assembly processes has been previously illustrated in many earlier 

literatures both theoretically and experimentally, however, mostly in systems having one 

receptor-one ligand (host-guest) type.38-41 We have demonstrated here how non-covalent 

multivalent interaction helps to propagate the assembly of monomeric units to form a larger 

assembly, which is analogous to the formation of micelles, vesicles, bilayers, etc. To 

understand that, herein we have assumed a model inspired by the theory of kinetics of 

supramolecular polymerization) as discussed elsewhere (Figure 5.7).42-44 To begin with, we 

have classified the assemblies based on the type of fuel present in the system. For simplicity, 

we have shown how monomer (S) formed a hexameric state in the absence and presence of 

stabilizing ligand (T, trivalent fuel; D, divalent fuel; M, monovalent fuel) (as shown in Figure 

1).[10a] We have shown how a monomer (S) formed a hexameric state (A6) in the absence and 

presence of fuels. The fuels used here have been considered as monovalent (M), divalent (D), 

and trivalent (T) ligands. We assumed the formation of monomeric S to A6 is 

thermodynamically not feasible, resembling to the non-formation of aggregates below its 

critical aggregation concentration (CAC). The aggregates can only be formed only in the 

presence of a fuel that provides the stabilizing interaction.  

This is akin to the formation of micellar or vesicular aggregates (much before CAC) made up 

of surfactants containing charged head groups by using oppositely charged counter-ions.24,45-46 

It has been demonstrated in recent examples that triphosphate can stabilize the formation of 

micelles having surfactant molecule, having triazacyclonanone moiety chelated with Zn2+ ion 

as the head group almost one order of magnitude earlier than its critical micellar concentration, 

whereas aggregation starts in case of monophosphate only two times before the original CMC 

of the surfactant. Thus, we assume when M, D, and T are present in the system the initial  
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Figure 5.7. Schematic representation of hexameric assemblies formed based on the number of valent 

sites present in the fuel used to form assembly (a) no fuel or self-assisted assembly (k1 = 0.1 mM-1s-1); 

(b) monovalent fuel assisted assembly (k1 = 10 mM-1s-1, k3 = 0.1 mM-1s-1); (c) divalent fuel assisted 

assembly (k1 = 102 mM-2s-1, k3 = 0.1 mM-1s-1); (d) trivalent fuel assisted assembly (k1 = 103 mM-3s-1, k3 

= 0.1 mM-1s-1). 
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formation constant of the monomer-ligand conjugate (namely, AM, A2D, and A3T) has 

increased from 0.1 mM-1s-1 (in the absence of any stabilizing ligand, Figure 5.7a) to 10 mM-1s-

1,102 mM-2s-1 and 103 mM-3s-1, respectively (Figure 5.2-5.5, 5.7b-d ). It is worth mentioning 

here that the chosen unit of concentration is millimolar and the time is in seconds. This 

assumption in binding constant is in concurrence with previous literature reports where it has 

been shown that the presence of additional valency can increase the binding efficiency by 

almost one to three orders of magnitude.47-49 After the formation of the initial adduct the 

propagation to form a hexameric adduct in all cases has a similar forward constant as assumed 

in the first case where no stabilizing ligand was present which is 0.1M-1s-1. It means AM to 

A2M2 to A6M6, A2D to A4D2 to A6D3, and A3T to A6T2 have been formed with a forward rate 

constant of 0.1 M-1s-1 as there is no additional stability being enforced in the system towards 

its propagation. The above-mentioned kinetic constants and assumptions have been used in the 

rest of the study. 

The prime aim of this study is to interpret the multivalent fuel-driven multistep assembly 

processes under dissipative conditions, especially to investigate the temporal compositional 

behavior of assembly-disassembly of intermediate components. Before that, we used our model 

to estimate single-step assembly under dissipative conditions. Herein, three monomers in the 

presence of T will assemble to A3T, but as the system is premixed with an enzyme-like 

molecule (E) which can dissociate T to P with an assumption that P has no ability to form the 

assembly. In all cases, we have taken the overall fourth order forward rate constant between S 

and T to form A3T was kept at 103 mM-3s-3, and turnover number (kcat) and Michaelis constant 

(km) of the enzyme, E towards its substrate T are 250 s-1 and 1 mM, respectively. We have also 

performed calculations by assuming overall second order (unimolecular with respect to both S 

and T) (data not shown). We have assumed that the dissociation of T to P takes place at a 

similar rate both in free (in T) and bound state (in A3T). In addition, we have analyzed the 

product amount using a different pathway where 3S turns to A3 in the absence of fuel as 

depicted in Figure 5.7a which is a non-spontaneous process (having forward rate constant 0.1 

mM-1s-1 in each step) and then that A3 combines with T to form A3T with a forward rate 

constant of 103 mM-1s-1 (similar to the combination of 3S and T). However, the amount of 

excess A3T is negligible in this case. This prompted us to neglect the contribution of the 

assembly in this type of pathway where aggregation of only monomer leads to assembly 

without fuel and then re-associated with fuel. Overall, in the one-step assembly process, it has 

been found that the lifetime of the assembly depends proportionally on the amount of E at a 

fixed concentration of fuel, T, or on the amount of T at a fixed concentration of E (Figure 5.9). 
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It is worth mentioning, these kinds of systems have been reported recently in literature with 

both experimental and theoretical evidence. 24-33 It has been shown that the fuel can control the 

lifetime of the assembly as well as the properties, like chemical reactivity, fluorescence signal, 

and chirality associated with the assembly process. Next, we performed calculations based on 

a two-step assembly process under dissipative conditions. The kinetic parameter has been kept 

similar as shown in Figure 5.7d for the binding of S and T. The schematic of the overall 

assembly-disassembly process has been given in Figure 5.10a. Interestingly, here dissociation 

of T also takes place when the system is in the 

 

 

Figure 5.8 Concentration (A3T in M) versus time (in s) graph in the absence and presence of 

an enzyme (considering elementary order for each step). 

 

Figure 5.9  Compositional profile for A3T assembly over time at different concentration of 

fuel, T (50 mM, 150 mM and 250 mM) at [E] = 0.05 mM, k1 = 0.1 mM-1s-1 , k2 = 10 mM-1s-1, 

k3 = 103 mM-3s-1, k4 =  10-3 s-1 , kcat  = 250 s-1, km = 1 mM 

 



Chapter 5 

 

172 

 

intermediate A3T state as well as the A6T2 state. Therefore, simultaneously A3T gets dissociated 

to A3 to monomer 3S and A6T2 gets dissociated to A3T, A6, and 6S. At first, we run the 

simulation in the absence of an enzyme to track the compositions of A3T and A6T2 with time 

to show that the assembly is stable and their compositions remain unchanged over time (5.10b). 

 

 

Figure 5.10. (a) Schematic representation of A6T2 assembly formation in presence of enzyme 

having k1 = 0.1 mM-1s-1 ,  k2 = 10 s-1, k3 = 103  mM-3s-1,  k4 = 10-3 s-1, k5 = 1 mM-1s-1, k6 = 1 s-1, 

kcat = 250 s-1, km = 1 mM with [S]initial = [T]initial = 100 mM as kinetic constraints. Composition 

profile of A3T and A6T2 assemblies at an enzyme concentration of (b) 0.0 mM; (c) 0.02 mM; 

(d) 0.05 mM; (e) 0.1 mM; (f) 0.2 mM; (g) 0.5 mM; (h) Compositional change in A3T and A6T2 

in terms of mole fraction at 0.5 sec with change in enzyme. concentration; (i) Compositional 

change in fuel-mediated collective assemblies of A3T and A6T2 with time at [E] = 0.2 mM. 
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Figure 5.11.  (a) Schematic representation of A9T3 assembly formation in presence of enzyme, 

having  k1 = 0.1 mM-1s-1 ,  k2 = 10 s-1, k3 = 103  mM-3s-1,  k4 = 10-3 s-1, k5 = 1 mM-1s-1, k6 = 1 s-

1, kcat = 250 s-1, km = 1 mM with [S]initial = [T]initial = 100 mM as kinetic constraints. Composition 

profile of A3T and A6T2 assemblies at an enzyme concentration of (b) 0.0 mM; (c) 0.01 mM; 

(d) 0.02 mM; (e) 0.05 mM; (f) 0.08 mM; (g) 0.1 mM. (h) Compositional change in A3T, A6T2, 

and A9T3 in terms of mole fraction at 0.5 sec with change in enzyme concentration. (i) 

Collective compositional change of A3T, A6T2 and A9T3 in fuel-mediated assemblies with time 

at [E] = 0.05 mM 

 

Next, we are curious to understand how the composition changed after imposing dissipative 

conditions of different strengths in the system i.e. upon introduction of varying concentrations 

of E. For this at first, we have run the simulation by introducing 0.02 mM of the enzyme and 
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observed both A3T and A6T2 start to disassemble after a certain time, which is around 4 sec. 

Subsequently, we have performed a series of simulations with increasing concentrations of 

enzymes (0.05, 0.1, 0.2, and 0.5 mM) (Figure 5.10c-g). We have observed a very interesting 

kinetic compositional profile. As we increase the enzyme concentration, the amount of the 

larger assembled product A6T2 is decreasing, whereas the intermediate assembled product, A3T 

is increasing. The change in the composition of A3T and A6T2 in terms of mole fraction as well 

as their total amount at time 0.3 sec with increasing concentration of E has been illustrated in 

Figure 5.10b-h. The most interesting case was observed at [E] = 0.2 mM where in the initial 

period A6T2 dominates, but as time progresses the amount of A3T gets increased and after a 

certain period both get disassembled (Figure 5.10f). A similar trend in compositional change 

over time was also observed at T = 250 mM. To illustrate this fact clearly, we have shown that 

if we only consider a temporal change of the total concentration of A3T and A6T2 (at E = 0.2 

mM) present in the system then the decay rate is kind of regular and only upon deconvolution 

their individual components can be seen (Figure 5.10f and 5.10i). Also even at a higher 

concentration of E (0.5 mM), the amount of A6T2 remains lower than A3T during the period of 

transient formation of both the assembled species. The simulated result shown here has been 

done using a fourth-order reaction, however, we have also performed calculations by assuming 

overall second order (unimolecular with respect to both S and T) (data not shown). Evidently, 

in a simple two-step process, the composition of the intermediate and final assembled product 

is highly non-linear in nature, once a dissipative condition is employed. The previous results 

made us excited and prompted us to analyze this phenomenon in a more complex system. For 

that, we have investigated a three-step assembly process with two intermediates A3T and A6T2, 

and the final product A9T3 under dissipative conditions to demonstrate its wider 

appropriateness. The kinetic parameters, rate constant, etc. have been kept similar as previously 

mentioned and the overall system has been schematically shown in Figure 2.11a. Here, T 

dissociates to P by E from all the assembled states, A3T, A6T2, and A9T3 as described in the 

preceding paragraphs. Here also we have performed the simulations with increasing 

concentrations of E (0 – 0.1 mM). In absence of any E in the system, the thermodynamically 

stable composition follows the order: A9T3>A6T2>A3T and it attained after about 0.5 sec. 

However, upon introduction of enzyme into the system, the assembled adducts formed in a 

transient manner and the composition of the intermediates are also started to shuffle with time 

(Figure 2.11b-h).  For example, in the case of 0.02 mM E, at the very initial formation period 

at 0.1 sec, the composition was in the order of A6T2>A9T3>A3T; immediately after at 0.2 sec, 

it shifted to A9T3>A6T2>A3T and then during 1 to 1.5 sec, the compositional order was 
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A9T3>A3T>A6T2 and finally during the disappearance period from 2.9 to 3.6 sec, it shifted back 

to A9T3>A6T2>A3T (Figure 2.11d). Similarly, this kind of multiple times switching in 

compositions between the intermediate and final assembled species over time was also 

observed in the presence of 0.05 mM E. In Figure 2.11h, an analysis of intermediate and final 

assembled product composition with respect to mole fraction and amount of the assembled 

adduct after 0.5 sec has been shown as an example. This time 0.5 sec was chosen arbitrarily for 

comparison as here in all enzyme concentration (0-0.1 mM) the assembly formation and re-

shuffling was going on. It is clear that at this time, the mole fraction of the initial intermediate 

(A3T) is increasing with an increase of the concentration of E. Again, if we look at the total 

concentration of all the components then the decay is regular and concentration change of the 

intermediates over time are hidden (Figure 2.11i). Here also the behavior of the system has 

been demonstrated under the overall second-order rate constant (first order with respect to both 

S and T) where also a highly non-linear compositional change over time was observed data not 

shown). Thus also in a three-step assembly process, the temporal changes of intermediate 

composition during dissipative conditions occur in a far more dynamic manner.  

Additionally, we have customized a system involving sequential disintegration of fuel from T 

to D to M in the presence of an enzyme, E which means the number of valent sites got reduced 

by one with each enzymatic reaction on fuel and have studied assemblies that are supposed to 

form with six S units at most (modeling details and generated kinetic profile in method section). 

Here also, we have found a non-linear change in compositions of intermediates with time, and 

more interestingly A2D assembly has shown interesting behavior as longer-lived transient 

intermediate species. It started to grow while A3T decayed and remains even after the complete 

disintegration of A3T (Figure 5.12). In this section, we have studied a special case that involves 

the presence of an enzyme such that it cleaves T to form D and cleaves D to form M, which 

means that the enzyme, E has the capability to cleave a T molecule at two sites and can form 

one M unit and one D unit and D can again be cleaved to give two M molecules with the same 

kinetic parameters. 

 

Scheme 5.4. Reaction scheme to show sequential disintegration of T to D to M in the  presence 

of enzyme, E 



Chapter 5 

 

176 

 

 

 

Figure 5.12. Reaction scheme for the formation of assemblies with T in the presence of the 

enzyme. Firstly, S forms assembly in the presence of T, and when T got cleaved into D and M 

in the presence of an enzyme (Scheme 5.4), D came into role and a further reaction cycle started 

to grow. After which, as soon as M is formed along with D and from D (Scheme S12) the 

monomer, S started to form assembly with M as well. 

 

 

Figure 5.13. Reaction cycle in the presence of D as fuel and E as cleaving agent for D to give 

two M units 
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Figure 5.14.  Reaction steps in the presence of M as a fuel in order to form A6M6 assembly 

 

Figure 5.15. Reaction steps followed to form A6 assembly when there is no fuel involved 

 

With this type of system (taking all these cycles and schemes together), the formation of 

assemblies involving six S molecules (A6T2, A6D3, A6M6) is studied. To make it clearer, the 

reaction involved here are given below: 

For the above reaction set, rate expressions were formed according to mass kinetics and then 

the resulting ODEs were solved. The kinetic parameters kept during the modeling are given as 

follows:  k1 = 0.1 mM-1s-1 ,  k2 = 10 s-1, k3 = 103  mM-3s-1,  k4 = 10-3 s-1, k5 = 0.1  mM-1s-1, k6 = 

10 s-1,   k7 = 102  mM-2s-1, k8 = 10-2 s-1,  k9 = 0.1 mM-1s-1, k10 =10 s-1, k11 = 10 mM-1s-1, k12 = 0.1 

s-1,  k13 = 0.1 mM-1s-1,  k14 = 10 s-1, kcat = 250 s-1 and Km = 1 mM. 
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Figure 5.17. Compositional profile for A3T, A2D and A4D2 assemblies over time at [E] = 0.01 

mM 

 

 

 

Figure 5.16. Compositional profile for all the assemblies having upto six S units when T (A3T, 

A6T2) undergoes sequential disintegration to form D (A2D, A4D2, A6D3) and then M (AM, 

A2M2, A3M3, A4M4, A5M5, A6M6) in presence of enzyme. 
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The initial concentration of S and T was 100  mM for both and the concentration of enzyme 

was varied from 0.01 mM to 0.1 mM. After running this Python script, the output was a 

concentration versus time graph for each species. From that, the concentration of assemblies 

with T i.e., A3T and A6T2, with D i.e., A2D, A4D2, and A6D3, and with M i.e,  AM, A2M2, A3M3 

upto A6M6 was plotted in separate graphs for clear visualization. Thus plotted compositional 

profiles with respect to time are shown in Figure 5.16 -5.17 at three different enzyme 

concentrations (0.01 mM, 0.05 mM, and 0.1 mM). 

5.4. Summary 

In conclusion, we have deconvoluted the intermediate species of a multistep assembly process 

under dissipative conditions. The situation demonstrated here is rather complex as the systems 

feature the following events: i) multivalent fuel-driven assembly, ii) sequentially undergoing 

assembly, and iii) simultaneously interconverting to other neighboring intermediates, final 

assembled and initially disassembled units, under dissipative condition. The most interesting 

finding here is the multiple times compositional switching of the intermediate assembled 

species with time and that is very non-linear in nature. It means that there is no progressive 

decrease of the intermediately generated assembled species during its disappearance. In the 

current trend of systems chemistry research, this outcome is highly significant as it can 

contribute to the domain of dynamic kinetic chemistry.1-5 Till now, how the intermediates 

formed and changed their composition in a multi-step assembly process has not been 

considered theoretically as well as experimentally. Thus this knowledge of deconvoluting 

transient assembled system in each unit of progressing self-assembly would be an important 

step forward to designing more experiments with a focus on transient compositional behavior 

of the intermediate assembly species and thus automatically can play a crucial role in the design 

of materials or system with tunable transient property in terms of material shape/strength or 

multidimensional chemical reactivity.  
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6.1 Introduction 

In the realm of scientific exploration, the assembly of complex systems driven by interactive 

chemical components has emerged as a captivating and vital problem to solve.1,2 The intricate 

and unpredictable emergence resulting from the synergistic paradigm among these components 

has become a focal point of research. Scientists endeavor to decipher the intricate connectivity 

found in living cells, and neuronal networks, and the creation of next-generation materials with 

perceptual stability.3-9 The relationship between various constituents, whether agonistic or 

antagonistic, plays a pivotal role in the up-and-downregulation of dynamic processes.10-14 

Researchers have employed reaction-diffusion mechanisms in oscillatory systems to generate 

non-equilibrium assemblies and intricate surface patterns.11-14 Over the past decade, chemists 

have successfully developed dynamic self-organized systems with remarkable characteristics 

such as self-sorting, self-replication, and the ability to harness physical and chemical energy 

from the environment.15-22 These systems have opened up possibilities for temporal control 

over an array of properties, including chemical reactivity, material strength, time-dependent 

drug delivery, and optoelectronic properties.23-34 

Enzymes, in conjunction with other factors such as light or pH, have been employed to create 

transient synthetic chemical assemblies. By utilizing enzymes capable of destabilizing the 

aggregate-stabilizing chemical fuel, researchers have harnessed dynamic instability within 

these systems.35-40 The binding of the chemical fuel and the building blocks occurs rapidly, 

while the degradation of the fuel by the enzyme is relatively slow. Consequently, the products 

generated by the chemical fuel are unable to stabilize the building blocks, preventing the 

formation of organized assemblies. However, certain conditions can lead to sustainable 

assemblies when the products possess the ability to stabilize the aggregates. These cases are 

referred to as agonistic conditions, in which the assembled structures persist over time. Our 

work focuses on the intriguing interplay between two enzymes, hexokinase (HK) and alkaline 

phosphatase (ALP), in creating agonistic and antagonistic self-assembling events. We 

introduce a surfactant (C16DPA·Zn2+), equipped with a dipicolylamine (DPA·Zn2+) bound 

zinc complex, and explore its behavior in the presence of adenosine triphosphate (ATP). HK 

sustains the self-assembly response by converting ATP to adenosine diphosphate (ADP) and 

glucose-6-phosphate (G6P), enabling the system to maintain an agonistic condition for self-

assembly. Conversely, the hydrolysis of the product by ALP, yielding adenosine (Ade) and 

phosphate (Pi), cannot sustain the self-assembly response, resulting in an antagonistic 
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condition. Furthermore, we delve into the fascinating emergence of population dynamics 

within the self-assembled units under both agonistic and antagonistic conditions. We examine 

the spatial and temporal behavior of the self-assembled units by introducing concentration 

gradients of surfactant, enzymes, and substrates in different experimental setups. Through 

experimental observations and theoretical modeling involving reaction-diffusion systems, we 

shed light on the intricate processes governing the formation and behavior of these self-

assembled structures in two-dimensional space. 

6.2. Methods 

6.2.1 Temporal evolution of assembly via numerical modeling  

Considering a system constituting a monomer S and chemical fuel T such that when two 

monomeric units of S come in proximity of T forms a dimeric assembly S2T with a k1/k2 as 

an equilibrium constant.  In addition to this, when we introduce an enzyme E to our system it 

can breakdown down T into P. Now, coming to the enzymatic action, as E can cleave T to P, 

we now assume that it can cleave T from assembled state S2T with the same rate constants as 

kcat and KM according to the Michaelis-Menten equation. Also, the product has some affinity 

towards S, such that it is also capable of forming dimeric assembly as S2P. All the above-

mentioned possibilities of assembly formation and deformation can be collectively represented 

by equations following equations: 

 

The above-coupled equations can be represented by a set of first-order differential equations 

formed according to the mass-balance principle. 

 



Chapter 6 

 

189 

 

𝒅[𝑺]

𝒅𝒕
=  −𝟐 (𝒌𝟏[𝑺]𝒕

𝟐[𝑻]𝒕 − 𝒌𝟐[𝑺𝟐𝑻]𝒕 + 𝒌𝟑[𝑺]𝒕
𝟐[𝑻]𝒕 −  𝒌𝟒[𝑺]𝒕

𝟐[𝑻]𝒕 −
𝒌[𝑬][𝑺𝟐𝑻]𝒕

𝒌𝑴+[𝑺𝟐𝑻]𝒕
 )   (6.1) 

 

𝒅[𝑻]

𝒅𝒕
=  −𝒌𝟏[𝑺]𝒕

𝟐[𝑻]𝒕 + 𝒌𝟐[𝑺𝟐𝑻]𝒕 −  
𝒌[𝑬][𝑻]𝒕

𝒌𝑴+[𝑻]𝒕
                                      (6.2) 

 

𝒅[𝑺𝟐𝑻]

𝒅𝒕
=  𝒌𝟏[𝑺]𝒕

𝟐[𝑻]𝒕 − 𝒌𝟐[𝑺𝟐𝑻]𝒕 −  
𝒌[𝑬][𝑺𝟐𝑻]𝒕

𝒌𝑴+[𝑺𝟐𝑻]𝒕
                                    (6.3) 

 

𝒅[𝑷]

𝒅𝒕
=  

𝒌[𝑬][𝑺𝟐𝑻]𝒕

𝒌𝑴+[𝑺𝟐𝑻]𝒕
+

𝒌[𝑬][𝑻]𝒕

𝒌𝑴+[𝑻]𝒕
 −  𝒌𝟑[𝑺]𝒕

𝟐[𝑷]𝒕 +  𝒌𝟒[𝑺]𝒕
𝟐[𝑷]𝒕                    (6.4) 

 

#Note6.1 

 

def rxn(z,t) : 

  k = kcat*E 

  r1 = k1 * z[0]*z[0]*z[1] 

  r2 = k2 * z[2] 

  r3 = k3 * z[0]*z[0]*z[3] 

  r4 = k4 * z[4] 

  ra = k*z[2]/(km + z[2]) 

  rb = k*z[1]/(km + z[1]) 

 

  dMdt = - 2 * r1 + 2 * r2 + 2 * ra - 2* r3 + 2 * r4 #S, MONOMER 

  dWdt = - r1 + r2 – rb    #T, chemical fuel 

  dUdt = r1 - r2 – ra      #S2T, dimeric assembly with T 

  dNdt = ra + rb - r3 + r4    #P, product formed from T 

  dVdt = -r4 + r3    #S2P, dimeric assembly with P 

  return[dMdt,dWdt,dUdt,dNdt,dVdt] 

 

t = np.linspace(0,0.1,51) 

z0 =[200,50,0,0,0] 

conc = odeint(rxn,z0,t) 

cM = conc[:,0] 

cW = conc[:,1] 

cU = conc[:,2] 

cN = conc[:,3] 

cV = conc[:,4] 
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𝒅[𝑺𝟐𝑷]

𝒅𝒕
=  𝒌𝟑[𝑺]𝒕

𝟐[𝑷]𝒕 −  𝒌𝟒[𝑺]𝒕
𝟐[𝑷]𝒕                                                    (6.5) 

 

To get a compositional change of each component with respect to time the above-mentioned 

equations were solved using Python 3.0. To get the compositional change of individual 

components, the rate constants used in equations S1-S4 were fixed and so formed ordinary 

differential equations were solved using the odeint function of Numpy packages. The code 

used for solving the above-formed equations is shown in note 6.1.  For instance, the parameters 

used are shown in table 6.1 and the composition of dimeric assembly (S2T and S2P) and total 

assembly formed (S2T + S2P) is shown in Figure 6.4. In addition to this, to get a broader view 

of the effect of rate constants on individual components, parameters were varied (table S1) and 

the relative distribution of composition is shown in Figure 6.4. It is worth noting here time and 

concentration are dimensionless units in this system, however, for the sake of logical 

comparison with the experiment, hour has been chosen as the unit of time and μM as the unit 

of concentration respectively. 

Table 6.1 Kinetic parameters used for numerical modelling for case I, case II, and case III. 

Parameter 

(unit) 

Case I Case II Case III 

k1 (µM-2h-1 ) 100 100 100 

k2 (h
-1) 0.01 0.01 0.01 

k3 (µM-2h-1 ) 10000 0.01 0.0001 

k4 (h
-1) 0.0001 100 10000 

k (kcat, µMh-1) 250 250 250 

Km(µM) 50 50 50 

[Monomer][S, µM] 200 200 200 

[Chemical fuel] ([T], µM) 50 50 50 

[Enzyme] (E, µM) 1 1 1 
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6.2.2. Spatiotemporal study of assembly formation using fluid dynamics  

To study the spatiotemporal evolution of S2T and S2P (mentioned in section B) under flow 

conditions, a computational model was designed using MATLAB R2019b, FEATool 

Multiphysics. Here, we collectively studied the transport mechanism of both reactive and non-

reactive species involved in the system along with their rate of formation and deformation using 

computational fluid dynamics.41-52 For this purpose, we designed our system so that T was 

distributed evenly on the squared grid while either S or S and E were added from opposite 

boundaries as shown in Figure 6.2 and Figures 6.6a and 6.6d in the chapter. For describing the 

one-dimensional distribution of reactive species over space with time we have used Fick’s 

second law of fluid dynamics so that 

 

𝑑𝐶(𝑥,𝑡)

𝑑𝑡
=  𝐷𝑥

𝜕2𝐶

𝜕𝑥2 −  𝑉𝑥
𝜕𝐶

𝜕𝑥
 ±  𝑟𝑐                                                          6.6 

 

where C = the concentration of the species at position x and time t, 𝑫𝒙 = diffusion coefficient, 

𝑽𝒙 = the linear flow velocity, and 𝒓𝒄 = rate of change of species, while the ‘±’ symbol denotes 

the rate of formation and deformation of species.  Following the above equation, we rewrote 

the equations for each component of our system incorporating the previously mentioned mass 

balance equations (6.1-6.5) in place of 𝒓𝒄. Apart from this, Because of the horizontal placement 

of the grid, we considered the effect of diffusion on species movement and neglected the 

velocity term in equation 6.6.  Now, to solve our system of coupled differential equations under 

flow conditions, we first designed a square grid space containing 14,816 grid points and 

294,912 triangular grid cells, an example is shown in Figure 6.1. 

 

Figure 6.1. A sample square grid space containing 1937 grid points and 3712 triangulations.   
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For initial conditions, we assumed that T (1 μM) is evenly distributed on the grid. Also, we 

assumed that the diffusion rate of every monomeric or assembled is equal for the simplification 

of equations. Firstly, we studied when monomer S was added from one side (boundary 4) of 

the grid, while all other boundaries were left empty (Figure 6.2a). For solving the coupled 

equations, we marked the boundary conditions for all the species in accordance with Dirichlet 

and Neumann boundary conditions at all boundaries. For this case, the only equation to be 

followed was equation S1, as E was absent. Sample code containing used equations is shown 

in note 6.2.For quantifying, S2T assembly formation by holding Neumann condition at 

boundary 4 and Dirichlet condition at boundary 2. The parameter fixed for S2T at boundary 4 

was 1 μM/h, while 0.2 μM/h at boundary 2. Also, S followed the Dirichlet condition as 1 μM/h, 

and 0.5 μM/h at boundary 4, and boundary 2, respectively. While solving this system of 

equations, over 5 hours with 0.02-time steps following the Crank-Nicolson time-step scheme, 

we observed that as time increases S2T formation increases. The maximum S2T concentration 

can be seen at boundary 4 which gradually decreases as moves towards boundary 2 (Figure 

6.6b+c). 

Note S2: 

 

#Note S3 

 

#NoteS2 

#Matlab equations when S from boundary 4 and E from boundary 2 (derived from equations 6.1-6.5) 

u' - ux_x = m*m*w - u       #S2T 

w' - wx_x = - m*m*w + u     #T  

m'-mx_x  = - m*m*w + u                      #S 

#NoteS3 

#Matlab equations when S from boundary 4 and E from boundary 1 (derived from equations 6.1-

6.5) 

 

u' - ux_x = m*m*w - u - (u/1+u)                    #S2T   

v' -  vx_x  = m*m*n - v                                              #S2P   

w' - wx_x = - m*m*w + u - (w/1+w)                              #T 

n' -  nx_x = (u/1+u) +  (w/1+w) - m*m*n + v                                      #P      

m' - mx_x  = - m*m*w + u + (u/1+u) - m*m*n + v                             #S 
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Figure 6.2. Representative grid space where T is distributed evenly in space, and when (a) 

monomer, S was added from boundary 4; and (b) monomer S, was added from boundary 4, and 

enzyme, E was added from boundary 2 simultaneously. 

 

Apart from this, when we added S from boundary 4 and E from boundary 2, the set of equations 

holding were (6.1) – (6.4). The set of equations used in Matlab are shown in note S3. Here also, 

the parameters for S, R, and S2T were the same and this set of equations was also solved in a 

similar way as mentioned in the previous paragraph. Additionally, the rate of product formation 

and product-driven dimeric assembly (S2P) formation was added at respective boundaries. For 

S2P formation over time, the Neumann boundary parameter was fixed at 0.5 μM/hour at 

boundary 2. While solving this set of equations over similar time constraints, we observed the 

formation of S2T formation at boundary 4 which decreases gradually as we move towards 

boundary 4, while S2P assembly formation was more at boundary 2 which gradually decreases 

as we move towards boundary 4 (Figure 6.6d+e). 

 

6.3. Result and Discussion 

In this study, we synthesized a metallosurfactant (C16DPA·Zn2+) containing a 

dipicolylamine-bound zinc complex (DPA·Zn2+) headgroup known for its selective anion 

recognition properties, particularly toward phosphates.53,54 The critical aggregation 

concentration (CAC) of the surfactant was determined to be approximately 35 ± 5 μM. To 
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investigate assembly formation, we chose a concentration of 25 μM for the surfactant, as it did 

not form assemblies at this concentration alone. To introduce dynamicity in assembly 

formation, we employed the enzymes ALP and HK, which can convert ATP to adenosine (Ade) 

+ three molecules of inorganic phosphate (Pi) or adenosine diphosphate (ADP) + glucose-6-

phosphate (G6P), respectively. HPLC analysis confirmed these enzymatic conversions under 

experimental conditions. Computational studies were also performed to examine the binding 

interactions between the surfactant headgroup and ATP, ADP, G6P, Ade, and Pi, revealing a 

qualitative binding pattern: ATP > G6P > ADP > Pi > Ade. Experimental observations 

indicated that the presence of ATP initiated assembly formation at a concentration significantly 

lower than the CAC, with the count rate in dynamic light scattering (DLS) increasing after 

adding only 5–10 μM of C16DPA·Zn2+. Additionally, the count rate increased at a lower rate 

in the presence of ADP, and G6P, and remained similar to the surfactant alone in the presence 

of Ade and Pi. Transmission electron microscopy (TEM) confirmed the presence of ATP-  

 

 

Figure 6.3. (a) Schematic representation of the dynamic assembly of the dimers S2T and S2P 

from the monomer (S), mediated by the fuel (T) and fuel that has been enzymatically 

transformed into the product (P), when all the pathways are working simultaneously. (b) 

Kinetic profile was generated through kinetic modelling using Python and for the system [S] = 

200 μM, [T] = 50 μM with the rate constant values k1 = 102 μM−2 h−1, k2 = 0.01 h−1, kcat = 250 

h−1 (kcat is the turnover number of the enzyme where [E] is fixed at 1 μM for all the cases) 

and KM = 50 μM for all cases; only the k3 and k4 values were changed. Case I: k3 = 

10−4 μM−2 h−1, k4 = 104 h−1; case II: k3 = 104 μM−2 h−1, k4 = 10−4 h−1; case III: k3 = 

10−2 μM−2 h−1, k4 = 102 h−1. 

bound aggregates with sizes around 200 ± 50 nm. Interestingly, the assembly behavior changed 

when HK was introduced into the surfactant system, as observed by DLS( The assemblies 
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formed initially with the assistance of ATP but remained stabilized by ADP and G6P over time. 

In contrast, in the presence of ALP, the assemblies formed but disappeared within 15 minutes. 

The different temporal self-assembly responses can be attributed to the multivalency effect of 

the different end products generated by the action of ALP or HK on the same substrate (ATP). 

Further DLS measurements showed that the count rate and size of the aggregate decreased over 

time and eventually returned to levels similar to the surfactant alone after 60 minutes in the 

ALP-containing system. However, in the HK-containing system, the count rate remained 

relatively constant. Notably, in the absence of enzymes and in the presence of ATP, the DLS 

count rate and size remained largely unchanged. In many instances, enzymes have also been 

used for the development of transient synthetic chemical assembly among others, like – light, 

pH, etc. In principle, enzymes capable of dissociating the aggregate stabilizing chemical fuel 

can generate different types of dynamic instability in the system (Figure 6.3).35-40 Here the 

binding of chemical fuel and the building block is a faster process and the degradation of the 

chemical fuel by the enzyme is slower in general, the products generated by the chemical fuel 

are not able to stabilize the aggregates of the building block to form any organized assembly. 

In Figure 6.3, it has been shown that two monomers (S) are only able to form a dimeric 

assembly (S2T) in the presence of the fuel (T), which is a substrate of enzyme (E). Due to the 

presence of E, T, and S2T, both can also be converted to P and S2P. Now, S2P can then either 

dissociate to the monomer (S) and P or remain stable in the aggregate form, only if P also has 

the templating ability. In Figure 1b, we have explained the possible outcome of these processes 

by assuming three different cases. For case I, k3<<k4 which implies the dissociation rate of S2P 

is much higher than P, in other words, P does not have any aggregate stabilizing ability, thus 

transiently formed assembly (here, S2T) can be observed (Figure 6.3b).36-38 However, when k3 

nearly equals to or higher than k4, implying P also have the aggregate stabilizing ability then 

sustainable assembly with a mixture of S2T and S2P or only S2P can be observed as shown in 

case II and III (Figure 6.3b). Here, we have termed cases II and III as agonistic conditions, as 

here even after enzymatic conversion, the assembled structure remained with time. In this way, 

the scenario mentioned in case I have been mentioned as an antagonistic condition in this study 

which has also been termed as self-assembly under dissipative condition in previous literature 

reports.40 However, until now, propagation and sustainability of the chemical fuel-driven 
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Figure6.4. Compositional change of dimeric assembly formation S2T, S2P, and the sum of S2T 

and S2P over time derived from kinetic modeling. The kinetic parameters for case I, case II, 

and case III are shown in Table 6.1. 

 

organized system or transiently evolved system owing to the catalytic process has not been 

explored in detail in a synthetic system, particularly in terms of their spatial organization with 

time.41-47 It is worth mentioning that these kinds of systems are ubiquitous and significant in 

the cellular system, for e.g. – spatiotemporal dynamics of the proteome, metabolites, formation 

and growth of protein assemblies, etc.48-52 Also for an experimental part, we synthesized a 

metallosurfactant (C16DPA·Zn2+) containing a dipicolylamine-bound zinc complex 

(DPA·Zn2+) headgroup known for its selective anion recognition properties, particularly 

toward phosphates. To investigate assembly formation, we chose a concentration of the 

surfactant such that it did not form assemblies at this concentration alone. To introduce 

dynamicity in assembly formation, we employed the enzymes ALP and HK, which can convert 

ATP to adenosine (Ade) + three molecules of inorganic phosphate (Pi) or adenosine 
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diphosphate (ADP) + glucose-6-phosphate (G6P), respectively. HPLC analysis confirmed 

these enzymatic conversions under the experimental conditions (data not shown).  Also, we 

showed how the presence of these two enzymes – hexokinase (HK) and alkaline phosphatase 

(ALP) can create an agonistic and antagonistic self-assembling event with a surfactant 

(C16DPA·Zn2+, designated as S) containing a headgroup of dipicolylamine (DPA·Zn2+) bound 

zinc complex, in presence of adenosine triphosphate (ATP) under similar experimental 

condition (Figure 6.5a). HK helps to sustain the self-assembly response of the system as it 

converts ATP to adenosine diphosphate (ADP) and glucose-6-phosphate (G6P), which helps 

to sustain the self-assembly response of the system, creating the agonistic condition for the 

self-assembly. In the contrary, ALP hydrolyzed product adenosine (Ade) and phosphate (Pi) 

do not have the ability to maintain the self-assembly response, therefore, we termed this as an 

antagonistic condition for sustaining assembly. Next, we were curious to observe the 

spatiotemporal assembly behavior when concentration gradients of the surfactant and enzymes 

were introduced into the system from opposite sides. This part will be of importance for 

generating dynamic surface patterns that can be controlled by enzymatic processes.13,60–63 For 

this, we first explored the emerging behavior under flow conditions via a computational model  

 

Figure 6.5. (a) Schematic representation of the different types of ATP-driven 

C16DPA·Zn2+ surfactant assembly formation when ALP and HK are used separately. The 

glucose and Mg(NO3)2 in the system are not shown in the schematic for simplicity. Solid 

arrows denote assembly formation, whereas dashed arrows denote dissociation; the extent of 

association/dissociation is denoted by the length of the arrow. (b) Schematic representation of 

the spatiotemporal assembly formation of the surfactant templated by ATP when gradients of 

the surfactant and ALP or HK are maintained from opposite sides.  
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using MATLAB R2019b, FEATool Multiphysics (Figure 6.6 -6.9).60,61 Here, we collectively 

studied the transport mechanism of both the reactive and non-reactive species involved in the 

system, along with their rates of formation and dissociation (the mass balance equation 

described in eqn (6.1)–(6.4) has been employed, which was used for Figure 6.3) using 

computational fluid dynamics. Here, Fick's second law was used to obtain the distribution of 

each species involved as functions of time and space in the two-dimensional system. We 

selected a square-shaped space throughout which T (which helps to form the dimerized 

 

Figure 6.6. (a) Representative grid space when T is homogeneously distributed in space and S 

is added from the left boundary. Compositional distribution of S2T (b) 0.5 h and (c) 1 h after 

adding S from the left boundary. (d) Representative sample space when T is distributed evenly 

and S and E are added from the left and right boundaries, respectively. S2T distribution after 

(e) 0.5 h and (f) 1 h, and S2P compositional distribution (g) 0.5 h and (h) 1 h after the addition 

of S and E from the left and right boundaries, respectively. (i) Set of equations followed in 

presence of E. Time is a dimensionless unit in this system; however, for the sake of logical 

comparison with the experiment, the hour has been chosen as the unit of time. 

assembly of the monomer S) was homogeneously distributed. From the left side, the monomer 

S, and from the right side, the enzymatically formed P, then decreased in a periodic manner to 
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simultaneously form S2T and S2P in the square-shaped space. We assumed that monomers S 

and E do not interact, and thus, we did not use any E in the system; instead, only P 

(enzymatically transformed T) was considered. The color scale ranging from red to blue 

denotes the relative concentration of the assembled species (either S2T or S2P) in the different 

zones. First, we analyzed the distribution of S2T in the absence of any product gradient with 

the addition of S from the left side. In this case, S2T reached about 60% of the maximum 

possible intensity in terms of distribution at the exact midpoint after 1 h. However, when the 

enzyme was also added from the opposite side, the amount of S2T was almost 30% lower at 

the left side near the S-rich zone compared to that in the system without the enzyme, and at the 

midpoint, it reached ∼40% of the maximum possible intensity. Interestingly, in this case, the 

enzyme can convert T to P, which also has the ability to form S2P. Therefore, we also observed 

the formation of S2P with 40% of the maximum possible distribution near the right-side 

 

Figure 6.7. Compositional distribution of dimeric assembly that is, (a)S2T, and (c) S2P, when 

overall rate of change of S2T formation on boundary 4 is 1 μM /h, and S2P formation on 

boundary 2 is 1 μM /h. Compositional distribution of (b) S2T, and (c) S2P, when the overall 

rate of change of S2T formation on boundary 4 is 1 μM/h, and S2P formation on boundary 2 

is 0.1 μM/h. 

 

boundary where the enzyme was added. We also analyzed a few other possible scenarios using 

the same system for which the rate of change of S2P at the right-side boundary is different 

(Figure 6.7). For this, we studied the effect of a change of parameters on dimeric assembly 
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formation. For this purpose, we varied the rate of change of S2P formation on boundary 2 to 1 

μM/h, and 0.1 μM/h, while keeping the rate of change of S2T formation constant at boundary 

4 at 1 μM /h. (Figure 6.7). Additionally, a detailed zone-wise analysis of the theoretical 

outcome of the spatiotemporal differentiation of the S2T and S2P intensity distribution has been 

given in the for the case described in Figure 6.8 and Figure 6.9. Overall, this analysis showed 

that the distribution of the assemblies on a 2-D surface can be modulated over time using 

enzymes, and variable surface patterns can be obtained in this manner. Encouraged by 

theoretical data, we aimed to observe the growth of assembled structures in spatially separated 

zones with concentration gradients of substrates (ATP) and enzymes (ALP and HK) on 

opposite sides. A glass slide was prepared with ATP solution containing C153 for visualization,  

 

Figure 6.8. (a and c) A comparative study between theory and experiment when only S was 

added from the left side when T is distributed through the space (for theoretical modeling) and 

surfactant was added from the left side when ATP was distributed under the cover slip (for the 

experiment). (b and d) Both assembled structure S2T (from theory) and the number of self-

assembled units for surfactant and ATP assembly (from the experiment) were plotted across 

zones A to E at the end point of the simulation or experiment.  

and a cover slip was placed over it. Concentration gradients were created by adding 

C16DPA·Zn2+ solution and ALP or HK solution at opposite edges of the cover slip. The area 

under the coverslip was divided into five zones (A-E). Without any enzyme, the number of 
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fluorescent structures was initially higher in zones A and B, closer to the surfactant addition 

area, compared to zones C-E. However, after 15 and 30 minutes, the number of structures in 

zones C-E increased significantly, and the rate of increase in fluorescence structures was 

similar in all zones. When ALP was added on the opposite side of the surfactant, the fluorescent 

structures exhibited dynamic changes over time. A sharp change was observed in zone C at 15 

minutes, with a higher number of structures in zones A and B compared to zones C-E. The 

statistical analysis confirmed the significant difference between zones B and C at 15 and 30 

minutes. On the other hand, the addition of HK resulted in spatiotemporal assembly behavior 

similar to the case without enzymes, with slightly higher numbers of structures in zones D and 

E. Over time, there was convergence in the number of structures among the zones. We also  

 

Figure 6.9. (a and c) A comparative study between theory and experiment when S was added 

from the left side and E from the right when T is distributed through the space (for theoretical 

modeling) and surfactant was added from the left side and ALP was added from the right when 

ATP was distributed under the cover slip (for the experiment). (b and d) Both assembled 

structure S2T (from theory) and the number of self-assembled units for surfactant and ATP 

assembly (from the experiment) were plotted across zones A to E at the end point of the 

simulation or experiment. 

 

carried out a zone-wise comparison of the results obtained from the theoretical prediction and 

experimental data. For the theoretical points, we plotted the number corresponding to the color 

intensity and also divided the 2-D space into five equal zones A–E along the x-axis to provide 
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a similar analysis for comparison with the experimental results. We observed similar trends in 

the increase in the number of S2T assemblies (theoretical) and surfactant-bound ATP 

aggregates (experimental) in the absence of any enzyme, i.e., when only S or the surfactant was 

added at the left side (please compare Figure 6.8). From this data, the decreasing trend of 

structures almost in an equal manner from zone A to E has been observed in both cases. 

 

Figure 6.10. (a and c) A comparative study between theory and experiment when S was added 

from the left side and E from the right when T is distributed through the space (for theoretical 

modeling) and surfactant was added from the left side and HK was added from the right when 

ATP was distributed under the cover slip (for the experiment). (b and d) Both assembled 

structure S2T (from theory) and the number of self-assembled units for surfactant and ATP 

assembly (from the experiment) were plotted across zones A to E at the end point of the 

simulation or experiment.  

 

Also, similar trends of divergence and convergence of the structure population density with 

time from zone A to E in the presence of the enzymes ALP and HK was observed in both the 

theoretical and experimental studies (for comparison of ALP, please see Figure 6.9 for the 

theoretical results and the experimental ones; and for HK, please see Figure 6.10. From ALP 

data, the decreasing trend of structures and also the much lower number of structures in all 

zones compared to without E have been observed. The population decrease from zone A to E 

has been observed in both cases, where in the experiment zone A and B showed a higher 

number of structures, compared to zone C to E. A similar kind of trend was also observed in 
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the theoretical trend, however, such a clear discrimination between B and C zone was not 

observed. Also, from HK data, an almost equal number of structures in all zones have been 

observed, both in experiment and theory. 

6.4 Summary 

In conclusion, our study has demonstrated the remarkable potential of enzymes in generating 

diverse spatiotemporal dynamic self-assembly behaviors. Unlike previous studies focusing on 

transient self-assembly or self-assembly under dissipative conditions, we have successfully 

sustained assembly behavior and harnessed the generation of surface patterns through the 

modulation of aggregate population density in both theoretical and experimental settings. This 

breakthrough opens exciting possibilities for programmable spatiotemporal organization and 

the development of complex surface patterns. It is worth noting that similar reaction-diffusion 

systems have been explored in the past using inorganic salts, leading to the creation of various 

patterns and advancements in dynamic micro- and nanotechnology, as well as autonomous 

devices. Furthermore, recent reports have demonstrated spatiotemporal ordering and reaction 

networking in supramolecular gel networks using organic reaction-, pH-, or enzyme-reaction-

based systems. Our work extends this line of research by investigating the assembly formation 

dynamics between a surfactant and nucleotides/phosphosugars. By utilizing different enzymes, 

we have revealed three distinct cases: a gradient of agonistic conditions, a gradient of 

antagonistic conditions, and simultaneous agonistic and antagonistic gradients at opposite 

sides. This level of control over the population of self-assembling units presents exciting 

prospects for selectively activating multiple reactions or functionalities at precise locations. 

Such precise control, whether in the assembled or disassembled state, can enable multilevel 

spatiotemporal regulation of multiple functions. Consequently, this approach holds significant 

potential in the design of life-like autonomous and intelligent systems. In a broader sense, our 

findings contribute to the development of nonlinear dynamical systems with complex life-like 

properties emerging from relatively simple or low-complexity systems. These results highlight 

the importance of harnessing chemical dynamics to achieve intricate and intelligent behaviors. 

By understanding and manipulating the principles underlying spatiotemporal organization, we 

pave the way for the design and construction of novel materials and devices with advanced 

functionalities. In summary, our research advances the understanding of enzyme-mediated 

spatiotemporal dynamic self-assembly, offering new avenues for the development of dynamic 

materials, nanotechnology, and intelligent systems. The ability to control and manipulate self-
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assembly behavior in space and time brings us closer to realizing innovative applications in 

various fields, and it represents a significant step forward in the quest to create complex and 

life-like systems from simpler building blocks. 
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In conclusion, our study has provided valuable insights into the significant role of multivalent 

interactions in governing dynamicity and self-assembly phenomena in the context of colloidal 

systems. By leveraging the synergistic interactivity between enzymes, substrates, and 

nanoparticles, we have demonstrated the ability to achieve spatiotemporally controlled 

assembly formation and colloidal transport at both micro and macro scales. Our findings have 

shed light on the complex nature of multivalent interactions and their implications across 

various scientific and technological domains. Multivalency, characterized by the simultaneous 

binding of multiple ligands to a receptor, offers unique advantages such as enhanced affinity, 

selectivity, and cooperative binding events. While multivalency has been extensively studied 

in fields like chemistry, biology, and materials science, its impact on colloidal assembly, 

catalysis, and phoresis has remained relatively unexplored. 

Through our experimental and theoretical investigations, we have showcased the diverse 

applications of multivalent interactions. One significant aspect of our study was the patterning 

of colloids through the binding of multivalent adenosine nucleotides to cationic nanoparticles 

in the presence of the enzyme alkaline phosphatase (ALP). This controlled assembly formation 

process allowed us to modulate the aggregation patterns of nanoparticles and enzymes in 

microfluidic channels and on glass slides. Additionally, we exploited the coffee ring effect, 

observed during the evaporation of colloidal droplets, by introducing ATP-loaded 

nanoparticles into blood serum, presenting a potential low-cost approach for disease 

diagnostics. Moreover, we have demonstrated the potential of multivalent interactions in 

catalytic applications. By utilizing the assembled nanoparticles as reactors for hydrophobic 

substrates, we enhanced catalytic reactivity for the Kemp elimination reaction. This approach 

harnesses the hydrophobic sites provided by the assembly formation, offering a unique 

platform for optimizing catalytic reactions. In addition to the experimental investigations, we 

delved into the theoretical aspects of multivalent interactions. By employing kinetic modeling 

with Python, we explored the temporal evolution of intermediate species during multistep 

assembly under dissipative conditions. This approach allowed us to examine the compositional 

behavior and survival period of each species, providing deeper insights into the dynamics of 

multivalent interactions. 

The understanding of multivalent interactions and their impact on colloidal assembly, catalysis, 

and phoresis opens up exciting opportunities for future research and applications. Further 

exploration in this field can lead to the development of advanced functional materials, targeted 

therapies, and programmable systems with enhanced adaptability and performance. One 



Chapter 7 

212 

 

avenue for future research lies in unraveling the dynamics of intermediate species formed 

during multistep assembly formation. By investigating the strength of dissipation, such as 

enzyme concentration, researchers can gain a better understanding of the compositional 

behavior of each species over time. This knowledge can pave the way for the design of more 

sophisticated self-organized systems with programmed functionality, offering greater control 

over spatial organizational adaptability. 

Furthermore, the application of multivalent interactions can be expanded to other areas of 

nanotechnology, biomedicine, and materials science. By leveraging the power of multivalency, 

researchers can explore new possibilities in sensor technology, smart materials, and responsive 

devices. The ability to precisely control assembly formation, colloidal transport, and phoresis 

opens doors for the development of innovative solutions in drug delivery systems, diagnostics, 

and nanoscale devices.. The insights gained from this research lay the groundwork for a myriad 

of exciting possibilities across scientific and technological realms. As we venture into the 

uncharted territory of the future, several key directions emerge that promise to advance our 

understanding and harness the potential of multivalent interactions: 

Precision Engineering of Multivalent Systems: 

As researchers delve deeper into the world of multivalent interactions, they can employ 

advanced computational simulations, molecular modeling, and machine learning algorithms to 

predict and optimize the behavior of multivalent systems. This will enable the design of tailor-

made ligands and receptors with specific binding affinities and kinetic profiles. The ability to 

precisely engineer multivalent interactions opens doors to creating intricate assembly patterns, 

programmable nanostructures, and controlled release mechanisms. These advancements could 

find applications in nanofabrication, nanoelectronics, and even in the development of designer 

molecules for specific tasks. 

Dynamic and Adaptive Materials: 

Building on the understanding of multivalent interactions, researchers can pioneer the 

development of materials that respond dynamically to external stimuli. By incorporating 

multivalent interactions into the structural design, materials can undergo reversible 

transformations, changing their properties based on environmental conditions. These materials 

could reshape themselves in response to temperature changes, pH fluctuations, or other 

triggers. Such innovations could lead to self-repairing materials, shape-shifting surfaces, and 

adaptive coatings with applications in aerospace, robotics, and beyond. 
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Therapeutics and Drug Delivery: 

The potential impact of multivalent interactions in the field of therapeutics is profound. 

Researchers can engineer nanoparticles with multivalent ligands that target specific receptors 

on diseased cells, enhancing the precision of drug delivery. Multivalency can also be leveraged 

to design drug carriers that respond to cellular cues, releasing therapeutic payloads only when 

certain conditions are met. This targeted approach can improve therapeutic efficacy, minimize 

side effects, and reduce the development of drug resistance.  Also, as multivalent interactions 

can lead to more stable colloidal assemblies compared to assemblies formed through single-

site interactions. The presence of multiple binding sites and receptors enhances the overall 

strength of the interactions, making the aggregates less prone to dissociation or disassembly in 

the physiological environment. This enhanced stability is crucial for drug delivery vehicles to 

effectively reach their target sites without prematurely releasing the encapsulated drugs. Apart 

from this, the long-term stability provided by multivalent interactions allows for better control 

over the release of drugs from the colloidal assemblies. The aggregates can be designed to 

gradually release their cargo over time, ensuring a sustained and controlled release profile. This 

is essential for achieving the desired therapeutic effect and minimizing potential side effects. 

Moreover, multivalent interactions can be tailored to achieve specific targeting of colloidal 

assemblies to particular cells or tissues. By designing ligands that recognize specific receptors 

on target cells, the aggregates can be directed to the intended site of action, increasing the 

precision of drug delivery and minimizing off-target effects. 

Nanomedicine and Diagnostics: 

In the realm of nanomedicine, the understanding of multivalent interactions can lead to the 

creation of highly sensitive and specific diagnostic tools. Researchers can design nanoparticles 

with multivalent ligands that bind to disease markers, enabling early detection of illnesses. 

Additionally, multivalent interactions can facilitate the development of imaging agents that 

provide detailed insights into cellular processes. These advancements could revolutionize 

medical diagnostics, allowing for more accurate and timely disease detection. 

Environmental Applications: 

The principles of multivalent interactions can contribute to innovative solutions for 

environmental challenges. Researchers can engineer nanoparticles with multivalent receptors 

that selectively bind to pollutants or contaminants, facilitating efficient removal from water 

sources. Multivalency-driven materials can also be used to capture and store renewable energy 
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sources, such as sunlight or kinetic energy, for later use. These applications have the potential 

to contribute significantly to sustainable resource management and environmental protection. 

Integration with Emerging Technologies: 

Multivalent interactions can intersect with emerging technologies in transformative ways. For 

instance, in the field of quantum computing, understanding and controlling multivalent 

interactions could lead to improved qubit stability and enhanced quantum information 

processing. In synthetic biology, multivalency-driven cellular interactions could be harnessed 

to engineer novel biological circuits with advanced functionalities. 

In summary, the future perspectives outlined here illustrate the vast potential that the 

understanding of multivalent interactions holds across various scientific and technological 

domains. By delving deeper into these directions, researchers have the opportunity to reshape 

industries, revolutionize healthcare, address environmental challenges, and pioneer 

groundbreaking technologies that contribute to the betterment of society as a whole. 

Overall, our study has provided a foundation for future perspectives that highlight the pivotal 

role of multivalent interactions in shaping dynamicity and self-assembly phenomena within 

colloidal systems the study of multivalent interactions in the context of colloidal systems holds 

immense potential for future advancements. By deepening our understanding of the intricacies 

of multivalency and its influence on dynamic self-assembly phenomena, researchers can 

unlock transformative breakthroughs that impact various scientific and technological 

disciplines. The exploration of multivalent interactions in colloidal systems not only expands 

our fundamental understanding but also offers practical applications with wide-ranging 

implications for industry, healthcare, and beyond. 

 

 

 


