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Abstract
Due to the growing demand for the miniaturization of electronic devices, there is an ur-

gent requirement to develop novel materials that can facilitate the design of energy-efficient
nano-scale electronic circuits. Two-dimensional (2D) quantum materials, owing to their
unique electronic properties, have emerged as promising candidates for future electronic de-
vices. Understanding the spin-polarized transport phenomena in these materials is crucial
for the development of spintronics, offering potential advantages in spin-based information
processing and storage. This thesis investigates the spin-polarized transport characteristics
of various 2-D quantum materials through theoretical modeling and low-temperature-based
scanning probe techniques.

The thesis is divided into two parts: The first part contains our work on a family of
vdW 2-D ferromagnets particularly those with the general formula FenGeTe2 (where n=3,4)
which possess desirable characteristics such as large electrical conductivity, a high ferro-
magnetic Curie temperature, and strong saturation magnetization for application in next-
generation spintronic devices. We have investigated the interplay of various quantum phe-
nomena in the aforementioned vdW ferromagnets using low-temperature-based scanning
probe techniques. Furthermore, to enable efficient detection of Majorana modes in topolog-
ical superconductors, crucial for fault-tolerant quantum computing, in the second part of the
thesis we have proposed a tunneling setup with weakly coupled Majorana nanowires. The
setup offers controlled detection by manipulating the presence of a zero-bias conductance
peak (ZBCP) based on wire parity. The major results, procured in this work are highlighted
below.

Measurement of transport spin polarization of the vdW ferromagnets Fe3GeTe2

and Fe4GeTe2 : We performed spin-resolved point contact Andreev reflection spectroscopy
of the mesoscopic junctions of these ferromagnets with conventional superconductors. The
results revealed a very high degree of transport spin polarization exceeding 50% in both the
ferromagnets which is more than the conventional elemental ferromagnets, making them
possible candidates for power-saving spintronic devices.

Signatures of Kondo hybridization in Fe3GeTe2 and Fe4GeTe2: We investigated
the point contact spectroscopic features of the mesoscopic junctions of these ferromagnets
with conventional superconductors, in the normal state and over high bias. A temperature-
dependent asymmetric double-peak structure in the conductance spectra, indicating the open-
ing of a gap structure, along with characteristic features for a Fano resonance was found.
Similar features were observed in the scanning tunneling spectroscopic (STS) measure-
ments establishing a significant role of strong electron correlations leading to a coherent
Kondo-lattice state in the ferromagnets.

Stripes and bubbles in Fe3GeTe2 and Fe4GeTe2: To study the effect of an external
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magnetic field on the local magnetic properties of these systems, we imaged the ferromag-
netic domains using low-temperature magnetic force microscopy(MFM). Interestingly, we
observed a field-induced transition from a stripy magnetic phase to magnetic bubbles in both
the ferromagnets. The MFM results were found to align well with a microscopic model of
itinerant 2-D ferromagnets with Rashba spin-orbit coupling and magnetic anisotropy.

Tunneling characteristics of weakly coupled Majorana wire: The experimental de-
tection of Majorana modes in the topological superconductors has yet remained elusive. To
address this issue, we have proposed a tunneling setup that consists of an array of weakly
coupled Majorana nanowires, which are part of a quasi-two-dimensional topological super-
conductor. This setup allows for a more controlled and effective detection of these topologi-
cally non-trivial modes. In our proposed setup, the presence or absence of the ZBCP can be
switched on and off based on the parity of the transport active wires, leading to an odd-even-
like effect in the tunneling conductance. This provides a more comprehensive signature of
the Majorana modes. Additionally, we have studied the effect of the magnetic field angle
on the odd-even effect, where the tilt angle of the magnetic field can serve as another tuning
parameter to confirm the Majorana origin of the ZBCP.
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Chapter 1
Introduction

1.1 Two-dimensional materials

With the onset of the "big data" era, the demand for power-saving data storage devices
has increased tremendously. While complementary metal–oxide–semiconductor (CMOS)-
based devices have contributed to society immensely, further down-scaling the size of such
devices has become increasingly challenging and requires advanced fabrication techniques
to be cost-effective [1]. However, the increasing demand for power-saving data storage and
processing cannot be fulfilled without such down-scaling. In this context, the community
has been engaged in realizing devices that use the "spin" degree of freedom of the conduc-
tion electrons instead of their charge for novel functionalities. These devices are termed
"spintronic" devices [2–5]. The field of spintronics started with the discovery of giant mag-
netoresistance (GMR), in a magnetic heterostructure [6], the technology behind magnetic
read heads in the hard disk drive (HDD). Since then, a rich variety of spintronic-based data
storage devices have been developed. While a GMR device uses a nonmagnetic metal as
a spacer between the two ferromagnetic (FM) layers, the idea that data storage density can
be increased by using an insulating material as a spacer led to the development of a mag-
netic tunnel junction (MTJ) device [7]. Both GMR and MTJ devices attain magnetization
reversal based on the magnetic field induced by passing large currents through wires. To
overcome this, the next generation of magnetoresistive random access memory (MRAM) is
based on the spin torque transfer (STT) effect [8] for accomplishing data writing and has
the additional advantage of low power consumption and better performance over the earlier
MRAM devices [9]. However, in STT-based MRAM, a large current is needed for magneti-
zation reversal which may break the barrier layer, hence limiting their use. Recently, efforts
have been made both theoretically and experimentally to have spintronic architecture built
with 2-D van der Waals (vdW) materials [10–17] in order to realize low-power-consuming,
high-performance, and beyond CMOS electronic devices.
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vdW materials are a rich class of materials where the 2-D atomically thin layers are held
together with strong in-plane covalent bonding and weak out-of-plane van der Waals forces,
making it possible to isolate individual layers without damaging the crystallinity within
each layer. Their layered structure offers a viable platform for the realization of complex
functional devices through vdW heterostructuring [18, 19]. The successful exfoliation of
monolayer graphene from the bulk graphite in 2004 [20], made these materials the central
focus of the research in condensed matter physics. There are several novel attributes of
the 2-D materials that give them an advantage over their 3-D bulk counterparts. The twist
degree of freedom in these materials, where the twist angle between two 2D layers of the
same or different materials can be tuned, has opened a new window to the observation of
a number of exotic phenomena like Moiré physics [21–25], correlated insulator states [26],
fractal Hofstadter’s butterfly [27, 28], topologically non-trivial states and unconventional
superconductivity [29]. The 2-D materials can also exhibit long-range magnetic order at
finite temperatures, persisting down to the monolayer limit. The magnetic genome of these
materials is often termed the 2-D vdW magnets.

Figure 1.1: The progression of 2-D magnetism over the past few decades is shown in a
timeline [30].
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1.2 vdW magnets

1.2.1 Magnetism in 2-D

Until the discovery of intrinsic ferromagnetism in 2-D materials Cr2Ge2Te2 [10] and CrI3

[32], the realization of magnetic order in 2-D remained an elusive dream. This breakthrough
led to a plethora of opportunities and new discoveries. Figure 1.1 depicts the timeline of
developments in the area of 2-D magnetism made over the previous decades.

The spatial and spin dimensionality (n) has a significant role in determining the exis-
tence of a magnetic ground state. While in 3-D systems the magnetic ordering of moments
is possible at finite temperatures, in 1-D the magnetic phase transition can occur only at
absolute zero temperature [33]. This situation attains a complex character in 2-D, where the
existence of a magnetic order depends critically on the spin dimensionality (n). In a 2-D
system with n=1, explained well by the Ising model [34, 35], the spins are only allowed
to orient either in-plane or out-of-plane as shown in Figure 1.2 (a). Onsager’s [36] solu-
tion of the 2-D Ising model showed that for a system with n=1, the phase transition from
a non-ordered paramagnetic state to an ordered ferromagnetic state can always occur at fi-
nite temperatures. The system, as a consequence of strong uniaxial anisotropy, exhibits a
gapped spin wave spectrum that counters the effect of thermal fluctuations. The system with
n=2, explained well by the XY model, exhibits easy plane anisotropy where the spins are
restricted to orient only in 2D plane [37, 38]. However, within a given plane the orientation
can be random as shown in Figure 1.2 (b). Such a 2-D system undergoes an unconventional
magnetic transition known as the Berezinskii–Kosterlitz–Thouless (BKT) phase transition,
where isolated vortices and anti-vortices form a quasi-long-range magnetic order with the
formation of vortex-antivortex bound pairs below a certain transition temperature (TKT ). On
the contrary, intrinsic ferromagnetism is absent at finite temperatures in the isotropic sys-
tem (n=3) where the spins are allowed to orient in any direction as shown in Figure 1.2 (c).
Such a 2-D system can be described under the paradigms of the Heisenberg model [39].
The existence of long-range magnetic ordering in isotropic 2-D systems is prevented by the
Mermin–Wagner–Hohenberg theorem [40, 41]. The theorem is based on the idea that the
excitation of the gapless long-wavelength spin waves prevents the existence of a long-range
magnetic ordering in isotropic systems with dimensions d ď 2, due to thermal fluctuations.
A generalized Heisenberg spin Hamiltonian can be written for the aforementioned 2-D sys-
tems with different spin dimensionality as

H “ ´
1
2

ÿ

i, j

JSSSiSSS j ´
ÿ

i

KpSz
i q

2
´ gµBB

ÿ

i

Sz
i (1.1)

In equation (1.1), the first term corresponds to the pure Heisenberg Hamiltonian, where J is
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Figure 1.2: The diagram illustrates the variation in the preferred spin orientation with dif-
ferent spin dimensionality. In this context, (a) n = 1 correlates to the Ising Hamiltonian with
strong uniaxial anisotropy, while (b) n = 2 and (c) n = 3 correspond to systems with easy-
plane anisotropy (XY Hamiltonian) and isotropic Heisenberg Hamiltonian, respectively.

the exchange coupling between the neighboring spins on lattice sites i and j. The sign of J

determines whether the ferromagnetic (J > 0) or anti-ferromagnetic (J < 0) order exists. In
the second term, The coefficient K corresponds to the on-site anisotropy, such that K=0 for
the isotropic Heisenberg model (n=3), and non-zero for the Ising model (n=1) and 2-D XY
model (n=2) exhibiting easy-axis and easy-plane anisotropies respectively. The third term
corresponds to the coupling of the local magnetic moments to the applied external magnetic
field B.

Initially, attempts were made to induce magnetic order in 2-D vdW materials of non-
magnetic origin through defect engineering [42], proximity effects [43, 44], or magnetic
doping [45]. However, the magnetism achieved through these methods was weak making
such materials unreliable for spintronic applications. The first evidence of a long-range or-
der originating intrinsically from the 2-D parent lattice was given by Cheng Gong et al. in
Cr2Ge2Te2 in 2017 [10]. This discovery completely reshaped the existing understanding of
2-D magnetism in the community. Their results showed that intrinsic ferromagnetism can
exist in 2-D, contrary to the restrictions set by the Mermin–Wagner–Hohenberg theorem, in
the presence of magnetic anisotropy in the system where the system aligns its spin along a
preferred direction. The presence of magnetic anisotropy in the system stabilizes the long-
range magnetic order by opening a gap in the spin wave density of the states. Bevin Huang
et al. [32] and J. L. Lado et al. [46] showed that the ferromagnetic state exits in CrI3 down to
monolayer, where the origin of magnetic anisotropy is due to superexchange interaction be-
tween the Cr-I-Cr bonds. The origin of magnetic anisotropy in ferromagnets can be linked to
the presence of shape anisotropy, magnetocrystalline anisotropy, spin-orbit coupling, strain-
induced anisotropy, etc. A brief list of theoretically predicted and experimentally realized
2-D vdW magnets is shown in Table 1.1.
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2-D material Magnetic order TC or TN Electrical
Properties

Cr2Ge2Te6 FM 30 K (bilayer)
68 K (bulk)

Insulator

Cr2Si2Te6 FM 33 K (monolayer)
290 K (under stress)

Semiconductor

CrI3 FM 45 K (monolayer)
61 K (bulk)

Insulator

CrBr3 FM 37 K (monolayer) Insulator

ReI3 FM 65 K (theoretic) Half-metal

ReBr3 FM 390 K (theoretic) Half-metal

VSe2 FM (monolayer)
PM (bulk)

300 K (monolayer) Metal

MnSe2 AFM 300 K (monolayer) Metal

Table 1.1: A list of a few experimentally demonstrated and theoretically predicted vdW
magnets.

1.2.2 FenGeTe2

High electrical conductivity, high ferromagnetic Curie temperature, large spin-polarization
at the Fermi level of material and its ease of integrating with other materials are some of
the most important prerequisites for application in spintronic devices. Most of the well-
studied vdW ferromagnets, some of them listed in Table 1.1, lack at least one of the desired
attributes discussed above making them unsuitable for realistic applications. In this con-
text, the iron-based family of vdW ferromagnets with the general formula FenGeTe2 (with
n ě 3), stands out due to their near-room temperature ferromagnetism, high uniaxial mag-
netic anisotropy, high saturation magnetization, and good metallicity. The enhanced Curie
temperature (TCurie) in these family of ferromagnets can be achieved by increasing the ex-
change interaction by tuning the Fe-concentration [47]. These systems are known to exhibit
itinerant ferromagnetism governed by the paradigms of the Stoner model [47–49]. The ex-
tensively studied ferromagnet from this family, Fe3GeTe2, shows a TCurie of 230 K in the
bulk [50, 51] which can be increased to room temperature through ionic gating or pattern-
ing [52, 53]. Additionally, the successful fabrication of Fe3GeTe2-based spin valves [54]
and magnetic tunneling junctions have demonstrated its potential uses in the next generation
of spintronic devices that can significantly speed up the storing, processing, and transfer of
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information. Within this family, stoichiometric Fe4GeTe2 has near-room temperature ferro-
magnetism along with a spin re-orientation transition i.e. change in the orientation of mag-
netic anisotropy from in-plane to out-of-plane on cooling below 110 K [55, 56]. Fe5GeTe2

shows the highest TCurie of 300 K [49], in the family. However, TCurie of Fe5GeTe2 has been
observed to be sensitive to Fe-vacancy and thermal cycling. Fe3GeTe2 also exhibits strong
correlations, as evidenced by the significant value of the Sommerfeld coefficient observed
in measurements of specific heat and scanning tunneling spectroscopy (STS) [57, 58]. Such
behavior has not been reported or investigated in the other members of the family yet. It
is important to investigate the interplay of various quantum phenomena in these vdW fer-
romagnets, for their application in realizing highly efficient spintronic devices, which have
been one of the goals of the present work. We have studied the spin-polarized transport
characteristics of two members of FenGeTe2: Fe3GeTe2 and Fe4GeTe2 through different
spectroscopic techniques. The local magnetization characteristics of these ferromagnets
have also been probed by performing domain imaging.

1.3 Spin polarization of ferromagnets

As previously stated, a crucial prerequisite for the development of spintronic devices is the
creation of highly spin-polarized current. One of the primary sources of spin-polarized cur-
rent is ferromagnetic materials. Due to the splitting of spin-up and spin-down bands known
as exchange splitting, ferromagnets can exhibit a significant degree of spin polarization at
the Fermi level. Consequently, studying the spin polarization of ferromagnets is essential
for the advancement of materials with desired magnetic properties and the design and op-
timization of devices like spin valves and magnetic tunnel junctions. Various techniques
can be employed to evaluate the spin polarization of ferromagnets. One such technique,
introduced by Meservey and Tedrow [59], involves analyzing tunneling through a junction
between a ferromagnet and a superconductor to determine the spin polarization value. The
conductance spectrum of this junction displays coherence peaks that, under the influence of a
strong parallel magnetic field (B), split asymmetrically. Measuring this asymmetry provides
a direct estimation of the magnitude and direction of spin polarization. Other techniques
used for measuring the spin polarization of ferromagnets include spin-resolved photoemis-
sion spectroscopy [60] and scanning tunneling microscopy [61]. However, these methods
are highly sensitive to surface properties. An alternative well-known method to calculate
the spin polarization of ferromagnets, without the need for extremely high magnetic fields
or an ultra-clean surface, is the spin-polarized point contact Andreev reflection spectroscopy
(PCARS) [62]. Before delving into the applications of PCARS as a spin-resolved probe, we
will first explore the fundamentals of point contact spectroscopy (PCS).
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1.3.1 Point contact Spectroscopy (PCS)

PCS [63] is a widely recognized spectroscopic tool employed to investigate the scattering
mechanisms, involving conduction electrons and elementary excitations such as phonons,
magnons, Bogoliubons in superconductors, etc. [64, 65]), by measuring the non-linearities
in I-V . In this experimental method, a sharp tip and a freshly cleaved or polished sample are
brought into physical contact, either through a step-positioner or a differential screw, until
a micro-constriction is formed, enabling electrical transport. The electron transport through
a point contact junction involving two metal electrodes is based on two key parameters: the
mean free path of the electron (l) and the diameter (a) of the constrictions. In other words,
depending on the value of ’l’ and ’a’ different regimes of electronic transport (discussed
below) can be realized.

Figure 1.3: (a) Schematic depicting transport through a point contact formed in a ballistic
regime (a«l). (b) The electron distribution in the ballistic regime at the center of the contact
is shown.

Ballistic regime: A regime known as the ballistic regime of transport is achieved when
the elastic mean free path of electron ’l’ is much greater than the point contact diameter ’a’
as shown in Figure 1.3 (a). When a bias voltage (V ) is applied to a ballistic point contact,
the electrons within the contact diameter can undergo acceleration, acquiring kinetic energy
proportional to the applied bias. Since the electron travel through the contact ballistically,
it is possible to attain high energies within the contact region. Sharvin [66] developed an
expression for such a junction, by applying Knudsen’s technique to the problem of diluted
gas passing through a small hole, as RS = 4ρl

3πa2 . For metals, the resistivity of the material is
inversely proportional to the mean free path making RS independent of l and dependent on a

only. Hence, the resistance of a ballistic point contact can be written as RS = 2h
e2pakF q2 . where

akF represents the number of conduction channels. The momentum space (k-space) of the

7



Figure 1.4: Point contact studies for a Cu-Cu point contact with a contact resistance of
3.3 Ω at a temperature of 1.5K where a) I-V. (b) The differential resistance, dV

dI . (c) The
second derivative,d2V

dI2 . The dashed curve depicts the phonon density of states, Fpεq, obtained
through neutron scattering experiments [68].

point contact in the ballistic regime, as shown in Figure 1.3 (b), exhibits deformed Fermi
surfaces (FS). These deformed FS consist of two half spheres, with a difference in a radius
equal to the magnitude of the applied bias voltage (eV ). When the electron energy is high
enough, it may excite elementary excitations like phonons in metals, magnons in magnets,
and Bogoliubons in superconductors by undergoing inelastic (back) scattering within the
contact region. This results in a negative correction to the current value I at certain bias
voltages about the characteristic energies of elementary excitations, given by:

I “
´2πe

h̄
Ωe f f Np0q

ż eV

0
dε

ż eV

0
dε

1

Spε ´ ε
1

q (1.2)

where Np0q is the density of states at the Fermi energy, Ωe f f is the effective volume over
which the inelastic scattering takes place, and Spεq is the energy-dependent spectral function
for the scattering interaction. If the initial and the final electron states are given by |⃗k ą and
|⃗k1

ą respectively, then
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Spεq “
Np0q

32π2

ż

d2⃗k
k2

ż

d2k⃗1

k12 |gkk1 |
2
ηpk⃗,k1

qδ pε ´ εk ` εk1 q (1.3)

where |gkk1 |2 corresponds to the scattering matrix elements and η p⃗k, k⃗1
q gives the efficiency

function. For a ballistic regime, Ωe f f “ 8a3

3 . Therefore, the corrected differential conduc-
tance is

dI
dV

“
1

RS
´

2
3

e2a3Np0q
1

τpeV q
(1.4)

where 1
τpeV q

is the inverse scattering time within the contact region and is related to the

spectral function as 1
τpeV q

“ 2π

h̄

şeV
0 Spεqdε . Unlike, tunneling experiments, PCS conductance

is independent of the energy-dependent density of states.
A direct analysis of the nonlinear I-V curves can provide energy-dependent information

on the electron-phonon scattering mechanism. The electron-phonon interaction interaction
plays an important role in the thermal and electrical properties of the solids as well as in
superconductivity. Yanson [67] calculated for the first time the electron-phonon spectral
function for a point contact junction by measuring the second derivative of the voltage with
respect to the current (d2V

d2I ), which is similar to the Eliashberg function α2Spεq; α is the
electron-phonon coupling constant. The demonstration of the measurement of electron-
phonon spectral function in a Cu-Cu point contact junction is given in Figure 1.4. An
increase in the differential resistance, dV

dI , with the applied bias corresponding to the zone-
boundary phonon frequencies can be seen in Figure 1.4(b). Peaks are observed in the second
derivative, d2V

dI2 , at energy levels of 16-20 meV and 30 meV corresponding to the transverse
phonons and longitudinal phonons, respectively (Figure 1.4(c)). The results depict the power
of PCS as a spectroscopic tool to probe energy-resolved information, of the scattering pro-
cesses involving conduction electrons and elementary quasiparticles, by tuning the applied
bias over the point contact junction.

Thermal regime: Contrary to the ballistic regime is the thermal regime where a ąą l

(Figure 1.5(a)) . In this regime, in the contact region, electrons can scatter inelastically
just like they would in bulk. The resistance of point contact, as calculated by Maxwell
using the Poisson equation, is given by RM= ρpT q

2a where ρ is the resistivity of the material
under study [68]. Due to the inelastic scattering of electrons within the contact region, Joule
heating occurs in the contact region resulting in a local increase in the temperature at the
center of contact. Thus, any spectroscopic information within the contact region is lost. The
FS, as shown in Figure 1.5(b), is only slightly shifted, similar to the transport of electrons in
a normal conductor.

The resistance of the contact, between the two above-discussed extreme regimes, can be
expressed using Wexler’s formula [69]: R= RS`Γpl{aq RM; where RS is the Sharvin’s resis-
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Figure 1.5: (a) Schematic showing transport in the thermal regime. The electrons can un-
dergo inelastic scattering within the contact region leading to Joule heating. (b) The FS is
shifted slightly by eEl, where E is the applied electric field and l is the mean free path of
electrons.

tance for ballistic point contact and RM is Maxwell’s resistance for thermal point contact.
Diffusive regime: Apart from the ballistic and thermal regime there lies another regime

of transport known as the diffusive regime where lel ă a ă
?

linlel . In other words, in a dif-
fusive regime, the contact diameter is bigger than the elastic mean free path of electrons but
smaller than the diffusive length (

?
linlel ) as shown in Figure 1.6(a). Therefore, the elec-

trons can undergo elastic scattering within the contact region but inelastic scattering is not
allowed. As a consequence of elastic scattering, the electrons are redistributed isotropically
within an energy shell of width eV . The spectroscopic information is still present in the
contact region, but compared to the ballistic regime, the effective volume for the backflow
current produced by the inelastic scattering of electrons has been reduced by a factor of the
order of a{l.

1.3.2 Point contact Andreev reflection spectroscopy

Till now, we have discussed the transport through point contact junctions formed between
normal metals. A special case of PCS is the point contact Andreev reflection spectroscopy
(PCARS) based on the point contact junctions between normal metal-superconductor. In
a normal metal-superconducting ballistic junction, the transport is dominated by Andreev
reflection [70], a quantum process through which a normal current in the metal converts to
a supercurrent in the superconductor. Schematic of the process is shown in Figure 1.7. For
an incident electron with energy greater than the superconducting gap (2∆) of the supercon-
ductor, transmission from the normal metal to the superconductor can take place. But if the
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Figure 1.6: (a) Schematic showing transport in the diffusive regime. The electrons can
undergo elastic scattering within the contact region. (b) The process of elastic scattering
redistributes the electrons across a spherical region, but this redistribution is limited to an
energy shell characterized by a width equal to eV .

incident electron has energy less than the superconducting gap, such transmission is forbid-
den. However, for such energy scale, a process where an up (down) spin electron is reflected
as a down (up) spin hole in the normal metal resulting in the simultaneous formation of
Cooper pair at the Fermi level of the superconductor can take place. This unique process,
known as Andreev reflection, is a consequence of the particle-hole symmetry in supercon-
ductors. By measuring the conductance of the point contact (GpV q “ dI

dV ) as a function of
bias voltage, one can obtain information about the superconducting energy gap. At zero
temperature, for a transparent N-S interface, the enhancement in the value of conductance
at a low bias (V ă ∆) is 200% than the conductance at a high bias (V ą ∆).

1.3.3 BTK formalism

The Andreev reflection spectra (dI{dV versus V ) obtained through N-S point contact junc-
tions are usually analyzed in the framework of the theory given by Blonder, Tinkham, and
Klapwijk (BTK) [71]. This theory employs a δ -function potential barrier at the interface,
which is of the form V pxq=V0 δ (x). The strength of the barrier can be characterized by a
dimensionless quantity Z “ V0{h̄vF , where vF is the Fermi velocity. The interfacial scat-
tering can have its origin in the presence of an oxide barrier at the interface or a Fermi
velocity mismatch between the materials forming a point contact junction. Along with An-
dreev reflection, the electron has a finite probability to undergo normal reflection as well.
If ApEq and BpEq correspond to probabilities of Andreev reflection and normal reflection
respectively, then the current for ballistic point contact geometry between a normal metal
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Figure 1.7: Schematic showing Andreev reflection in a junction formed between unpolarized
(Pt =0) metal and a conventional superconductor.

and superconductor as per the BTK theory is given by:

IN{S 9Np0qvF

ż 8

´8

r f0pE ´ eV q ´ f0pEqsr1 ` ApEq ´ BpEqsdE (1.5)

where Np0q accounts for the density of states (DOS) at the Fermi level and f0pEq is the
Fermi distribution function given by f pEq “ 1

exp E
kBT `1

for Fermi energy being set to zero.

BTK solved the Bogoliubov-de Gennes (BdG) equations [72], given by equation (1.6) and
(1.7), to calculate the probabilities at the N/S interface.

ih̄
B f px, tq

Bt
“

ˆ

´
h̄2

∇2

2m
´ µpxq `V pxq

˙

f px, tq ` ∆pxqgpx, tq (1.6)

ih̄
Bgpx, tq

Bt
“ ´

ˆ

´
h̄2

∇2

2m
´ µpxq `V pxq

˙

gpx, tq ` ∆pxq f px, tq (1.7)

where ∆pxq is the superconducting pairing gap, µpxq is the chemical potential, and V pxq is
the Hartree potential. f px.tq and gpx, tq are part of the two-element column vector wave-

function, ψ “

˜

f px, tq

gpx, tq

¸

, and represents the wavefunction for electron-like and hole-like

quasiparticles. Further, f px.t and gpx, tq can be expressed in terms of u and v as

f px, tq “ uepikx´ iEt
h̄ q (1.8)
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gpx, tq “ vepikx´ iEt
h̄ q (1.9)

where E “

c

´

h̄2k2

2m ´ µ

¯2
` ∆2 for V “ 0. Coefficients u and v can be related as

u2
“

1
2

˜

1 ˘
pE2 ´ ∆2q

1
2

E

¸

“ 1 ´ v2;E ą 0 (1.10)

Considering the plane wave representation for the electron and hole wavefunction, the
wavefunction of the incident electron on the normal metal side (N) can be written as

ψinc “

˜

1
0

¸

eikx (1.11)

The reflected wavefunction comprises the wavefunction of normal reflected electron

˜

1
0

¸

e´ikx

and the Andreev reflected hole

˜

0
1

¸

eikx such that

ψre f “ b

˜

1
0

¸

e´ikx
` a

˜

0
1

¸

eikx (1.12)

where ApEq = a˚a and BpEq = b˚b. On the superconducting (S) side of the electrode, the
transmitted wavefunction can be expressed as

ψtrans “ c

˜

u

v

¸

eiqx
` d

˜

v

u

¸

e´iqx (1.13)

To calculate the total current through the N-S interface, given by equation (1.5), the value of
probabilities A(E) and B(E) needs to be evaluated which can be done by making use of the
following boundary conditions:
(i) The wavefunction should be continuous across the interface i.e. ψNpx “ 0q “ ψSpx “ 0q.
(ii) The first derivative of the wavefunction should be discontinuous across the interface i.e.

ψ
1

Spx “ 0q ´ ψ
1

Npx “ 0q “
2mV0

h̄2 ψNpx “ 0q.
Applying the above boundary conditions and setting k = q = k˚

F where kF is the Fermi wave
vector, the value of A(E) and B(E) for different cases have been listed in Table 1.2.

From equation (1.5), the zero temperature differential conductance can be calculated as
dI
dV 9r1`ApEq´BpEqs. The plots of differential conductance as a function of applied bias V ,
for different values of Z, when T =2 K, and ∆ = 1.5meV , are shown in Figure 1.8. In the limit
of a completely transparent barrier (Z Ñ 0), the conductance within the superconducting gap
nearly doubles as most of the incident electrons are Andreev-reflected to a hole resulting
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Probability E ă ∆ E ą ∆

A(E) p ∆

E q2

1 ´ εp1 ` 2Z2q2
puvq2

ru2 ´ v2qZ2 ` u2s2

B(E) 1 ´ ApEq ru2 ´ v2s2Z2r1 ` Z2s

ru2 ´ v2qZ2 ` u2s2

Table 1.2: Probabilities of Andreev reflection and normal reflection, as per BTK theory, for
different energy scales. Here, ε = E2´∆2

E2 .

in the formation of a Cooper pair carrying double the amount of charge of the incident
electrons. For the intermediate barrier limit, two Andreev peaks symmetric about V =0 can
be seen in the conductance. The BTK analysis of these peaks can give the magnitude of
the superconducting gap. In the high-barrier limit (Z Ñ 8), the result given by the BTK
formalism is essentially the same as that of the tunneling regime. For more complex systems,
often a broadening parameter (Γ) is needed and that originates from multiple mechanisms
including finite quasiparticle lifetime, distribution of ∆ [73] and two-level fluctuations [74].

1.3.4 PCAR as a probe of spin polarization of ferromagnets

When the metal in the metal-superconductor junction is a ferromagnet, that may host a spin-
polarised Fermi surface due to an imbalance of density of up and down spin electrons at the
Fermi level. In such a situation, all the electrons at the Fermi level cannot undergo Andreev
reflection simply because all the corresponding Andreev reflected holes cannot find accessi-
ble states in the opposite spin band. This leads to a suppression of Andreev reflection. The
schematic, in Figure 1.9, illustrates the Andreev reflection in the case of a junction between
a half metal, having spin polarization of 100%, and a conventional superconductor. For fer-
romagnets, the transport spin polarization usually lies between 0 to 100%. Therefore, by
measuring the degree of suppression of Andreev reflection in a ferromagnet-superconductor
junction, the magnitude of spin-polarization at the Fermi surface of the ferromagnet can be
estimated [75–79]. The spin polarization of the ferromagnet can be defined as

P “
NÒpEFq ´ NÓpEFq

NÒpEFq ` NÓpEFq
(1.14)
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Figure 1.8: Evolution of the dI
dV spectrum with change in the value of Z. The conductance

at zero bias becomes suppressed with an increase se in the value of Z. The other fitting
parameters used are T =2K, ∆ = 1.5 meV, and Γ=0.

NÒpEFq is the density of states of spin-up electrons and NÓpEFq is the density of states
of spin-down electrons. However, in real systems, the transport spin polarization doesn’t
depend on the DOS at the Fermi level alone. Using the Classical Bloch-Boltzmann transport
theory, the transport spin polarization can be defined in terms of current densities of up and
down spin electrons as follows [62]:

Pt “
JÒ ´ JÓ

JÒ ` JÓ

, (1.15)

For a ballistic point contact the transport spin polarization can be defined as:

Pt “
xNpEFqvFyÒ ´ xNpEFqvFyÓ

xNpEFqvFyÒ ` xNpEFqvFyÓ

, (1.16)

For a diffusive point contact the transport spin polarization can be defined as:

Pt “
xNpEFqv2

FyÒ ´ xNpEFqv2
FyÓ

xNpEFqv2
FyÒ ` xNpEFqv2

FyÓ

, (1.17)

ă vF ą is the average spin-polarized Fermi velocity. In the case of a ferromagnet-superconductor
junction, the PCAR spectra can be calculated using the modified BTK theory [75] as dis-
cussed below.

By renaming the probabilities ApEq and BpEq in equation (1.5) as AupEq and BupEq,
where the subscript u represents unpolarized current, we can rewrite equation (1.2) as fol-
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Figure 1.9: (a) Schematic showing Andreev reflection in a point contact junction formed
between fully polarized (Pt = 100%) metal and a conventional superconductor.

lows:

Iu9Np0qvF

ż 8

´8

r f pE ´ eV q ´ f pEqsr1 ` AupEq ´ BupEqsdE (1.18)

To calculate the fully polarized current Ip, equation (1.15) can be employed by replacing
Au and Bu with Ap and Bp, respectively, where the latter represents the corresponding prob-
abilities for the fully polarized case. The coefficients Ap and Bp can be determined using
the same boundary conditions as discussed in the previous section. Table 1.3 provides the
values of probabilities Ap and Bp for various energies.

The total current in terms of Iu and Ip can then be written as

Itotal “ p1 ´ PtqIu ` PtIp (1.19)

where Pt is one of the fitting parameters of the modified BTK theory which gives an estimate
of the value of transport spin polarisation [62,75]. To summarize, the magnitude of transport
spin polarization can be estimated by following the algorithm: (i) Calculate the BTK current
for the unpolarized case (Iu), (ii) Calculate the BTK current for the fully polarized case
spin polarization is 100 percent (Ip), (iii) Find an intermediate total polarization current by
interpolation between Iu and Ip using equation (1.19). The derivative of Itotal with respect
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Probability E ă ∆ E ą ∆

AppEq 0 0

BppEq 1 p

b

E2´∆2

E2 ´ 1q2 ` 4Z2pE2´∆2

E2 q

p

b

E2´∆2

E2 ` 1q2 ` 4Z2pE2´∆2

E2 q

Table 1.3: Probabilities AppEq and BppEq.

to V gives the modified Andreev reflection spectrum with finite spin polarization in the
ferromagnet. Figure 1.10 depicts representative spectra for different values of transport spin
polarization Pt while keeping T , ∆, and Z fixed at 2 K, 1.5 meV, and 0, respectively. It can
be observed that as Pt approaches 100%, the differential conductance at zero bias tends to
zero, indicating complete suppression of Andreev reflection in a half metal, as illustrated in
Figure 1.10.
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Figure 1.10: PCAR spectra for different values of transport spin polarization Pt and Z.

1.4 Heavy Fermion systems

Fe3GeTe2 shows an emergent Kondo lattice behavior, along with a large effective carrier
mass, imparting a heavy fermionic character to the system [57, 58]. Here, we delve into a
brief discussion of such systems. In heavy fermion systems, the itinerant conduction elec-
trons strongly interact with localized magnetic moments associated with the f or d electrons.
These strong electron-electron interactions give rise to a many-body state in which the ef-
fective mass of the charge carriers becomes significantly larger than their bare mass. As
per Landau’s Fermi liquid framework, the linear specific heat coefficient also known as the
Sommerfeld coefficient (γSommer f eld) which signifies the electronic contribution to specific
heat, is directly proportional to the density of states (ρ˚) of quasiparticles and, consequently,
to their effective mass (m˚). The Sommerfeld coefficient is given by:

γSommer f eld “
π2k2

B
3

ρ
˚

“
kFk2

B

3h̄2 m˚ (1.20)

In conventional metals, γSommer f eld ranges between 1 and 10 mJ/molK². However, in heavy
fermionic systems, this coefficient can exhibit much larger values ranging between 10-1000
mJ/molK², indicating the significant heaviness of the charge carriers in these materials [80].
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The heavy fermion behavior is typically observed at low temperatures, typically below a
characteristic energy scale known as the Kondo temperature (TK). Below TK , the localized
magnetic moments are effectively screened by the conduction electrons, forming a coherent,
heavy quasiparticle state.

1.4.1 The single impurity Anderson Model

It is important to first gain an insight into the physics underlying the formation of local
moments which can be explained using Anderson’s single impurity model [81]. As per the
model,

H “
ÿ

kσ

εkc:

kσ
ckσ ` εdnd `UndÒndÓ `

ÿ

kσ

Vkσ rd:
σ ckσ ` c:

kσ
dσ s (1.21)

The first term gives the kinetic energy of the de-localized conduction electrons. The second
term describes an energy of localized d or f electrons in impurity ion. The third term gives
the on-site Coulomb repulsion at the impurity site. The last term describes the hybridization
of the delocalized conduction electrons with localized moments of the impurity ion. c and d

are the annihilation operators for conduction electrons and localized electrons for d orbitals
respectively. In the atomic limit (neglecting hybridization, V = 0),

Hatom “ εdnd `UndÒndÓ (1.22)

There can exist 4 quantum states with respective energies: |d0 ą: Epd0q “ 0; |d2 ą: Epd2q “

2εd `U ; |d1 Òą, |d1 Óą: Epd1q “ εd . Out of these |d0 ą and |d2 ą are non-magnetic. For
the magnetic doublet ( |d1 Òą, |d1 Óą) the cost of adding or removing an electron from the
d orbital is given by:

removing : Epd0
q ´ Epd1

q “ ´εd ą 0 (1.23)

adding : Epd2
q ´ Epd1

q “ εd `U ą 0 (1.24)

The difference between the energies in equation (1.23) and (1.24) being ∆E “ U
2 ˘pεd ` U

2 q.
This sets the condition for the existence of local moment given by:

U
2

ą |εd `
U
2

| (1.25)

Therefore, the energy is lowest when the d orbital is singly occupied resulting in a non-zero
magnetic moment. For the condition in equation (1.25) to be met, U must be large and
thermal excitations should be small i.e. kBT ă maxpεd `U,´εdq.

In the scenario where hybridization is present but on-site Coulomb repulsion is absent,
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the d electrons engage in hybridization with the conduction electrons, leading to the for-
mation of a resonant state [82]. The width of this resonant state, denoted as w, is given by
w “ πV 2ρ , where V 2 represents the average strength of hybridization and ρ corresponds
to the density of states (DOS) of the conduction electrons at the Fermi level. In the situa-
tion where both terms in the Hamiltonian given by equation (1.21) are non-zero, Anderson
employed a mean-field treatment to demonstrate that when the on-site Coulomb repulsion
exceeds a critical value of approximately Uc « πw, local moments are formed with a non-
zero magnetization. The interaction between the conduction electrons and these localized
moments gives rise to various intriguing quantum phenomena, among which the Kondo
effect stands out as one notable effect.

1.4.2 Kondo effect

Matthiessen’s rule of electrical resistivity states that the total resistivity of a metal can be
regarded as the sum of individual resistivities due to different scattering mechanisms present
in the material. The resistivity of a normal metal can be expressed as

ρpT q “ ρo ` aρpT 2
q ` bρpT 5

q (1.26)

where ρo is the zero temperature resistivity, also termed as residual resistivity, that orig-
inates from carrier scattering from impurity or defects. The T 2 dependence of resistivity
originates from the electrons-electron interactions while the T 5 dependence originates from
electron-phonon interaction. However, resistivity in some metals when doped with magnetic
impurities is not found to saturate at low temperatures. Instead, below a certain temperature
(TK) known as the Kondo temperature, the resistivity increases with the decrease in temper-
ature. This effect was first discovered by W. J. de Haas, J. de Boer and G.J. van den Berg in
1934 in impure gold wires [83]. The origin of the resistivity minimum in such systems was
explained by Jun Kondo [84], in 1964, using second-order perturbation theory. He reasoned
that the resistance minimum occurs due to the electron spin-flip scattering processes where a
temporary spin exchange happens between the conduction electrons and localized moments
associated with the magnetic impurity (Figure 1.11 (a)). This process can be explained as
follows: Suppose we have a magnetic ion that is situated within a metallic lattice, the energy
of the highest energy electron associated with the impurity being lower than the energy of
the electrons in the Fermi sea. As per the Heisenberg uncertainty principle, it is possible for
the magnetic impurity’s electron to spontaneously tunnel from the impurity to the Fermi sea
of the lattice within a timescale constrained by the uncertainty principle. Simultaneously,
an electron from the Fermi sea can tunnel to the available state in the impurity. Importantly,
in this latter case, the spins of these two electrons are not necessarily required to be iden-
tical, allowing for a spin exchange to take place. The occurrence of spin exchanges brings

20



about a notable change in the overall energy spectrum of the system. When numerous spin
exchanges take place, this many-body phenomenon leads to the system transitioning into a
new state. This new state, known as a Kondo resonance, possesses the same energy as the
Fermi level. It effectively scatters electrons whose energies are also near the Fermi level,
specifically the conduction electrons. As these conduction electrons undergo scattering, we
observe a corresponding increase in resistivity within the bulk state of the material [85]. It is
important to note that this phenomenon primarily occurs at low temperatures since the Fermi
distribution, which governs the distribution of filled and unfilled states, broadens as the tem-
perature rises. For the spin exchange to occur and have a significant impact compared to
other scattering processes, the energies of the conduction electrons must be in close proxim-
ity to the Fermi energy. Therefore, at low temperatures, the resistivity of such systems gets
modified to

ρpT q “ ρo ` clnp
µ

T
q ` bρpT 5

q (1.27)

where the logarithmic term in equation (1.27) produces a resistivity minima at Tminimum “

p c
5bq

1
5 .

Figure 1.11: Schematic depicting the hybridization (screening) of the localized moments
(red arrows) with the conduction electrons (blue arrows) in (a) a single-impurity Kondo
effect (b) and a Kondo lattice.

1.4.3 Kondo lattice

We have aforementioned the interaction of localized moments of a single impurity with the
conduction electrons. If a periodic array of such localized moments is embedded in a sea
of conduction electrons, the interaction between the two leads to the formation of a Kondo
lattice (Figure 1.11 (b)). The experimental signature of Kondo effect can be found in the
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tunneling experiments. When an electron enters a Kondo lattice (Figure 1.12), it triggers a
cotunneling mechanism that leads to a simultaneous spin flip of the localized moments [86].
The differential tunneling conductance of such a system, in the clean limit, exhibits a double
peak antisymmetric spectra separated by the hybridization gap. The peak structure gets
smeared out as one reaches the dirty limit. Within this picture, even with the moderate
disorder, the conductance spectrum is expected to take the shape of a Fano line [87]. The
Fano lineshape is given by [87]:

dI{dV 9
pε ` qq2

1 ` ε2 ;ε “
eV ´ ε0

Γ
(1.28)

Here, V is the applied dc bias, q is the Fano asymmetry factor, ε0 is the position of the
resonance in the energy scale, Γ is the resonance at HWHM (half width at half maximum).
Such Fano lineshape behavior was experimentally observed in Point contact spectroscopy
(PCS) and Scanning tunneling spectroscopy (STS) with a number of heavy fermion systems
like CeCoIn5 [88], CeCu2Si2, URu2Si2 [92], UBe13, UPt3 [93], UTe2 [94], etc. The presence
of an anti-symmetric Kondo background can lead to an extra suppression in the Andreev
reflection in PCAR measurements.

Figure 1.12: Schematic illustrating electron tunneling into a Kondo Lattice where tc gives
the direct tunneling amplitude into the sea of conduction electrons and t f gives the tunneling
amplitude into the composite state made from the hybridization of the localized moments
and conduction electrons. Inset shows the typical Fano line behavior observed, in the tun-
neling conductance, for a Kondo lattice.
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1.5 Topological Superconductivity

Another area where spin-polarized fermions are known to play a significant role is topo-
logical superconductivity. Within the Bogoliubov-de Gennes (BdG) description of super-
conductivity, the negative energy single-particle states are filled. The positive and the neg-
ative energy states are separated by a pairing energy called the superconducting energy gap
(2∆) [9, 95]. By construction, this is similar to an insulator where the valence band (states
below the Fermi energy EF ) is filled which is separated from the conductance band by an
insulating energy gap. This similarity prompted the question of the possibility of a su-
perconducting analogue of a topological insulator where a non-zero topological invariant
defined in the filled band gives rise to a band structure that is topologically distinct from a
trivial band insulator [97–99] . Theoretically, it is understood that in the case of a super-
conductor, if a non-zero topological invariant can be found for the filled states in the BdG
picture, it is possible to obtain a topologically distinct superconducting phase where the gap
will be non-zero in the bulk, but the gap will close at the surface due to the emergence of
self-Hermitian surface modes called the Majorana modes [100–104]. Such a special class
of superconductors is termed ‘Topological Superconductors’ [100–104]. Majorana modes
in such superconductors are a direct consequence of the boundary correspondence of the
topologically non-trivial bulk.

Conventional s-wave superconductors, where Cooper pair formation involves the pair-
ing of opposite spin electrons (S=0), are ubiquitous in the sense that most of the known
superconducting materials exhibit conventional s-wave pairing. This makes the s-wave su-
perconductors the natural starting point for exploring the potential topological character of
superconductors. However, the Bogoliubov operators defined for conventional s-wave su-
perconductors don’t follow the expected Majorana nature i.e γ

:

kÒ
“ ukc:

kÒ
` vkc´kÓ ‰ γ´kÓ.

This discrepancy arises from the different spin projections of electrons, leading to non-self-
conjugate quasiparticle operators. The effect of spin can be eliminated in p-wave super-
conductors, also termed ’spinless superconductors’. In these superconductors, the Cooper
pairing results from the pairing of spin-polarised electrons (S = 1) and hence have only a sin-
gle active spin degree of freedom. Due to particle-hole symmetry in these superconductors,
the creation operator for a quasiparticle in state ψE is equivalent to the annihilation operator
for a quasiparticle in state ψ´E (Figure 1.13(a)), denoted as γ

`
E “ γ´E . These states possess

topological triviality since they can be affected by perturbations that drive them into or out
of the energy gap. However, a state at zero energy exhibits topological non-triviality. These
mid-gap excitations demonstrate the Majorana nature of spinless quasiparticles, represented
by γ

`
0 “ γ0, implying that the quasiparticle is its own antiparticle (Figure 1.13(b)). This un-

paired bound state at zero energy remains fixed at E = 0 unless the energy gap closes [100].
If these topologically-protected modes can be realized experimentally, they hold the poten-
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tial to achieve fault-tolerant quantum computing. [105–111].

Figure 1.13: (a) For every state E in the superconducting gap there exists a state at ´E as
a consequence of particle-hole symmetry. (b) The mid-gap excitations of the topological
superconductor will lead to a topologically protected unpaired Majorana bound state at zero
energy as it cannot be moved away from E=0 unless the gap closes.

1.5.1 Majorana Zero energy modes.

In second quantization language creation c:

i and annihilation operators ci can be used to
represent Fermions. These operators obey Fermion algebra i.e. they obey anticommutation
relation:

tc:

i ,c
:

ju “ 0;tci,c ju “ 0;tc:

i ,c ju “ δi j (1.29)

Without any loss of generality, these operators can be expressed in terms of a set of new
operators γi,1 and γi,2 such that

ci “
γi,1 ` iγi,2

2

c:

i “
γi,1 ´ iγi,2

2
(1.30)

On inversion,
γi,1 “ pci ` c:

i q

γi,2 “ ipci ` c:

i q (1.31)

These operators follow the anti-commutation relations:

tγiα ,γ jβ u “ 2δi jδαβ (1.32)
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with
γ

2
“ 1 (1.33)

i.e. the operator γ being necessarily self adjoint. This implies

γ
:

i,α “ γi,α (1.34)

i.e. a particle created by γ operator is identical to its antiparticle. So we can term γi,1 and
γi,2 as the Majorana operators.

An inference can be made that a Fermionic state can be recast into the real and imaginary
parts with each part corresponding to Majorana Fermion through canonical transformations
shown in equation (1.34). This recasting doesn’t have any physical consequences because
the Majorana pair remains spatially localized and overlap significantly to be considered as
separate entities. However, in the context of topological superconductors, an intriguing
phenomenon arises where Majorana fermions bound at the edges can become spatially sep-
arated, with the potential for significant localization even at considerable distances. This
spatial separation provides protection against local perturbations or decoherence. Equation
(1.33) further emphasizes the distinction between Majorana operators and fermionic opera-
tors by demonstrating that the action of the Majorana operator twice on state results in the
same state.

1.5.2 Kitaev model of topological superconductivity

The toy model to realize unpaired or spatially separated MZMs in spinless p-wave super-
conductors was proposed by Alexei Kitaev in 2001 [112]. To understand this model, let’s
consider a system with i = N sites where each site can host one fermion as per the Pauli
exclusion principle such that by definition each site can host two different Majorana modes
γi,A and γi,B (Figure 1.14).

Figure 1.14: Schematic illustrating N sites 1-D Kitaev chain, where each fermionic site can
host two Majorana modes

The tight binding Hamiltonian for such a 1-D chain with p-wave superconducting pairing
can be expressed as

H “ ´µ

N
ÿ

i

pniq ´ t
N´1
ÿ

i

pc:

i ci`1 ` c:

i`1ciq `

N´1
ÿ

i

p∆cici`1 ` ∆
˚c:

i`1c:

i q (1.35)

where µ is the chemical potential, t is nearest neighbor hopping amplitude, n “ c:

i ci is the
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number operator and ∆ is the superconducting pairing potential ∆ “ |∆|exppiφq For sake of
simplicity, we consider ∆ to be real i.e. φ “ 0. Unlike BCS Hamiltonian, Kitaev Hamiltonian
doesn’t have spin dependence because electrons are assumed to have one spin direction i.e.
effectively spinless system. This leads to odd superconducting pairing i.e. coupling of same
spin electrons.

In Majorana representation equation (1.35) can be rewritten as

H “ ´
µ

2

N
ÿ

i

p1 ` iγi,Bγi,Aq ´
it
2

N´1
ÿ

i

pγi`1,Aγi,B ` γi,Aγi`1,Bq

`
i|∆|

2

N´1
ÿ

i

pγi,Bγi`1,A ` γi,Aγi`1,Bq (1.36)

Using the anti-commutation relation equation (1.36) can be expressed as

H “ ´
iµ
2

N
ÿ

i

pγi,Aγi,Bq `
ipt ` |∆|q

2

N´1
ÿ

i

pγi,Bγi`1,Aq

`
ip|∆| ´ tq

2

N´1
ÿ

i

pγi,Aγi`1,Bq (1.37)

Depending on the values of t, ∆ and µ , two special cases can be considered:
Case 1: When t= |∆|=0 and µ ‰ 0, the Hamiltonian given by equation (1.37) takes the form

H “ ´
iµ
2

N
ÿ

i

pγi,Aγi,Bq “ ´µ

N
ÿ

i

c`
i ci (1.38)

This is a topologically trivial phase where only pairing between Majoranas at the same sites

Figure 1.15: Schematic illustrating pairing between Majoranas present at the same
fermionic site for the case when µ ‰ 0, t “ |∆| “ 0.

is effective and no unpaired Majorana modes appear as shown in Figure 1.15. The energy
cost of filling a fermion at a particular site is finite and is equal to µ .

Case 2:When µ “ 0, t “ ∆ ‰ 0, the Hamiltonian takes the form

H “ it
N´1
ÿ

i

γi,Bγi`1,A (1.39)

This leads to the coupling of Majorana at a given site to those at the adjacent neighboring
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site as shown in Figure 1.16. It is evident from equation (1.39) that two Majorana modes at
the edges of the chain γ1,A and γN,B , which are basically Zero energy MZMs, are missing
from the Hamiltonian and are unpaired. To add a fermion at any site on the chain except
the edge modes, energy cost is equivalent to t. The bulk is gapped and 2t is the energy gap
between the filled and the empty states. The two unpaired MZMS can be combined to form

Figure 1.16: Schematic illustrating pairing of Majoranas at adjacent neighboring sites for
the case when µ “ 0, t “ |∆| ‰ 0 leading to unpaired Majorana modes γ1,A and γN,B localized
at opposite ends of 1-D Kitaev chain

a highly non-local operator by

dM “
1
2

pγ1,A ` γN,Bq (1.40)

The term ’non-local’ is associated with dM in the sense that the γ1,AandγN,B comprising this
fermionic operator are localized at the opposite ends of the Kitaev chain. Occupying the
corresponding state will not cost any energy.

Figure 1.17: Energy spectrum of Kitaev chain w.r.t to µ plotted for |∆| “ 1, t=1. Phase
transition between the topological phases taking place at |µ | “ 2t.

Although occupation numbers cannot be defined for Majorana modes, we can assign
a number operator to dM, which is constructed from these unpaired Majorana zero modes
(MZMs). Depending on the eigenvalue of the number operator, parity can be defined as
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even corresponding to the number operator being 0, and odd corresponding to the number
operator being 1. While the non-degenerate ground state of a conventional superconductor
being condensate of Cooper pair has even parity, the doubly degenerate ground state in
this case can have odd parity i.e. odd number of quasiparticles at zero energy cost. This
corresponds to the topologically non-trivial phase.

Based on the specific set of parameters, we have categorized the cases mentioned above
into two groups: topological trivial and non-trivial phases. However, the presence of the
topologically non-trivial phase is maintained as long as the condition |µ | ă 2t is satisfied.
This implies that zero-energy Majorana modes will persist as long as the bulk of the system
remains completely gapped. Conversely, if |µ | ą 2t, the system transitions into a topolog-
ically trivial phase. In the presence of periodic boundary conditions, the Hamiltonian in
momentum space can be written as:

H “
ÿ

k

p´2tcospkq ´ µqc:

kck ` ∆pisinpkqqckc´k ` h.c.q (1.41)

with the excitation spectrum of the form

Epkq “ ˘

b

p2tcospkq ` µq2 ` p2∆sinpkqq2 ´ π ă k ă π (1.42)

Figure 1.18: Schematic showing a semiconducting Rashba spin-orbit coupled nanowire ly-
ing along x-axis in proximity to an s-wave superconductor. The external magnetic field is
applied along the z-axis.

As depicted in Figure (1.17) at µ “ 2t, the band closes leading to the direct coupling
between MZMs and bulk states resulting in the recombination of MZMs to electrons and
filling of the first empty energy band. In conclusion, choosing the different values of nearest
neighbor hopping amplitude and on-site energy (chemical potential) leads to two distinct
topological phases i.e trivial topological phase with no Majorana modes and the non-trivial
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topological phase with Majorana edge modes where the two phases can be distinguished on
the basis of presence or absence of unpaired MZMs at the ends of the Kitaev chain.

1.5.3 Physical Realization of Kitaev Model

In the absence of clear evidence of a p-wave superconductor in practice, a 1D model in-
volving an s-wave superconductor in the proximity of a Rashba-coupled semiconductor un-
der a perpendicular Zeeman field can host similar topologically protected Majorana edge
modes [113, 114]. The schematic of the system is shown in Figure 1.18. The Hamiltonian
of the system can be written as

Hsys “ p´
1

2m
B

2
x ` iασyBxqτz ´Vzσz ` ∆τx (1.43)

where m,α,µ and ∆ is the effective mass, Rasbha spin orbit coupling, chemical potential
and superconducting energy gap proximity induced in the nanowire due to underlying s-
wave superconductor respectively. Discretizing the continous Hamiltonian in equation(1.43)
results in:

Hsys “

N
ÿ

n“1

r´tp|n ` 1 ąă n| ` H.c.qτz ` iαp|n ` 1 ąă n| ´ H.c.qσyτz ` ∆|n ąă n|τx`

p´µq|n ąă n|τz ´Vz|n ąă n|σzs (1.44)

where t “ h̄2

2ma2 gives the hopping amplitude and a is the lattice constant. It is well
known from the theoretical as well as experimental results that for a 1-D wire, a phase
transition from the topologically trivial regime (no Majorana bound state) to topologically
non-trivial regime (with Majorana bound state) can be achieved by setting Zeeman field
Vz ą

a

µ2 ` ∆2 [113, 114]. Since such edge modes are protected precisely at zero energy,
one of the potential experimental signatures of that could be a robust zero-bias conductance
peak (ZBCP) in a tunneling experiment [115–122]. The differential conductance of a 1D
nanowire can be measured by attaching a normal lead/ metal electrode at one end of the
proximitized superconducting nanowire as shown in Figure 1.19. The normal lead has the
same Hamiltonian (equation (1.44)) as the nanowire except that the superconducting pairing
term (∆) is taken to be zero for the normal lead. Choosing the chemical potential of the
lead greater than the superconducting gap provides the provision of fixing the lead always in
the topologically trivial regime. At the interface of normal lead-superconducting nanowire
junction, tunnel barrier is modelled by adding an additional onsite energy of strength 10 t on
one end (left) of the wire. The tunnel barrier potential added in the model to account for the
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Figure 1.19: The tunneling conductance setup consisting of Majorana nanowire (in red)
connected to the normal leads (in blue) with a barrier potential (in green) existing at the
interface of the junction. A bias V is applied to the normal leads.

interfacial scattering can have its origin in the presence of an oxide barrier on the nanowire
or Fermi velocity mismatch between the leads of different materials forming the junction.If
there are N conducting channels in the lead then the zero temperature differential conduc-
tance can be calculated using the Blonder-Tinkham-Klapwijk (BTK) formula (in the units
of e2{h) [71]. The differential conductance plot as a function of applied bias V to the leads
is shown in Figure 1.20. The tunneling conductance of the nanowire in the topologically
non-trivial regime leads to quantized conductance of 2e2

h due to perfect Andreev reflection
which is a consequence of the formation of Majorana modes at the edges of the nanowire.

As discussed above, one of the possible signatures of such modes is the appearance of a
zero-bias conductance peak (ZBCP) in tunneling experiments [115,118]. However, it is also
known that a peak at zero bias can have origins due to non-Majorana sources as well such
as Andreev bound states, weak antilocalization, or Kondo resonance [123–127] making the
confirmation of Majorana modes challenging. As a consequence, as far as the experimental
detection of these modes is concerned, they have remained elusive. We have theoretically
proposed a tunneling setup consisting of an array of weakly coupled Majorana nanowires,
a quasi-two-dimensional topological superconductor, which can be used in the detection of
these topologically non-trivial modes in a more controlled and effective manner [128]. In
our setup, the ZBCP can be turned OFF and ON depending on the parity of the transport
active wires leading to an odd-even-like effect in the tunneling conductance, providing a
more comprehensive signature of these modes. In addition, we have studied the effect of the
magnetic field angle on the odd-even effect where the field tilt angle can be used as another
tuning parameter to confirm the Majorana-origins of ZBCP.
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Figure 1.20: The differential conductance (in units of 2e2

h ) for a single nanowire in the
topological regime. For calculations, the values used are α = 1t, µ = -2t, and ∆ = 0.6t, Vz =
0.85 t.
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Chapter 2
Experimental Techniques

To extensively study the electronic and magnetic properties of the vdW ferromagnets, we
have used three low-temperature techniques namely point contact spectroscopy (PCS), scan-
ning tunneling microscopy/ spectroscopy (STM/S), and magnetic force microscopy (MFM).
These techniques are briefly discussed below:

2.1 PCS experimental setup

The fundamentals of PCS have been discussed in Section (1.3) of this thesis. Here, we
discuss different methods that can be adopted to form a point contact junction, details of
the home-built PCS probe along with the data acquisition technique used for obtaining the
results presented in this thesis.

2.1.1 Fabrication of point contacts

There are a number of techniques that can be employed to form a point contact junction
between two metal electrodes. These are the needle-anvil method [1], soft point contact [2],
shear method [3], lithographic method [4], and break junctions [5]. For our PCS measure-
ments, we employed the needle-anvil method. In this method, a metallic tip sharpened
electrochemically or mechanically and a freshly cleaved/polished sample are brought phys-
ically in contact either using a step-positioner or a differential screw arrangement, till ohmic
contact forms. Given the crucial role of the interface in point contact spectroscopy (PCS)
experiments, special care must be taken during the preparation of both the tip and sample
surfaces. We first scratched and then sharpened the Niobium wire, used as a tip for our
measurements, by mechanically cutting it at an angle. The single crystals of both the ferro-
magnets were cleaved using scotch tape just before cryogenic measurements. However, it
is important to note that the presence of an oxide layer at the interface is still possible. To
ensure the ballistic nature of the contact, certain steps are taken. Firstly, the oxide layer at
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the interface is punctured by controlling the pressure on the tip, creating small constrictions
that allow current flow. Subsequently, a ballistic contact is achieved by slightly retracting
the tip to increase the contact resistance and, consequently, decreasing the contact size. In
some cases, applying high-voltage electrical pulses at the interface can also assist in alter-
ing the contact resistance by eliminating existing micro-constrictions and forming new ones.
For each formed contact, we record the differential conductance (dI{dV ) as a function of the
applied bias (V). Based on the characteristics of the conductance, we can identify the type of
contact that has been established. The needle-anvil technique presents several advantages.
Firstly, it is non-destructive, allowing for multiple measurements on the same samples. Sec-
ondly, the resistance of the contact can be controlled by adjusting the pressure applied by the
tip. However, when dealing with very small samples, such as single crystals, the procedure
becomes significantly challenging. In such cases, the "soft" point contact technique emerges
as a more viable option.

The formation of soft point contact junctions involves delicately placing a droplet of sil-
ver paste or a small In flake (« 50 µm in diameter) onto the pristine surface of the sample.
The counter electrode, connected to current and voltage leads through a thin Au wire, is po-
sitioned above the sample. Despite the relatively larger "footprint" of the counter-electrode,
particularly noticeable with Ag paste, compared to the electronic mean free path, these con-
tacts frequently provide spectroscopic information. This suggests that, on a microscopic
scale, the actual electrical contact occurs through parallel nanometric channels that connect
the sample surface with the In flake or individual grains in the Ag paste. The contacts formed
usually lie in the ballistic regime of transport. The schematic of both methods is shown in
Figure 2.1.

Figure 2.1: Schematic illustrating (a) needle-anvil and (b) soft point contact method.
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2.1.2 PCS probe and data acquisition

A home-built PCS probe consisting of a long stainless steel tube with a probe head posi-
tioned at the end was used for measurements. The probe head is equipped with a differential
screw (100 threads per inch) arrangement, which can be operated using a shaft extending to
the top of the cryostat. The tip is mounted in the copper tip holder positioned at the end of the
differential screw such that rotation of the screw enables vertical movement of a tip-holder
in relation to the sample being studied. The sample was mounted on the small removable
disc-shaped copper disk mounted on the bigger copper disk. A Cernox thermometer and a
33Ω (1 Watt) resistor, mounted on the bigger Copper disk, has been used to measure and
regulate the temperature of the sample respectively. The PCS probe head has been shown in
Figure 2.2. The electrical connections of the probe were done using twisted pairs of 0.25 mm
dia Copper wires. For conductance measurements, two contact leads on the tip and sample
respectively were made with silver epoxy (Epotek-2component) using copper wires. The
measurements were performed inside a variable temperature American Magnetics cryostat
working down to 1.4 K which is also equipped with a 3-axis superconducting vector magnet
(6T-1T-1T).

Figure 2.2: PCS probe head.

After the point contact between the tip and the sample had been established, a lock-in-
based modulation technique was used to acquire the point contact spectrum (dI{dV vs V ).
A schematic of the setup is shown in Figure 2.3. In this technique, a sweeping dc current
(Idc) is coupled to fixed low-frequency (in the range of a few Hertz to a few kilo Hertz) ac
current (Iaccospωtq) such that Idc ąą Iac. The output voltage under this approximation can
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be Taylor expanded as

V pIdc ` Iaccospωtqq “ V pIdcq `

ˆ

dV
dI

˙

I“Idc

Iaccospωtq `
1
2

ˆ

d2V
dI2

˙

I“Idc

pIaccospωtqq
2

` .....

(2.1)
For our measurements, a dc current source (Kethley 6220) was used to supply dc current,
and a lock-in amplifier (Stanford Research System 830) was used to provide ac cuurent by
using a voltage-to-current converter. The dc voltage drop across the point contact was then
recorded using a digital multimeter (Kethley 2000). The ac voltage output of the lock-in
amplifier, for signal locked at the first harmonic, is proportional to differential resistance
dV {dI from which differential conductance was calculated. The code for data acquisition
was designed in Labview.

Figure 2.3: Schematic illustrating the point contact spectroscopy data acquisition setup.

2.2 Scanning Tunneling Microscopy

2.2.1 Basic Principles

Tunneling is a phenomenon in quantum mechanics where a particle can penetrate through a
potential barrier even if its energy is less than the height of the barrier. The first demonstra-
tion of electron tunneling was given by Leo Esaki in semiconductors [6] and by Ivar Giaever
in superconductors [7] respectively. Classically this phenomenon is forbidden. However,
quantum mechanically, a particle can exhibit wave-like nature and the wave function can
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exponentially decay into the barrier region leading to a non-zero probability of the particle
passing through the barrier. Therefore, when the two metallic surfaces are brought close to
within a few nanometers, the tunneling current flows when a potential difference between
the two is established (Figure 2.4). The tunneling current depends exponentially on the
width of the barrier between two electrodes (d) and can be expressed as:

I9e´2κd (2.2)

where the decay constant κ “

?
2mφ

h̄ « 0.513
a

φpeV qÅ
´1

; m is the mass of the electron
and φ gives the height of the potential barrier which is basically equal to the averaged work
function(φ “

φ1`φ2
2 ) of the two metals. Since most of the metals have their work function

lying in the range 4 eV -6 eV , the work function of both metals can be approximated to be
equal. Approximating φ “ 5eV and κ “ 1Å

´1
leads to the decay of tunneling current by a

factor of e´2 for every 1 Å increase in d.

Figure 2.4: Schematic depicting two metal electrodes separated by a barrier of width d and
height φ . Quantum tunneling of electrons between the two metals happens when a potential
difference is established.

Based on this phenomenon, Binnig and Rohrer in 1982 [8], designed the first scanning
tunneling microscope (STM) and was later awarded Nobel Prize for their invention. STM
is a powerful probe to investigate the electronic properties of conducting materials on an
atomic scale. A sharp metallic tip (W or Pt-Ir tip) and the conducting sample are positioned
a few angstroms apart using an assembly of piezo-walkers. The vacuum or oxide plays
the role of a potential barrier between the tip and the sample. The tunneling current flows
when a potential difference of eV between the two is established and can be measured a
function of (x,y) location and applied bias. Following Bardeen’s approach [9], the resultant
elastic tunneling current between the tip and the sample can be derived using Fermi’s Golden
rule [10], based on the time-dependent perturbation theory. Applying a negative bias V to the
sample causes the Fermi electrons within the sample to be energetically elevated compared
to the electrons in the tip. Consequently, electrons from the occupied states of the sample
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can tunnel into the unoccupied states of the tip (Figure 2.5). The tunneling current from
sample to tip in the presence of a bias voltage can be expressed as

IsÑt “ ´2e
2π

h̄
|M|

2
pNspεq f pεqqpNtpε ` eV qr1 ´ f pε ` eV qsqdε (2.3)

The factor of 2 comes from the spin of the electron, |M|2 is the tunneling matrix element,
Nt and Ns represent the density of states of tip and sample respectively. f pεq “ 1

exp pεq

kBT `1
is

the Fermi distribution function, Fermi energy being set to zero. Nspεq f pεq corresponds to
the number of filled sample states for tunneling from and Ntpε ` eV qr1 ´ f pε ` eV q are the
number of empty tip states available for tunneling into. The tunneling current from tip to
sample can be expressed as:

ItÑs “ ´2e
2π

h̄
|M|

2
pNtpε ` eV q f pε ` eV qq.pNspεqr1 ´ f pεqsqdε (2.4)

The net tunneling current, I, is given by the difference between equations (2.3) and (2.4),

Figure 2.5: Schematic of tunneling from filled sample states to empty tip states when the
sample is negatively biased.

I “
4πe

h̄

ż 8

´8

|M|
2NspεqNtpε ` eV q.p f pεqr1 ´ f pε ` eV qqs ´ r1 ´ f pεqs f pε ` eV qqdε (2.5)

Since the energy levels of the tip are shifted with respect to the sample by eV, it is suffi-
cient to focus the range of interest to ´eV ă ε ă 0. At significantly low temperatures the
Fermi distribution function shows a sharp cutoff at the Fermi energy. Therefore, at low
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temperatures, the net tunneling current I is

I «
4πe

h̄

ż 0

´eV
|M|

2NspεqNtpε ` eV qdε (2.6)

The STM tips are commonly made of tungsten (W ) and platinum-iridium (Pt ´ Ir) alloy,
having a flat density of states at the Fermi level. In addition, the tunneling matrix element
can be considered constant in energy. Under these approximations, the tunneling current
can be expressed as

I «
4πe

h̄
|M|

2Ntp0q

ż 0

´eV
Nspεqdε (2.7)

The tunneling matrix element |M|2 was calculated by Tersoff and Hamann (TH) using the
WKB approximation [11]. Under this approximation, the vacuum barrier between the tip
and the sample is assumed to be a square barrier. The tunneling matrix element can be
written as:

|M|
2

“ e´2 d
h̄

?
2mφ (2.8)

where d is the width of the barrier between tip and sample, φ is the height of the barrier
which depends on the (averaged) work function of the tip and sample. By combining equa-
tion (2.7) with (2.8), the tunneling current becomes:

I «
4πe

h̄
e´2 d

h̄
?

2mφ Ntp0q

ż 0

´eV
Nspεqdε (2.9)

Therefore, the tunneling current is proportional to the integral of the density of states of the
sample.

2.2.2 Modes of operation

Topography

STM has the exceptional ability to generate real-space images at the atomic level of resolu-
tion. To map the topography, the tunneling current between the tip and the sample is kept
constant at the set value, as the tip is rastered at fixed bias across the surface in the x ´ y

plane. The height of the tip in the z direction is adjusted using a feedback loop to maintain
the constant current, and this height information is used to generate a contour of the surface
topography. This mode is generally called a constant current mode. This method is suitable
for imaging any corrugated/irregular surface without altering or damaging the tip. However,
the finite response time of the feedback loop imposes an upper limit on the maximum scan-
ning speed. A typical schematic of the STM is shown in Figure 2.6 (a) and an example of
a topograph, obtained using constant current mode is shown in Figure 2.6 (b). The constant
current mode has been employed for all our topographic measurements using STM.
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Another mode for obtaining topography using STM is the constant height mode. In this
imaging method, the tip is positioned at a fixed distance above the sample, and the tunneling
current between the tip and the sample is measured as the tip is scanned across the surface.
Variations in the tunneling current indicate changes in the height of the sample surface,
proportional to the topography of the surface. However, if there are any surface irregularities
or unexpected changes, the tip can come into contact with the surface, potentially causing
damage to both the tip and the sample.

(a) (b)

Figure 2.6: (a) A typical schematic of STM illustrating a sharp metallic tip (W or Pt-Ir tip)
and the conducting sample positioned a few Angstroms apart using an assembly of piezo-
walkers (b)Atomically resolved topograph of 5 nm ˆ 5 nm area of turbostratic graphene for
Vb= 400 mV and It=450 pA.

Scanning Tunneling Spectroscopy(STS)

STS is another mode of STM utilizing which the density of states of the sample can be ob-
tained. Using this mode, it is possible to get information about the superconducting energy
gap, Dirac point in topological insulators and semi-metals, Majorana fermions in topolog-
ical superconductors, Fano resonance in Heavy fermionic systems, etc. It is evident from
equation (2.9) that the tunneling current is proportional to the integral of the density of
states (DOS) of the sample. Therefore, it is possible to measure the DOS of the sample by
performing the first-order derivative of the current with respect to the applied bias i.e. by
measuring the tunneling conductance such that

GpV q “
dI
dV

9NspeV q (2.10)

For measuring the tunneling conductance, the feedback loop is turned off and the tip
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position is fixed at the desired point on the sample. The bias voltage is swept and the cur-
rent response as the function of applied bias is measured. To note, the process of obtaining
the conductance (dI{dV ) by numerically differentiating the I vs. V curve can be highly
susceptible to noise. To overcome this challenge, a commonly employed method involves
utilizing a lock-in amplifier-based modulation technique to measure dI{dV . This technique
incorporates a small modulation (dV) of the bias voltage (typically a few millivolts) added
to V, allowing the measurement of the resulting change in tunneling current (dI), which in
turn provides the value of dI/dV. This technique has been employed for all our STS measure-
ments. An example of the dI{dV spectrum obtained in the case of the type-II superconductor
and Kondo lattice system is shown in Figure 2.7.

Figure 2.7: The density of states of (a) Pt-doped IrTe2, type-II superconductor, recorded at
330 mK . (b) a Kondo lattice ferromagnet Fe4GeTe2 recorded at 2K.

2.2.3 UHV-STM

The STM/S measurements presented in this thesis were performed using an ultra-high vac-
uum (UHV) UNISOKU USM-1300 STM. The STM is equipped with a He-3 cryostat and
hence ultra-low temperature (ULT) down to 300mK can be achieved in the scanning stage.
The liquid Helium dewar has a bottom-loaded 11 Tesla solenoidal superconducting mag-
net. Hence, it is possible to perform measurements under UHV and ULT conditions in the
presence of high magnetic fields.

UHV subsystem

Since the presence of air molecules or other contaminants can interfere with the tunneling
current and can effect the resolution of images, ultra-high vacuum conditions („ 10´10 ´
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10´12 mbar) for STM measurements is required. The system has three stainless steel cham-
bers: load lock, preparation, and exchange chamber. The chambers are separated from each
other using VAT gate valves. The samples and tips are loaded from outside to the load
lock chamber which is then pumped using an Edward nEXT-300 Turbomolecular pump
connected to the chamber via a pneumatic valve. After the pressure of „ 10´9 mbar is
reached in the load lock chamber, the samples are transferred from the load lock chamber
to the preparation chamber using a horizontal magnetic manipulator. The UHV conditions
in preparation, and exchange chambers are maintained using two Gamma vacuum ion pump
reaching 10´10 ´10´11 mbar. The preparation chamber is equipped with a tip heating setup
and additionaly has the provision to clean the sample in-situ through Ar-based reverse sput-
tering or by heating the sample by passing current through it. In addition, it is equipped with
two thermal evaporators (K-shell and W-shell), low energy electron diffraction (LEED), and
reflection high energy electron diffraction (RHEED) setup. By using long horizontal mag-
netic manipulators, the processed tips and samples can be transferred from preparation to
the exchange chamber. In the exchange chamber, the samples can be cleaved using an in-
situ cleaver at low temperatures down to 77K. The sample and tip for measurements are
transferred to the STM head using a long vertical magnetic manipulator.

(a) (b) (c)

(d)

Figure 2.8: (a) Tip etching setup. (b) Tungsten tip immersed in the KOH solution (c)Image
of W tip, prepared by electrochemical etching, under an optical microscope. (d) Schematic
showing tip heating setup.
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Tip preparation

The resolution of the STM image is significantly affected by the sharpness of the tip apex.
The STM tips are generally made of conducting materials like tungsten (W) or platinum-
iridium (Pt-Ir). Techniques like mechanical polishing and electrochemical etching are typ-
ically used for preparing STM tips. For our experiments, sharp W tips were prepared by
the electrochemical etching method. A tungsten wire (0.25mm diameter, 1.5 cm in length)
was scraped with sandpaper of grade P8000 before being cleaned with ethanol and distilled
water. The tip etching setup is shown in Figure 2.8(a). A 1.2N potassium hydroxide (KOH)
solution, acting as an electrolyte, was used to immerse a platinum ring (cathode) with tung-
sten wire (anode) in its center. A stopping current of 2 mA and a bias voltage of 10 V was
supplied between the two electrodes. As soon as the output current attained a value below
the stopping current, the etching process was automatically stopped. The electric voltage
increases as it goes closer to the meniscus, which caused the submerged portion of the tung-
sten wire to begin to thin out. Finally, the submerged portion of the wire broke off after
20–25 minutes. After washing the tip with distilled water and ethanol, we halted the etching
operation. Before transferring the tip to the load-lock chamber, the sharpness of the tip was
checked under the optical microscope Figure 2.8 (c). The STM tips should be clean and
free of any oxide layer as it can interfere with the tunneling current and affect the resolution
of the images. Therefore, after the preparation, the STM tip was cleaned in the preparation
chamber by electron bombardment using an electron beam heater EBT-100, before transfer-
ring it to the scanning unit. The schematic of the in-situ tip heat treatment setup is shown in
Figure 2.8(d)

Cleaving mechanism

Since STM is a surface-sensitive technique, it is important to have a pristine sample surface
free of any oxidation or surface contamination in order to achieve maximum resolution. The
surface of the sample can be cleaned before measurements by Ar-sputtering, mechanical
cleaving, or heating. The single crystals of Fe3GeTe2 and Fe4GeTe2 were cleaved, just
before STM/S measurements, using an in-situ cleaver in ultra-high vacuum conditions and
a cryogenic temperature of around 77K. A wire was fixed on the sample surface using silver
epoxy before transferring the sample to the load-lock chamber. The sample along with the
wire was then transferred to the exchange chamber, through the preparation chamber, where
the sample temperature was first stabilized to 77 K using liquid nitrogen. After that using a
manipulator the wire was hit, leaving us with a pristine sample surface. The sample was then
transferred to the STM head for low-temperature measurements. Figure 2.9(a)-(b) shows the
cleaving setup and the sample after cleaving.
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(a) (b)

Sample Holder

Cleaver

Sample along with wire

Figure 2.9: (a) In-situ cleaving setup. (b) Sample just after cleaving.

STM head and electronic unit

The tip is mounted at the end of the single tube-type piezo driver which controls its motion
in the lateral (x,y) and vertical (z) directions during scanning. The tube is partitioned into
quadrants using X (X+, X-), Y (Y+, Y-), and Z electrodes. Initially, the tip is driven towards
the sample using the coarse and fine positioning unit in a slip-stick manner until a tunneling
current is detected. Once the tunneling regime is reached, the tip can be directed in various
directions by applying appropriate voltages to the electrodes of the scan piezo. The scanning
tube piezo provides a maximum scanning area dimensions of 0.6µm ˆ 0.7µm ˆ 70 nm at
Helium temperatures.

Before measurements, it is important to have effective noise isolation to counter the
effect of common sources of noise: vibrational, acoustic, and electronic. Such noises can
affect the stability of the tip-sample junction leading to distorted images or fluctuations in the
tunneling current. To minimize the effect of vibrations, all three chambers of our STM hang
on a vibration isolation table with pneumatic legs. A large concrete pit further surrounds
the entire unit, isolated from the rest of the building using quartz sand and neoprene. To
block electromagnetic radiation and acoustic noise from entering the measurement area, the
system has been housed in a Faraday cage. To achieve internal vibration isolation, the STM
head is equipped with coil springs. To mitigate ground loop noise, separate grounding pits
for the data-acquisition electronics have been implemented.

Our scanning tunneling microscope (STM) is equipped with an RHK- R9 controller.
For attaining high resolution, the R9 controller consists of multiple voltage sources ranging
from -10 V to 10 V, lock-in amplifiers covering a frequency range of 0-100 Hz, digital
oscillators, digital-to-analog converters (DACs), high/low pass filters, and dual phase locked
loops (PLLs). It is compatible with the IHDL icon-based program language for interface
programming and provides diagnostic tools like a transient recorder, channel oscilloscope,
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spectrum analyzer, and data logger. For current amplification and noise reduction in the
feedback signal, we employ the Femto DLPCA-200 current amplifier. This amplifier can
adjust its gain from 103 to 1011 V {A and features input noise as low as 4.3 fA/

?
Hz. It

converts the measured tunneling current to voltage and amplifies it. Additionally, a high-
voltage filter with a cut-off frequency of 530 kHz has been integrated to eliminate high-
frequency noise in the input signal. To further enhance the amplification process, we utilize
a second-stage voltage pre-amplifier called the R9 IVP preamp. The approach mechanism of
the STM is controlled by the PMC100 from RHK technology, which is interconnected with
the R9 controller. This allows for automated control of the approach mechanism through the
interface program.

2.3 Magnetic force microscopy (MFM)

Magnetic force microscopy (MFM) is a powerful scanning probe technique with the ability
to analyze and visualize localized magnetic characteristics of a given sample by measuring
the magnetic force gradients [12, 13]. This technique has been widely used in the analysis
of magnetic storage media and magnetic nanomaterials to map magnetic domains, walls,
and vortices in superconductors. It is based on the principles of atomic force microscopy
(AFM) [14] and utilizes a cantilever with a magnetic coating to map the z-component of the
stray magnetic field emanating from the surface of the sample under study. The schematic il-
lustrating the technique is shown in Figure 2.10. The interaction between the tip and sample
can be either attractive or repulsive, depending on the orientation of the tip’s magnetization
and the stray field. The tip deflection as a consequence of this interaction can be measured
using a photodetector.

Figure 2.10: Schematic illustrating the interaction of MFM cantilever with the stray field of
the sample.
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Depending on the tip-sample distance the effect of a number of interaction forces comes
into play, as depicted in Figure 2.11. Therefore, MFM images can contain both topographic
as well as magnetic signals. To extract the magnetic signal, imaging is performed in the
dual pass mode also known as the lift mode. In the single pass, the cantilever using a
feedback loop maps the topography of the sample surface where the effect of van der Waal
interactions dominates. In the dual pass mode, the tip is lifted to a certain height above the
sample and performs imaging following the topographic contour at the set lift height. Since
the magnetic forces are long-ranged as compared to the van der Waals forces, the effect of
the topographic variations can be eliminated to obtain a pure magnetic signal in the dual
pass mode.

Figure 2.11: Range, as a function of tip-sample distance, over which the interaction forces
dominate the MFM signal.

2.3.1 Modes of operation

There are two modes of operation in which magnetic force microscopy can be performed:
Static mode and Dynamic mode. Dynamic mode can be further classified into the non-
contact mode and the contact mode.

Static mode

In this mode, the force of interaction (either attractive or repulsive) between the tip and the
sample surface is measured by detecting the vertical deflection in the cantilever’s equilibrium
position. The cantilever displacement can be calculated using Hooke’s law

∆z “ ´
FT S

k
(2.10)

FT S gives the force of interaction between the tip and the sample and k is the spring constant.
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Dynamic mode

In this mode, the cantilever is made to oscillate at its resonant frequency by an actuator.
The motion of the cantilever can be defined using the equation of motion of a harmonic
oscillator:

m
d2z
dt2 ` b

dz
dt

` kpz ´ z0q “ Fexptq ` FT Spzq (2.11)

where m and k are the effective mass and spring constant of the cantilever, b is the damping
coefficient, z is the displacement of the cantilever, and z0 is the equilibrium position of the
cantilever in the absence of any force. The cantilever is driven using an external oscillating
force Fextptq “ F0cospω0tq and FT Spzq gives the z-component of the force between the can-
tilever and the sample. Approximating FT S to be small, the Taylor expansion of equation
(2.11) for z “ z0 gives:

m
d2z
dt2 ` b

dz
dt

` kpz ´ z0q “ Fexptq ` FT Spz “ z0q `
dFT S

dz
|z“z0pz ´ z0q (2.12)

m
d2z
dt2 ` b

dz
dt

` pk ´
dFT S

dz
|z“z0qpz ´ z0q “ Fexptq ` FT Spz “ z0q (2.13)

On defining, ke f f “ k ´
dFT S

dz , equation (2.13) can be rewritten as :

m
d2z
dt2 ` b

dz
dt

` ke f f pz ´ z0q “ Fexptq ` FT Spz “ z0q `
dFT S

dz
|z“z0pz ´ z0q (2.14)

In the presence of a force gradient, the cantilever resonant frequency can be expressed as f
1

o

where

f
1

o “

c

ke f f

m
(2.15)

where the right hand side can be Taylor expanded (in the limit dFT S
dz ! k). The shift in the

cantilever frequency due to tip sample interaction, ∆ f “ f
1

o ´ fo, can be expressed in terms
of force gradient as

∆ f
fo

“
´1
2k

BFT S

Bz
(2.16)

For attractive tip-sample interaction BFT S
Bz ą 0, resulting in a negative shift in the reso-

nance frequency. Repulsive tip-sample interaction BFT S
Bz ă 0 results in the positive shift in

the resonance frequency. To measure the force gradient, frequency/phase modulation [15]
can be used.
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2.3.2 LT-MFM

A low-temperature compatible magnetic force microscope (Attocube LT-MFM), working
down to Helium temperatures, equipped with a single mode optical fiber-based interferom-
eter was used for performing the ferromagnetic domain imaging in both the ferromagnets.
The low temperatures were achieved using a liquid Helium-based cryostat working down to
1.4 K and equipped with a 3-axis superconducting vector magnet (6T-1T-1T). The schematic
depicting the design of the setup is shown in Figure 2.12 (a). It consists of the measurement
head, enclosed within a housing, attached to the lower end of the microspore stick. The
image of the microscope head is shown in Figure 2.12 (b). The sample under study is placed
on a stack of positioners and scanners. ANPxyz101 positioner allows for a coarse motion
within a range of 5 ˆ 5 ˆ 5 mm3 and ANSxyz100 scanner provides scanning dimensions
of 30 ˆ 30 ˆ 15 µm3 at a temperature of 4 K. The temperature sensor and heater are in-
stalled just below the sample holder to record and control the temperature of the sample.
The cantilever assembly is residing, at the end of the optical fiber, just above the sample
housing unit. The top end of the cantilever head is coated with a reflective material. The
magnetic cantilever from Nanosensors (PPP-LM-MFMR), i.e. a Silicon cantilever with Alu-
minium coating, was used for our measurements. A high spatial resolution of « 20nm can
be achieved. The microscope is equipped with a laser diode of wavelength 1310 nm.

(a) (b)

Figure 2.12: (a) Schematic illustrating the design of LT-MFM. The inset shows the optical
cavity. (b) MFM microscope head.

The detection mechanism is explained as follows: The laser beam, incident from the
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optical fiber, is reflected back from the detector once from the end face of the fiber (R1) and
once from the back face of the cantilever (R2). The space between R1 and R2 acts as an op-
tical cavity, similar to the concept observed in the Fabry-Perot or Michelson interferometer.
The combination of these two reflected beams creates an interference pattern, which is then
detected. The oscillations of the cantilever influence the length of the cavity, thereby affect-
ing the intensity of the signal captured by the photo-detector. The interferometer achieves
maximum sensitivity when the cantilever vibrates around the point of maximum slope in
the interference signal, known as the working point. The working point is determined by
applying a DC voltage offset to the dither piezo. Further, by applying an AC voltage to
the dither piezo, the cantilever can be excited at its resonance frequency. Consequently, the
AC signal detected at the resonance frequency, obtained from the photodetector, reflects the
amplitude of oscillation exhibited by the cantilever. As the cantilever approaches the sam-
ple, the amplitude of this vibration rapidly decreases as the tip-sample distance diminishes.
Therefore, physical contact between the tip and the sample is not necessarily established. At
this stage, an oscillation amplitude known as the "set level" is defined, which corresponds
to a specific force acting between the sample and the cantilever. The vibration amplitude
of the cantilever is utilized as the input for a feedback loop, which adjusts the voltage on
the z-scanner to maintain the cantilever oscillation at the set level (referred to as amplitude
feedback). Alternatively, the amplitude and phase of the oscillation resonance can be kept
constant (referred to as phase feedback). During the single pass, the output signal from
the feedback loop (z-piezo voltage) is recorded to obtain topographic information. During
the dual pass, the cantilever is lifted to the set lift height and follows the contours of the
topography at the set lift height. The magnetic signal can be measured by either measur-
ing the phase shift at a constant frequency or the frequency shift at a constant phase in a
phase-locked mode. The dual pass phase image, taken at a lift height of 35nm, obtained on
Fe3GeTe2 using the Attocube MFM is shown in Figure 2.13.
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Figure 2.13: MFM dual pass phase image taken on the cleaved single crystal of Fe3GeTe2
using Attocube LT-MFM at 1.6 K. The magnetic filamentary domains are clearly visible.
The contrast in the image corresponds to the regions of opposite magnetization.
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Chapter 3
The vdW ferromagnet Fe3GeTe2

The vdW ferromagnet Fe3GeTe2 crystallizes into a hexagonal lattice structure and adopts
the spacegroup P63/mmc (No. 194) [1,2]. The side view of the crystal stucture of Fe3GeTe2

is shown in Figure 3.1 (a) with lattice parameters, a “ b “ 4.015Å and c “ 16.362Å. The Fe
atoms are labeled Fe-I and Fe-II, owing to the two inequivalent Wyckoff sites they occupy.
In the middle layer, the Fe-II atoms are covalently bonded with Ge , which are sandwiched
between two hexagonal layers of Fe-I. This triple-layer Fe3Ge are further sandwiched be-
tween two hexagonal Te layers, and a van der Waals gap of the order 2.96Å separates
the resultant pentuple layers Fe3GeTe2. Unlike other bulk vdW ferromagnets CrI3 [3]and
CrSiTe3 [4], it is an itinerant ferromagnet with high Curie temperature of 220 K-230 K [1,2]
which can be further increased by doping [5] or patterning [6], making it a promising can-
didate for next-generation spintronic devices [7, 9, 10]. The system shows planar topolog-
ical Hall effect [11], along with significantly high uniaxial magnetic anisotropy [12–15].
Recently, it was shown that the van der Waals ferromagnet Fe3GeTe2 hosts Fermi surface
spin-polarization, an emergent Kondo lattice behaviour, along with a large carrier mass lead-
ing to a heavy fermion character to the system [16, 17]. Existence of strong correlations in
Fe3GeTe2 are concluded from evidences of enhanced specific heat described by a high Som-
merfeld coefficient pointing to a („ 10 folds) mass enhancement [18]. In this work, we have
performed Andreev reflection spectroscopy at point-contact junctions between tips of super-
conducting Nb and single crystals of the Kondo lattice ferromagnet Fe3GeTe2. In addition,
we have also studied the magnetic ground state of Fe3GeTe2 using MFM.

3.0 Sample details

High quality single crystals of Fe3GeTe2 were synthesized by chemical vapor transport us-
ing I2 as a transport agent [19]. The stoichiometric mixture of the ingredient elements in
powder form was sealed in a vacuum sealed quartz tube and was placed in a two-zone fur-
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nace maintained at 750 / 700 ˝C for one week. Large shiny single crystals of typical sizes
5–6×3–5 mm2 were obtained and the single phase was confirmed by room-temperature X-
ray diffraction measurements. Owing to the van der Waals bonding between the different
layers, the single crystals were cleavable by mechanical exfoliation. We have performed
STM measurements on the in-situ cleaved (at 77 K) single crystal of Fe3GeTe2. An atom-
ically resolved topography of area 9 nmˆ 9 nm, recorded at 77 K, of the Te-terminated
surface of the sample is shown in Figure 3.1(b). Such atomic resolution was obtained every-
where on the surface confirming the good surface quality.

(a) (b)

Figure 3.1: (a) Crystal structure of Fe3GeTe2. (b) STM topograph of 9 nm ˆ 9 nm area
taken on the cleaved surface of Fe3GeTe2 taken at sample bias Vb= 0.6 V and tunneling
current It = 200 pA.

3.1 Measurement of transport spin polarization

As discussed in subsection (1.3.4), measurement of the suppression of Andreev reflection
gives an estimate of the spin polarization at the Fermi surface. The problem gains additional
complexity when the spin-polarized electrode forming the junction with a superconductor
hosts significant electron correlations. In such cases, additional suppression of Andreev
reflection is expected due to a larger effective potential barrier that would arise from the
intrinsic mismatch in the Fermi velocities in the two sides of the junction [20]. The situation
approaches an extreme limit when the carriers in the spin-polarized part of the junction are
also characterized by a large effective mass as in the heavy Fermions. In such cases, the
suppression of conductance may not be only due to spin polarization and larger potential
barrier, both of which can be modelled within an appropriately modified version of the
conventional Blonder-Tinkham-Klapwijk (BTK) theory [21].
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The transport spectroscopic features in the aforementioned situations may also involve
the signature of other electronic effects in various forms, including a Kondo anomaly [22–
25]. Within the theory of electron tunneling into a Kondo lattice [26] (as in case of a point
contact geometry), it was earlier shown that a co-tunneling mechanism causes spin-flip pro-
cesses. In presence of that, the calculation of the conductance within a mean field picture
predicts the appearance of two peaks separated by a hybridization gap in the clean limit
which gets smeared out as one approaches the dirty (disordered) limit. Within this picture,
even with moderate disorder, the conductance spectrum is expected to take the shape of
a Fano line [27]. Such Fano lineshape behaviour were experimentally observed in point
contacts with a number of heavy fermion systems in the past [22–25].

In addition to the above, other complex possibilities may also arise. For example, the
superconducting phase induced (proximity) in the heavy fermionic part of the junction may
achieve unconventional character in the order parameter symmetry. While such possibilities
were explored experimentally in non-magnetic or weakly magnetic heavy fermion super-
conductors like CeCoIn5 [22], CeCu2Si2, URu2Si2 [28], UBe13, UPt3 [29], UTe2 [30], etc.,
investigation of such phenomena in a ferromagnetic Kondo lattice with heavy fermionic
character was not investigated, mainly due to lack of a model system where all such physi-
cal properties would coexist.

3.1.1 PCARS on Nb / Fe3GeTe2 junctions

For the Andreev reflection spectroscopy experiments, a Nb tip was engaged by standard
needle-anvil method on a freshly cleaved single crystal of Fe3GeTe2 inside a variable tem-
perature cryostat working down to 1.4 K which is also equipped with a 3-axis supercon-
ducting vector magnet (6T-1T-1T). The point contacts were formed on the [001] facet such
that the current was injected along the c-axis of the crystal. For this direction of current
injection, the layered structure does not play a role in deciding the point contact resistance
and its microscopic anatomy Owing to the high quality of the single crystals, ballistic su-
perconducting point contacts, characterized by two differential conductance (dI{dV ) peaks
symmetric about V = 0, could be established fairly easily. One such representative spectrum
and its temperature dependence is shown in Figure 3.2(a). The colored points are exper-
imentally obtained data points at different temperatures and the solid black lines are the
corresponding fits within a modified BTK theory [21]– modified to incorporate the effect
of the spin-polarized band structure of the ferromagnetic fraction of the point contacts. The
spectra shown in the Figure 3.2(a) have been normalized relative to the differential con-
ductance in the normal state and subsequently fitted using the modified BTK fit. An ac
modulation of 0.25 mA was used in the measurements

In a normal metal-superconductor Andreev reflection process, the zero-bias conductance
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should be 2 times the normal state conductance, for a fully transparent barrier and at absolute
zero [31]. While finite temperature broadens the spectral features with marginal reduction
of dI{dV at T ă 0.5Tc, a non-zero interfacial barrier (Z ‰0) causes suppression of the zero-
bias conductance in a characteristic way that also causes enhancements (sharpening) of the
dI{dV peaks near V “ ˘∆{e. However, a visual inspection of the spectra presented in Figure
1(g) it is clear that the barrier is transparent (low Z), but despite that Andreev reflection has
been suppressed significantly. The zero-bias enhancement is only about 6%. The spectrum
could be described well within the modified BTK theory with an effective spin polarization
(Pt) of 46.57%, but only with an enhanced effective temperature of 4.6 K, or a rather large
(Dynes like [32]) broadening parameter (Γ) approaching 0.52 meV which is almost 0.5∆.
The need of a significantly enhanced effective temperature, or, instead, a larger Γ, is due
to additional broadening effects that could be playing a role here, but the origin of which
is unclear. We note that this effect is not due to contact heating because the normal state
resistance did not change with increasing temperature, no additional spectral features other
than the double-peak structure was seen, and Wexler’s formula [33] gave an estimate of
the contact diameter „ 20 nm which is smaller than the mean free path in Fe3GeTe2 thereby
confirming that the contacts are ballistic and no significant contact heating is expected. Since
the contact diameter is smaller than the domain size, statistically, majority of the times, the
point contacts are formed on single domains. Furthermore, taking the measured temperature
as the contact temperature, the ∆ vs. T graph is well described by the Bardeen-Cooper-
Schrieffer (BCS) theory [34] (solid red line in Figure 3.2(b)). It should be noted that a
significant ∆ is found even at measured T = 8K – any significant contact heating would
make the contact non-superconducting at a much lower temperature. Furthermore, a larger
effective temperature should also lead to an underestimation of Pt . There is also a possibility
that certain local disorders under the point contacts, giving rise to the additional broadening.
The point contacts were made on the freshly cleaved surfaces of single crystalline Fe3GeTe2.
Hence, the possibility of such a effect should be low – though that cannot be completely
ruled out.

As per the standard practice, the intrinsic spin-polarization can be estimated by perform-
ing experiments with a number of spectra for junctions with different barrier strength (Z),
and then extrapolating the Z-dependence of Pt to Z = 0. We investigated several other point
contacts which display features of a higher Z. We show three such representative spec-
tra, along with their modified BTK fits in Figure 3.3 (a-c). Pt was seen to monotonically
decrease with increasing Z and the extrapolated dependence to Z = 0 revealed a spin polar-
ization greater than 60% as shown in Figure 3.3 (d). In all these cases, however, the effective
temperature (or, the artificially introduced Dyne’s-like broadening parameter Γ) used for the
analysis was significantly high, indicating that the intrinsic Fermi surface spin polarization
could be even higher.
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Figure 3.2: (a) Temperature dependence of ballistic spectra (shown by colored dots) and
their corresponding BTK fits (shown by black line). All the spectra are normalised and
equal vertical shift to spectra with respect to conductance spectrum at 1.7K is given for
clarity. (h) Temperature dependence of the superconducting gap (shown by black dots). The
error bars depict the range of ∆ for which a reasonable fit could be obtained using a modified
BTK theory. The expected variation of the gap from BCS theory is shown by solid red line.

Here we would also like to highlight that the point contact showed strong anisotropy in
magnetoresistance. To investigate that, we performed field-angle dependence of the normal
state resistance of one such ballistic point contact at zero bias. The orientation of the mag-
netic field with respect to the applied current was varied using the 3-axis vector magnet.
The results for in-plane rotation (φ ) of field and out-of-plane rotation (θ ) of the magnetic
field are shown in Figure 3.4 (a) and (b) respectively. The anisotropy in magnetoresistance
became more pronounced with increase in the strength of the field. The anisotropic behavior
followed typical cos2pφq and cos2pθ q dependence (shown by the black lines in the Figure
3.4 (a) and (b) signifying spin-polarized nature [35] of the transport supercurrent flowing
through the Nb/Fe3GeTe2 point contacts. It should be noted that the angular magnetoresis-
tance has been measured for a point contact in the ballistic regime where the point contact
resistance is predominantly given by Sharvin’s resistance which remains independent of the
bulk resistance of the materials forming a point contact. Similar results have been found in
the past in on a number of ferromagnets [35, 36].

3.1.2 Bandstructure calculations

In order to gain insight on the spin-polarized Fermi surface of Fe3GeTe2, we performed
first-principles density functional calculations. We have presented the detailed calculated
band structures in Figure 3.5 (a). We focus on the key features of the calculated band struc-
ture here. The spin-polarized electronic structure analysis indicates the metallic nature of
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Figure 3.3: (a)-(c) Three fitted ballistic spectra with different values of barrier strength (Z)
and spin polarisation (Pt). (d) Pt vs Z. The extrapolated value of Pt (at Z=0) is around 61%.
The error bars depict the range of Pt for which a reasonable fit could be obtained using a
modified BTK theory.

Fe3GeTe2, which along with the non-integer magnetic moment, supports the itinerant na-
ture of ferromagnetism. The appearance of several flat bands near the Fermi level indicates
enhanced quasiparticle mass suggesting a strong electron correlation in the material. This
is in agreement with the high Sommerfeld coefficient of specific heat data published in the
past [18]. The states at the Fermi level are constructed with dyz and dxz orbitals from Fe-I
hybridized with the Te-p orbitals for the majority spin channel. In addition, a contribution
from the dxy from Fe-II is also observed but is significantly lower. Similar trends are en-
countered for the minority spin channel. To note, the band structure of the system was also
calculated earlier [16], though not in the context of the Fermi level spin-polarization. The
key aspects of our calculations are consistent with the past calculations. We have used the
calculated bands to extract additional parameters for the analysis of our experimental data.
In general, as far as the transport measurements are concerned, the general expression for
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Figure 3.4: (a)-(b) In-plane and out-of plane magnetic field angle dependence of resistance
taken at zero bias and 11 K. The cos2pφq and cos2pθ q fits are shown by solid black lines. All
the resistance curves are normalised and equal vertical shift to resistance curves with respect
to curve at lowest magnetic field is given for clarity.

(transport) spin polarization can be written as [37]

Pn
t “

xNpEFqvn
FyÒ ´ xNpEFqvn

FyÓ

xNpEFqvn
FyÒ ` xNpEFqvn

FyÓ

, (3.1)

where vF is the spin-polarised Fermi velocity. The Fermi velocity of the individual bands
can be calculated from the slope of the individual bands at the Fermi energy. Taking the
arithmetic average of the velocities of all the bands results in the the average Fermi velocity
for the respective spin channels. n “ 0 gives the net Fermi surface spin polarization which
is not the relevant quantity here, as the Fermi velocity of the up and the down spin channels
can be different too. In point-contact spectroscopy n “ 1 and n “ 2 give Pt in ballistic
and diffusive regimes respectively. From our calculations, we found the average Fermi
velocity of the majority spin channel to be vFÒ “ 4.10 ˆ 105 ms´1, which is larger than
the minority spin channel, vFÓ “ 2.86 ˆ 105 ms´1. The observation of Fermi velocities an
order of magnitude slower than that in the typical metals is consistent with the reported
higher Fermion mass in the system. The calculated spin-polarized density of states at the
Fermi level is NÒ “ 4.72states{eV{unitcell, that is 79% greater than NÓ [Figure3.5 (b)].
Therefore, the imbalance of both vF and NpEFq result into the transport spin polarization of
44% in the ballistic regime and 58% in the diffusive regime. To note, these estimates were
done at absolute zero temperature and did not involve the effects of thermal broadening
at the measurement temperatures. In principle, the measured spin-polarization should be
significantly smaller than the theoretically obtained numbers. However, the experimentally
measured spin polarization was found to be higher even with larger effective temperatures
(or higher effective broadening parameters (Γ)).
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(a) (b)

Figure 3.5: (a)-(b) Band structure and the electronic density of states (DOS) is calculated
for the ferromagnetic state respectively.

3.1.3 Emergence of Kondo-lattice behavior in dI{dV spectra

The above observation motivated us to investigate the possibility of any other physics com-
peting and/or cooperating with spin-polarized Andreev reflection at the Nb/Fe3GeTe2 inter-
faces. For that, we gradually increased the temperature of the point contact for a high Z

contact, as shown in Figure 3.6 (a), and noted the spectral features over a larger bias range
(˘40mV q. As it was mentioned before, the central dip in an Andreev reflection spectrum is
primarily due to non-zero Z and Pt , and that should disappear at the Tc of the superconductor
forming the junction. However, we found that the central dip structure remained even above
10 K, definitely above the Tc of Nb. Moreover, the normal state spectra also displayed broad
conductance peaks around ˘18mV . These peaks compete with the Andreev reflection fea-
tures in the superconducting state thereby causing anomalous features near 15 mV, where
the background gives a downward trend to dI{dV with decreasing V , while the peaks due
to Andreev reflection give an upward trend. It is this competition that brings the zero-bias
conductance of the 10K spectrum below the 7 K spectrum. In this context, we note that the
relative strength of the background anomaly and the enhancement due to Andreev reflection
are seen to be different at different points. A visual inspection of the spectra presented in
Figure 3.6 (a) and Figure 3.3 (a)-(c) clearly reveals this difference.

Now it is important to understand the special features in dI{dV that appeared above the
Tc of Nb. A careful inspection of the normal state data reveals an asymmetry between the
˘V regions. As shown in the inset of Figure 3.6 (a), the asymmetry observed in our data at
10 K could be fit well with a Fano line-shape [27]. The line-shape was generated using the
formula:

dI{dV 9
pε ` qq2

1 ` ε2 ;ε “
eV ´ ε0

γ
(3.2)

Here, V is the dc bias, q is the asymmetry factor, ε0 is the position of the resonance in
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Figure 3.6: (a) The temperature dependence of high Z point contact. The inset shows the
Fano lineshape fitting (shown by black line) of the conductance spectrum (shown by colored
dots) taken at 10 K. (b) Temperature dependence of the normal state along with the Fano
lineshape fits. Spectra are vertically shifted for clarity. (c)-(d) Two normalised conductance
spectra(shown by colored dots) and their Fano lineshape fitting (shown by black line) taken
at 12 K.

the energy scale, γ is the resonance at HWHM (half width at half maximum). Since a
Kondo lattice behavior has already been reported in Fe3GeTe2 [16, 17], it is rational to
attribute the Fano-like normal state feature with Kondo effect in a Kondo lattice . The
normal state of various ballistic contacts was investigated and two such normal state spectra
along with Fano fitting parameters are shown in the Figure 3.6 (c)-(d). For a Kondo lattice
like Fe3GeTe2, under a point contact geometry, within a two-channel model, the special
line shape might be due to the interference between the two current paths, one through
the channel of the itinerant electrons and the other one through the quasiparticles that have
attained a significantly higher mass due to the interaction between the d-electron spins and
the spins of the itinerant electrons. In Figure 3.6 (b), we investigated the normal state spectra
and their Fano line shape as a function of increasing temperature. The resonance width given
by γ increases with increasing temperature. This behavior is commonly seen in Kondo-
induced Fano line shapes of dI{dV spectra. Such Fano lineshape fitting of experimental
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point contact spectra was also done for a number of heavy Fermionic superconductors in the
past, including CeCoIn5 [22, 23] and URu2Si2 [24].

3.2 Stripes and bubbles

Realization and manipulation of novel magnetic textures in metallic systems is important
for their application in next generation spintronics. Motivated by the observation of itinerant
ferromagnetism in the 2D ferromagnets FenGeTe2 (n ě 3), we have theoretically modelled
a 2D triangular lattice with spin-orbit coupling and itinerant magnetism and found a ground
state with filamentary magnetic domain walls. Our magnetic force microscopy experiments
on Fe3GeTe2 revealed strikingly similar domain walls. While the initial model predicted the
formation of skyrmions, the filaments on Fe3GeTe2 were seen to break into large size mag-
netic bubbles with magnetic field. This effect was understood by adding the role of magnetic
anisotropy in the model. From our analysis of the theoretical model and the experimental
data we demonstrate how different types of topological magnetic structures can be stabilized
in real systems.

3.2.1 The model

In metallic magnets that consist of large magnetic moments and SOC, a generic starting
model is the ferromagnetic Kondo lattice model (FKLM) in the presence of a Rashba term.
We consider the Hamiltonian on a triangular lattice as,

H “ ´t
ÿ

i,γ,σ

pc:

i,σ ci`γ,σ ` H.c.q ´ JH
ÿ

i

Si ¨ si

´iλ
ÿ

i,γ,σσ 1

c:

iσ rτ ¨ pγ̂ ˆ ẑqsσσ 1c jσ 1 ´ hz
ÿ

i

Sz
i . (3.3)

The annihilation (creation) operators, ciσ (c:

iσ ), satisfy the usual Fermion algebra. JH (λ )
denotes the strength of Kondo (Rashba) coupling, t is the nearest neighbor hopping parame-
ter on a triangular lattice. τ is a vector operator with the three Pauli matrices as components.
si ( Si) denotes the electronic spin operator (localized classical spin) at site i. Assuming the
lattice constant to be unity, γ̂ P ta1,a2,a3u are the primitive vectors of the triangular Bravais
lattice with a1=(1,0), a2=(1/2,

?
3{2) and a3=(-1/2,

?
3{2). The last term in equation (3.3)

represents the Zeeman coupling of local moments to an external magnetic field of strength
hz. t “ 1 sets the basic energy unit in the model. Taking the limit of large Kondo coupling,
we obtain [40],
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HRDE “
ÿ

xi jy,γ

rgγ

i jd
:

i d j ` H.c.s ´ hz
ÿ

i

Sz
i , (3.4)

where, dipd:

i q annihilates (creates) an electron at site i with spin parallel to the localized spin.
Site j “ i ` γ is the nn of site i along one of the three symmetry directions on the triangular
lattice. The projected hopping gγ

i j depend on the orientations of the local moments Si and
S j. The tight-binding, tγ

i j and Rashba, λ
γ

i j, contributions to gγ

i j “ tγ

i j ` λ
γ

i j are given by [40],

tγ

i j “ ´t
“

cosp
θi

2
qcosp

θ j

2
q ` sinp

θi

2
qsinp

θ j

2
qe´ipφi´φ jq

‰

,

λ
a1
i j “ λ

x
i j, λ

a2{3
i j “ ˘

1
2

λ
x
i j `

?
3

2
λ

y
i j,

λ
x
i j “ λ

“

sinp
θi

2
qcosp

θ j

2
qe´iφi ´ cosp

θi

2
qsinp

θ j

2
qeiφ j

‰

,

λ
y
i j “ iλ

“

sinp
θi

2
qcosp

θ j

2
qe´iφi ` cosp

θi

2
qsinp

θ j

2
qeiφ j

‰

, (3.5)

where θi (φi) is the polar (azimuthal) angle for localized moment Si. The Hamiltonian
equation (3.4) describes a modified tight-binding model where the hopping integrals are
dependent on the configuration of classical spins. Therefore, the energy of the system de-
pends on the classical spin configurations. This dependence can be formally written as an
effective spin Hamiltonian by following a procedure well known for double-exchange mod-
els [40, 41]. For the present case of Rashba coupling on a triangular lattice, we obtain,

Heff “ ´
ÿ

xi jy,γ

Dγ

i j f γ

i j ´ hz
ÿ

i

Sz
i ,

?
2 f γ

i j “
“

t2
p1 ` Si ¨ S jq ` 2tλ γ̂ 1 ¨ pSi ˆ S jq

`λ
2
p1 ´ Si ¨ S j ` 2pγ̂ 1 ¨ Siqpγ̂ 1 ¨ S jqq

‰1{2
,

Dγ

i j “ xreihγ

i jd:

i d j ` H.c.sygs. (3.6)

In the above, f γ

i j (hγ

i j) is the modulus (argument) of complex number gγ

i j, and xÔygs denotes
expectation values of operator Ô in the ground state. The low-temperature magnetic states,
with varying strengths of SOC, are shown in Figure 3.7. For small to intermediate values
of λ{t, we found the filamentary domain structure of spins (see Figure 3.7 (a)-(b). The
thickness of these domains decreases with the increasing strength of SOC. For a sufficiently
large lattice size, we found that the filaments are oriented in all possible directions. This
freedom of the domains to orient freely in any direction is a consequence of the anisotropic
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(a) (b) (c)

Figure 3.7: (Color online) Real-space view of spin configurations at low temperature (T {t “

0.01) for (a) λ{t “ 0.1, (b) λ{t “ 0.5 and (c) λ{t “ 1.

DM interaction encoded in the linear in λ term in the fi j in the Hamiltonian equation (3.6).
For larger values of λ{t, we obtained a spin-spiral state as shown in Figure 3.7(c). The
origin of this state is related to the importance of the λ 2 term in the effective Hamiltonian.
Note that the λ 2 term prefers Ising-like interactions of different components along different
directions, leading to a classical Kitaev model with degenerate ground states. Therefore,
there are three states, related by the rotational symmetry of the triangular lattice, that can be
realized as ground states. Assuming constant coupling parameters have been shown to be
a good approximation for studying ground state phases of Heff [40], therefore we set Dγ

i j ”

D0 “ 1{
?

2 to study Heff. We performed Monte Carlo (MC) simulations on the Hamiltonian
equation (3.6) via the standard Markov chain MC using the Metropolis algorithm.

3.2.2 MFM results on Fe3GeTe2

Now we focus on the experimentally observed magnetic domain structures on Fe3GeTe2

where the characteristic features of the model, namely the existence of ferromagnetism,
metallicity, and high spin-orbit coupling exist naturally. We imaged the magnetic domains
in Fe3GeTe2 by magnetic force microscopy (MFM) performed at different temperatures and
under magnetic fields. At the lowest temperature, in the absence of any external magnetic
field treatment, we found clear stripe domains with a typical stripe width of „ 700 nm (Fig-
ure 3.8 (a)). The filamentary domains in a large-size crystal are a consequence of strong
uniaxial anisotropy, as is usually reported for Fe3GeTe2 from bulk magnetization measure-
ments [12, 38, 39]. The alternative contrast of the filamentary domains corresponds to the
region of opposite magnetization. The temperature evolution of the ferromagnetic domains
is presented in Figure 3.8 (b)-(d). The width of the stripe domains increases with an increase
in temperature and disappears at 205 K, near the Curie temperature. The domain structure
at the lowest temperature involves stripes and interconnects with striking similarities with
the simulated filamentary domains as shown in Figure 3.7(b). Therefore, it appears that
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(a)

Figure 3.8: MFM dual pass phase images taken on the single crystals of Fe3GeTe2, at
different temperatures, showing contrast of ferromagnetic domains in the zero field cooled
state. The sample temperature for the images is (a) 1.6 K (b) 93 K (c) 165 K and (d) 205 K.
As the sample temperature is increased to 205 K the stripy domains vanishes.

Fe3GeTe2 hosts moderate spin-orbit coupling with λ{t „ 0.5.
In order to gain further understanding on the magnetic state of Fe3GeTe2, we performed

MFM imaging in the filed cooled (FC) states of the crystal. We first field-cooled the crystal
under the magnetic field of the MFM cantilever and then performed MFM imaging at 1.6
K. Under this condition, as shown in Figure 3.9 (a), we found that circular domains (the
dark circles) have formed within the stripes with the magnetization pointing opposite to the
direction of the tip-magnetization, along with rows of circular domains with the magnetiza-
tion aligned in the opposite direction (the bright circles). This feature was reported earlier
in Fe3GeTe2 and is typical for ferromagnets with high perpendicular magnetic anisotropy.
Interestingly, at several points, the stripes have also started breaking up into fragments. In
order to investigate the microscopic structure in further detail, we imaged a smaller area
(Figure 3.9 (b) under the same condition where we find an assembly of bright circular do-
mains with a background hosting the fragmented stripes. In the model, the zero-field cooled
protocol was followed with the temperature reduced to T {t “ 0.01 in the absence of a mag-
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Figure 3.9: (a)-(b)MFM dual pass phase images taken the field-cooled state in the presence
of the stray field of the MFM cantilever. (Color online) Representative spin configurations
at T {t “ 0.01 and λ{t “ 0.5 for (c) hZ “ 0.44 and (d) hz “ 0.84.

netic field followed by the increase of field in a step-wise manner until a fully saturated fer-
romagnetic state is obtained. Within the model, for intermediate values of the SOC strength,
the filamentary domains break into Skyrmions on increasing field strength (Figure 3.9 (c-d).

In search of a deeper understanding of the difference between the experiment and the
model, we studied the effect of a higher external field. For that, the crystal was first warmed
up to 300 K and was then field cooled under an applied magnetic field of 1.2 kOe. The
magnetic domains were then imaged at zero applied field. As shown in Figure 3.10 (a), in a
given area, we found that most of the domains are circular in shape exhibiting bright rings
along the perimeters with a darker central region. Along with that, there are fragmented flat
domains. For the circular domains, there is a smooth gradient of color contrast indicating a
gradient of the magnetization direction as one moves out from the center, along the radius
of the circular domains. In another region, where the surface is slightly tilted with respect to
the MFM tip, the domains were imaged from an oblique direction which revealed a vortex-
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(d) (e) (f)

Figure 3.10: (a)-(c) MFM dual pass images in the field-cooled state (FC) where an external
field of 1.2 kOe was applied. The lift height was kept constant at 30 nm for all the images.
(Color online) Representative spin configurations at T {t “ 0.01, λ{t “ 0.1 and Au “ 0.08
for (d) hz “ 0.004, (e) hz “ 0.016 and(f) hz “ 0.028.

like shape of the domains (Figure 3.10 (b)). This means, in Figure 3.10 (a), the ring-like
domains are merely the top view of the vortices. We then moved to an area where the flat
domains are more in number in order to investigate the distribution of their size and shape.
As shown in Figure 3.10 (c), the flat domains appear to be fragments of the stripes in Figure
3.9 (a). The domains have condensed into different shapes including nearly circular and
elongated ones. However, the modeled results in the presence of an external magnetic field,
shown in Figure 2(d-f), are different from the field-cooled MFM images.

To account for the discrepancy, we note that the model discussed so far did not include
an important feature of the material, i.e., the presence of easy-axis anisotropy. It is important
to ask if the presence of easy axis anisotropy can explain the presence of large ferromagnetic
bubbles in Fe3GeTe2 and Fe4GeTe2. In order to check this, we included an additional term,
´Au

ř

ipSz
i q

2, in the Hamiltonian equation (3.6). Positive values of Au represent an easy-
axis scenario relevant to the materials under discussion. We found that the anisotropy scale
competes with the DM terms and therefore, the tendency of spins to continuously tilt away
from the single skyrmion-core spin is suppressed. This leads to an expansion of the skyrmion
core and finite regions with ferromagnetic bubble character are stabilized ( Fig. 3.10 (d-f)).
These are similar to the ring-like domain structures seen at 1.2 kOe. At even higher magnetic
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fields the model generated larger size flat regions that show striking similarities with the flat
regions seen experimentally. The variation of the experimental domain structure from point
to point could be attributed to an inhomogeneity of the surface properties which might arise
from an inhomogeneous distribution of the Fe vacancies in the system. Therefore, the results
obtained in the simulations including an easy-axis anisotropy are now consistent with the
evolution of the MFM images with an applied magnetic field.

3.3 Conclusion

Therefore, from the analysis of the superconducting and the normal state point contact spec-
tra, it is understood that the Andreev reflection features appear in the presence of a strong
background due to the Kondo lattice behavior of Fe3GeTe2. The Kondo-related features
interplay with the superconductivity-related features below the Tc of Nb. Since the Kondo
anomaly at zero bias contributes to the overall conductance drop at V = 0, a modified BTK
fit without incorporating Kondo effect is expected to give an overestimate of Pt . In other
words, an enhanced Pt needs to be used to take into account the additional suppression of
the low-bias Andreev reflection due to the presence of the Kondo lattice background. This
explains the apparent discrepancy between the experimentally measured parameters with
the estimates using the band structure calculations. We explicitly demonstrate, via large-
scale Monte Carlo (MC) simulations, that the ground state consists of filamentary domain
structures which show remarkable agreement with the magnetic force microscopy images
on Fe3GeTe2. However, the MFM images in presence of an external magnetic field deviates
from the in-field calculations within the initial model. We show that inclusion of a uniax-
ial anisotropy term in the Hamiltonian allows for a consistent description of the results at
zero and finite magnetic fields. This helped us identify magnetic anisotropy as an important
tuning parameter for the relative stability of different types of topological structures in a
spin-orbit coupled itinerant magnet.

3.4 Contributions

• Fe3GeTe2 single crystals: Chandan Patra, Rajeswari Roy Chowdhury and Ravi P. Singh,
Department of Physics, Indian Institute of Science Education and Research (IISER) Pune,
PO 411008, India.
• Bandstructure calculations and analysis: Basavaraja G and Mukul Kabir Department
of Physics, Indian Institute of Science Education and Research (IISER) Pune, PO 411008,
India.
• Montecarlo simulations: Soumyaranjan Dash and Sanjeev Kumar, Department of Physics,
Indian Institute of Science Education and Research (IISER) Mohali, PO 140306, India.
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• Some parts of the PCAR and MFM measurements were carried out jointly with Aswini R
and Sandeep Howlader, Department of Physics, Indian Institute of Science Education and
Research (IISER) Mohali, PO 140306, India.
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Chapter 4
The near room temperature vdW
ferromagnet Fe4GeTe2

Metallic 2-D ferromagnet, Fe4GeTe2, crystallizes in a trigonal lattice structure with the
space group R3̄m [1]. The side view of the crystal structure of Fe4GeTe2 is shown in Fig-
ure 4.1 (a) with lattice parameters, a “ b “ 4.04Å and c “ 29.14Å. The Fe atoms are
labeled Fe-I and Fe-II, owing to the two inequivalent Wyckoff sites they occupy. It has a
middle Ge layer with Fe-I and Fe-II dumbells placed alternately above and below its plane.
Two hexagonal layers of Te encapsulate these Fe4Ge layers from top and bottom, form-
ing Fe4GeTe2 layer, and a van der Waals gap of the order of 3.03Å separates these layers.
Within the FenGeTe2 family, Fe4GeTe2 is very special because it displays a rich magnetic
phase diagram with novel thermodynamic phase transitions even within the ferromagnetic
phase. The system shows a ferromagnetic transition at TCurie “ 270 K that is followed by
a spin-reorientation transition below TSR “„ 110 K [2–4]. This is not seen in any other
member of the family [5, 6]. From the magnetization experiments, it is believed that at
TSR, the system undergoes a dramatic change in magnetic anisotropy – from an in-plane
(ab-plane) magnetic anisotropy at T ą TSR to an out of plane anisotropy (perpendicular to
the ab-plane) at T ă TSR. The temperature-dependent magnetization far below TCurie shows
multiple anomalous features that are extremely sensitive to the direction and strength of the
applied magnetic field. Heat capacity measurements and detailed entropy analysis suggest
that the transition at TSR is a thermodynamic phase transition [3]. Studies have demonstrated
that reducing the thickness of Fe4GeTe2 to a few layers enhances perpendicular magnetic
anisotropy and strengthens its hard ferromagnetic nature [1]. These findings indicate that
the magnetism in Fe4GeTe2 is remarkably diverse and intricate due to the spin reorientation
transition. Although the magnetic properties of Fe4GeTe2 have been partially explored, the
influence of different scattering mechanisms on electronic transport has not been thoroughly
investigated. The coexistence of numerous quantum phenomena establishes Fe4GeTe2 as an
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exceptional and significantly more complex electronic system compared to other known 2D
ferromagnets .
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Figure 4.1: (a) Crystal structure of Fe4GeTe2. (b) STM topograph of 7.7 nm ˆ 7.7 nm area
taken on the cleaved surface of Fe4GeTe2 at sample bias Vb= 0.82 V and tunneling current
It =200 pA. The atoms are clearly resolved. (c) STM topograph of area 80 nm ˆ 80 nm
showing step taken at Vb= 0.9 V and tunneling current It =120pA. The height of the step
is shown in the inset. (d) Temperature dependence of the dc magnetization of Fe4GeTe2 in
zero fields and field cooled state taken at µ0H = 1000 Oe for H∥c. (e) Schematic showing a
tip and sample forming point contact.
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4.1 Sample details

High-quality single crystals of Fe4GeTe2 were synthesized using the technique of chemical
vapor transport where I2 was used as a transport agent [2]. The stoichiometric mixture of the
ingredient elements along with the transport agent, in a molar ratio Fe:Ge:Te = 4.5:1:2, in
powder form, was sealed in a vacuum-sealed quartz tube and was placed in a two-zone hori-
zontal tube furnace maintained at a source temperature of 750 ˝C and growth temperature of
700 ˝C for one week. As a result, large shiny high-quality single crystals of Fe4GeTe2 with
lateral dimensions of eight millimeters were procured. The single crystalline phase of the
samples was confirmed by room temperature X-ray diffraction (XRD) measurements. Large
size (2 mm ˆ 2 mm) single crystals of Fe4GeTe2 were used for our measurements. Due to
the layered structure of the crystals, the samples were cleaved prior to the low-temperature
experiments. An atomic resolution image (captured at 77 K) of the Te-terminated surface of
one of our crystals is shown in Figure 4.1(b). Such atomic resolution was obtained every-
where on the surface confirming the good surface quality. In Figure 4.1(c) we show a larger
area image where a unit cell step of height 1.6 nm is seen. As shown in Figure 4.1 (d), the
crystals show a ferromagnetic transition near 300 K. Further discussion on the temperature
and magnetic field dependence of magnetization are discussed elsewhere [2].

4.2 Measurement of transport spin polarization

It is important to know the measure of spin polarization at the Fermi surface of the near-
room temperature vdW ferromagnet for its use in realistic applications. Using the technique
of spin-polarized PCARS [7], we have measured the transport spin polarization of Fe4GeTe2

by considering its mesoscopic junctions with conventional superconductors Nb and Pb. We
found that Fe4GeTe2 is capable of generating a highly spin-polarized transport current owing
to a spin-split band structure along with a higher Fermi velocity of the majority spin channel.

4.2.1 PCARS on junctions of Fe4GeTe2 with Nb and Pb

In Figure 4.2, we show six representatives normalized Andreev reflection spectra (dI{dV

vs. V ) captured at 1.6 K on Fe4GeTe2 with superconducting Nb tips. One generic feature of
all those spectra is a heavily suppressed Andreev reflection [8, 9]. Ideally, the conductance
enhancement at zero-bias is expected to be 200%, but in the Nb/Fe4GeTe2, the enhancement
is only „ 2%. We have followed the algorithm discussed in subsection (1.3.4) to deter-
mine Pt from the Nb/Fe4GeTe2 Andreev reflection spectra. The black lines over the colored
experimental data points in Figure 4.2 shows the best fit to each individual spectrum with
the modified BTK theory discussed above. Owing to the high surface quality of the crystal
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surface, we could establish ballistic (non-thermal) point contacts free from contact heating-
related artifacts. The analysis (Figure 4.4(a)) reveals a very high degree of intrinsic spin
polarization (Pt) approaching „ 51%. As it is usually seen for Nb point contacts, Pt de-
cays with increasing barrier strength Z possibly due to spin-flip scattering at less transparent
barriers [10].

To check the reproducibility of such a high value of Pt , we also performed Andreev re-
flection spectroscopy with Pb tips. The corresponding experimental spectra (color plots)
and the modified BTK fits (black lines) are shown in Figure 4.3. Unlike for Nb/Fe4GeTe2

junctions, high Z contact was not found for Pb/Fe4GeTe2 junctions. However, the analysis
of the spectra (Figure 4(a)) for Pb/Fe4GeTe2 reveal Pt „ 49% for low Z contacts, thereby
confirming that the measured high spin polarization is intrinsic to Fe4GeTe2. Here it should
also be noted that due to the unavailability of a high-temperature elemental superconductor,
our measurements were performed below the critical temperature of Nb (Tc „ 9 K) and Pb
(Tc „7.2 K). It was earlier shown that the transport spin polarization of itinerant ferromag-
nets varies with temperature in the same way as the bulk magnetization [11]. As it can be
seen from Figure 4.1(d), the bulk magnetization does not vary noticeably near room temper-
ature confirming that the transport spin polarization (Pt) of Fe4GeTe2 is approximately 50%
up to such temperatures.

4.2.2 Bandstructure calculations

Now it is important to understand the origin of such a large spin polarization. To shed light
on that, we calculated the degree of transport spin polarization of the van der Waals ferro-
magnet Fe4GeTe2 within the first-principles density functional theory as implemented in the
Vienna Ab-initio Simulation Package (VASP) [12–15]. The wavefunctions are described
within the projector augmented wave formalism [16], with 700 eV cutoff for the kinetic
energy. The local density approximation [17] is used to describe the exchange-correlation
energy and non-local optB86b correlation functional to account for the interlayer van der
Waals interactions [18]. We sampled the first Brillouin zone with 17 ˆ 17 ˆ 5 Monkhorst-
Pack k–mesh [19] and optimized the crystal structure until the forces were below 1 meVÅ

´1
.

Fe-I is covalently bonded to Ge and has a magnetic moment of 1.66 µB, considerably
lower than Fe-II (2.47 µB). The weighted average of 2.06 µB{Fe corresponds well with
the experimental value of 1.8 µB{Fe [1, 2]. The spin-polarized electronic structure analysis
and density of states [Figure 4.4 (b)-(c)] indicate metallic nature, which along with the non-
integer magnetic moments, imply the itinerant ferromagnetism. The electronic structure
shows several flat bands near the Fermi level, indicating enhanced effective mass, suggesting
a strong electron correlation. The states of the majority spin channels near the Fermi level
are composed of dyz, dz2 , and dxz orbitals of Fe-I and dz2 of Fe-II hybridized with p orbitals
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Figure 4.2: (a)-(f) Six fitted ballistic spectra using Nb tip with different values of barrier
strength (Z) and spin polarisation (Pt).

of Te. Whereas dxy and dx2´y2 of Fe-I and dz2 of Fe-II constitute the states for the minority
spin channel.

Since Andreev reflection spectroscopy measurements are essentially transport measure-
ments, they are sensitive to the spin polarization at the Fermi energy and not that of the whole
spin-polarized bands. In this context, the more relevant quantity is transport spin polariza-
tion which essentially gives a direct estimate of the spin-polarized current (the transport
spin polarization), a truly relevant quantity for spintronic applications. Within the classical
Bloch-Boltzmann transport theory, the transport spin polarization in terms of spin-dependent
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Figure 4.3: (a)-(f) Six fitted ballistic spectra using Pb tip with different values of barrier
strength (Z) and spin polarisation (Pt).

currents takes the form [9],

Pn
t “

xNpEFqvn
FyÒ ´ xNpEFqvn

FyÓ

xNpEFqvn
FyÒ ` xNpEFqvn

FyÓ

,

where vF is the spin-polarized Fermi velocity. Calculated Pn
t corresponds to the spin-

polarization without considering the contribution of the Fermi velocity mismatch between
the up and down bands (pn “ 0q) and the transport spin polarization in the ballistic pn “ 1q

and diffusive pn “ 2q regimes of transport. We found the average Fermi velocity of the ma-
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Figure 4.4: (a)Pt vs Z for point contact junctions of Fe4GeTe2 with Nb and Pb tips. The
error bars depict the range of Pt for which a reasonable fit could be obtained using a modified
BTK theory. (b) Spin-polarized band structure and (c) density of states calculated for the
ferromagnetic state.

jority spin channels to be vFÒ “ 4.37ˆ105 ms´1 and a considerably lower value for minority
spin channels, vFÓ “ 1.88 ˆ 105 ms´1. The calculated spin-polarized density of states at the
Fermi level for the majority carriers is NÒ “ 2.47states{eV{fu , which is 96% greater than
the NÓ. This significant imbalance in the Fermi velocities and density of states of the two
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channels results in a large value of transport spin polarization (Pt) of 64% in ballistic and
82% in the diffusive regimes.

The comparison of the calculated Pt with our experimental results further confirms that
our point contact measurements provided a value near the ballistic limit which is consistent
with the ballistic spectral features that we obtained from experiments (Figure 4.2 & 4.3).
The minor difference („ 8%q can be attributed to the fact that there is no way that the role of
the parameter Z can be included in the calculations. A finite Z is unavoidable in experiments
and that gives rise to a lower estimate of Pt . In addition, the broad non-linear background
of the spectra may include an error in the estimate [20]. The origin of discrepancy can
also be due to the presence of flat bands near the Fermi energy that can lead to correlation
effects and hence affect the estimate of transport spin polarisation. After considering all the
factors, the measured spin polarization exceeding 50% for Fe4GeTe2 makes it an extremely
important candidate for spintronic applications.

4.3 Emergent Kondo lattice behavior in Fe4GeTe2

Specific heat measurements performed on Fe4GeTe2 indicated a large effective mass en-
hancement owing to the high value of the Sommerfeld coefficient (177.64 mJ/mol-K2) [2].
In addition, the electronic band structure of the ferromagnet shows several flat bands near
the Fermi level, indicating enhanced effective mass, suggesting a strong electron correlation.
While Kondo lattice behavior has been reported in Fe3GeTe2 through STS, ARPES [21], and
PCARS [20] measurements, such reports have not been found in Fe4GeTe2 yet. We have
shown through PCARS and STS measurements the existence of a heavy fermionic state in
Fe4GeTe2.

We conducted temperature-dependent measurements on Fe4GeTe2/Nb point contact junc-
tions, as presented in Figure 4.5. The temperature of the junction was gradually increased
from the superconducting state of Niobium to its normal state, and we observed the spectral
features across a wider bias range, as depicted in Figure 4.5(a). As the temperature ap-
proached the normal state of Nb, the magnitude of the dip associated with the superconduct-
ing state of Nb at zero bias decreased, and completely disappeared at ˘1.5 mV. However,
a significant central dip structure persisted even above 9K. Furthermore, the normal state
spectra exhibited broad anti-symmetric conductance peaks around ˘25 mV. Upon closer
examination of the anti-symmetric double-peak structure in the conductance spectra, we
identified characteristic features of Fano resonance, indicating the presence of a hybridiza-
tion gap. According to the two-channel model, these conductance features might arise from
the interference between two current paths: one through the channel of itinerant electrons
and the other through quasiparticles with a significantly higher mass resulting from the inter-
action between the spins of d-electrons and itinerant electrons’ spins. We then investigated
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Figure 4.5: (a) The evolution of the conductance spectra, with temperature, obtained for a
Fe4GeTe2/ Nb point contact junctions. A clear anti-symmetric double-peak structure below
and above the superconducting transition temperature of Nb can be seen at a higher bias.
(b) The temperature evolution of the normal state was obtained for the same point contact
junction. The spectra are shifted vertically with respect to the spectrum at the lowest tem-
perature for clarity.

the temperature evolution of the normal state spectrum, as shown in Figure 4.5(b). The
double-peak structure gradually diminished as the temperature increased, but the dip at zero
bias persisted at high temperatures and became unresolved as the temperature approached
100 K. Similar characteristics have been observed in point contact measurements for other
Kondo lattices, such as URu2Si2 [24].

In order to further establish the Kondo lattice behavior of Fe4GeTe2, STS measurements
were performed on Fe4GeTe2. Prior to the STS measurements, STM topography was per-
formed on the cleaved surface of Fe4GeTe2. The atomically resolved topographic image
was obtained using W tip on an area of 10.5 nm ˆ 10.5 nm at sample bias Vb= - 0.5 V and
tunneling current It =490 pA, shown in Figure 4.6(a). Two types of triangular defects (bright
(marked 1) and dark (marked 2)) were spotted. Such distribution of defects was found in
many regions on the surface of Fe4GeTe2. A further theoretical investigation is required
to establish the origin of such defects in Fe4GeTe2. To probe the density of states of the
defects and defect-free region (marked 3), conductance measurements based on the lock-in
modulation technique were performed. Three representatives dI{dV spectra obtained on the
marked regions are shown in Figure 4.6 (b-d). Two anti-symmetric peaks at ˘V can be seen
which are reminiscent of Fano-lineshape. This lineshape serves as a characteristic signature
of the presence of Kondo lattice behavior in the system. Such behavior was seen in all three
marked regions ruling out the origin of such lineshape due to a single magnetic impurity.
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Figure 4.6: (a) STM topograph of area 10.5 nm ˆ 10.5 nm area taken on the cleaved surface
of Fe4GeTe2 at sample bias Vb= - 0.5 V and tunneling current It =490 pA. Both dark and
bright defects can be seen in the topograph. (b)-(d) dI{dV spectra taken at tip positions
marked by the black arrows in (a). The spectra fit well with a Fano lineshape.

The line shape was generated using the formula [22]:

dI{dV 9
pε ` qq2

1 ` ε2 ;ε “
eV ´ ε0

Γ
(4.1)

Here, V is the dc bias, q is the asymmetry factor, ε0 is the position of the resonance in the
energy scale, Γ is the resonance at HWHM (half width at half maximum). Such a lineshape
in the dI{dV measurements was obtained on other regions of Fe4GeTe2 as well. Therefore,
the spectroscopic measurements on Fe4GeTe2 reveal that it exhibits a Kondo lattice behavior
like sister compound Fe3GeTe2.
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4.4 Stripes and bubbles

4.4.1 MFM results on Fe4GeTe2

To characterize the local magnetic properties in itinerant ferromagnet Fe4GeTe2, temperature-
dependent magnetic force microscopy was performed. The measurements were performed
in the zero field cooled state and also in the field-cooled state where field cooling was per-
formed in the presence of the stray field of the tip.

(a) (b) (c)

(d) (e) (f)

Figure 4.7: MFM dual pass phase images taken on a cleaved single crystal of Fe4GeTe2
where (a)-(b) was taken at 70 K in the zero field cooled and field cooled state. (c)-(f) were
taken in the field-cooled state at sample temperatures of 80 K, 90 K, 100 K, and 110 K
respectively. The field cooling was done in the presence of the stray field of the MFM
cantilever.

At a temperature of 70 K in the zero field cooled state, Fe4GeTe2 exhibits stripy do-
mains, as depicted in Figure 4.7(a). The width of these domains is approximately 1.5 µm,
which is larger than the stripe width observed in Fe3GeTe2. The ground state domain struc-
ture is strongly related to the Dzyaloshinskii-Moriya (DM) term of the microscopic model
described in subsection (3.2.1) in the model. If the Hamiltonian contains a DM term hav-
ing a single direction of the DM vector, then one expects a simple spiral state consisting of
domains running parallel to each other, as observed in Figure 4.7(a). The anisotropic DM
terms, on the other hand, allow the spirals to orient along any direction and lead to filamen-
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tary domains, as seen in Fe3GeTe2 in zero field cooled case. To obtain deeper insights into
the magnetic state of Fe4GeTe2, we field-cooled the crystal under the field of the cantilever
and then performed imaging at 70 K. In this state, the stripes were observed to break into
bubble-like structures, forming a lattice with long-range order. Although the lattice of these
bubbles bears resemblance to a conventional skyrmion lattice, the individual bubble sizes
are much larger, measuring 1.5 µm. This size is an order of magnitude larger than the typ-
ical skyrmion size observed in other systems. The significant bubble size can be attributed
to the presence of easy axis anisotropy within the ferromagnetic material, particularly along
the c-axis below 110 K. We then gradually increased the temperature and noted that the bub-
bles began to vanish around 110 K, as illustrated in Figure 4.7 (b-f). This indicates a spin
re-orientation transition, leading to a change in the direction of magnetic anisotropy from
out-of-plane to in-plane in the ferromagnet.

4.5 Conclusion

In conclusion, we have performed spin-resolved Andreev reflection spectroscopy on the van
der Waals ferromagnet Fe4GeTe2 using superconducting Nb and Pb tips. The measurements
reveal a very high degree of transport spin polarization exceeding 50% in Fe4GeTe2. This
result is remarkable as the magnitude of spin polarization is almost two times more than
the conventional elemental ferromagnets. The high transport spin polarization along with
good metallic character and high Curie temperature of Fe4GeTe2 makes the system an im-
portant candidate for application in low-power spintronic devices. We have given direct
evidence of the presence of Kondo lattice behavior in Fe4GeTe2 through STS and PCARS
measurements. A field-induced transition from the stripy phase to the magnetic bubbles was
imaged through magnetic force microscopy which may be related to the topologically sta-
ble magnetic structures, such as the Skyrmions. The measurements establish the richness
of Fe4GeTe2 making it a unique platform for investigating the interplay between topology,
magnetism, and electronic structure.

4.6 Contributions

• Fe4GeTe2 single crystals and Figure 4.1 (d): Satyabrata Bera, Suman Kalyan Pradhan
and Mintu Mondal, School of Physical Sciences, Indian Association for the Cultivation Of
Science, Jadavpur, Kolkata-700032.
• Bandstructure calculations and analysis: Basavaraja G and Mukul Kabir, Department
of Physics, Indian Institute of Science Education and Research (IISER) Pune, PO 411008,
India.
• Some parts of the (i) PCAR and MFM measurements were carried out jointly with Monika
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Bhakar, Nikhilesh Mehta, and Neeraj Saini, and (ii) the STM measurements were carried
out with Mohd. Monish, Department of Physics, Indian Institute of Science Education and
Research (IISER) Mohali, PO 140306, India.
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Chapter 5
Tunneling into a weakly coupled array of
Majorana wires

The Majorana modes in solid-state systems have the potential to be applied in fault-tolerant
quantum computing [1–7]. One of the possible signatures of such modes is the appearance
of a zero-bias conductance peak (ZBCP) in tunneling experiments. However, it is known
that mere observation of a ZBCP does not provide a solid signature of Majorana-bound
states [8–17]. This is mainly because a ZBCP in tunneling spectroscopy involving super-
conductors can appear in the topological trivial regime as well for a number of non-Majorana
sources. Possible topologically trivial sources of ZBCP are Andreev bound states, Kondo
effect, and weak antilocalistaion [18–22]. Only in the topologically non-trivial regime, the
ZBCP can be considered a signature of Majorana fermions. This makes ZBCP-based detec-
tion of Majorana modes somewhat ambiguous. In this context, we theoretically considered
an assembly of Majorana nanowires placed on an s-wave superconductor and calculated the
tunneling conductance between normal electrodes mounted on the wires and the assembly
(array) of the wires [23]. Our key observations are (a) when the number of wires in the
assembly is N, and N is even, N conductance peaks symmetric about the bias V “ 0 ap-
pear, (b) when N is odd, a ZBCP, along with the conductance peaks symmetric about V “ 0
also appears. Hence, in our scheme, simply by changing the number of transport-active
wires (e.g., through a mechanical switch or by local top gating) it will be possible to probe
the Majorana states unambiguously through controlled appearance and disappearance of the
ZBCP by making N odd and even, respectively. In order to find more control parameters
to distinguish the topological origins of ZBCP from the non-topological origins, a detailed
study of the effect of tilting of the applied external magnetic field on the differential con-
ductance of Majorana arrays for both uncoupled and coupled cases has been presented. A
richer phase diagram pertaining to the rotation of the field and other control parameters has
been obtained and we have found the possible transport signatures of such a phase diagram.
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5.1 The Model

Our model setup is shown schematically in Figure 5.1. The setup consists of an array (in the
x ´ y plane) of N parallel nanowires, lying in close proximity to an s-wave superconductor,
with Zeeman field (Vz) applied along the ẑ direction. As a consequence of the supercon-
ducting proximity effect, a superconducting gap (∆) is induced in the wires. The model also
includes inter-wire tunneling which is facilitated by the underlying superconductor. The
Hamiltonian for the system described above can be written as :

H “ H ||
` HK (5.1)

where H || is the Hamiltonian describing intra-wire dynamics while HK describes the inter-
wire dynamics. In the mean-field approximation, these two Hamiltonians can be expressed
as:

H ||
“

ÿ

r⃗

r Ψ
:

r⃗p´µ τ
z
` ∆τ

x
´Vzσ

z
qΨ⃗r`

Ψ
:

r⃗p´tx `
iασ y

2
qτ

z
Ψ⃗r`δx ` H.c.s (5.2)

HK
“

ÿ

r⃗

rΨ
:

r⃗p´ty ´
iβσ x

2
qτ

z
Ψ⃗r`δy ` H.c.s (5.3)

where in the Nambu basis Ψ
:

r⃗ “ tc:

r⃗Ò
,c:

r⃗Ó
,cr⃗Ó

,´cr⃗Ò
u ; c:

r⃗σ
pc⃗rσ q is the fermionic operator that

creates (annihilates) a particle at lattice site r “ ti, ju with spin σ . δx and δy represent the
nearest neighbour lattice vectors in x and y directions respectively. tx gives the hopping
matrix element along the wires (chosen to be along x), α is the Rashba spin-orbit coupling,
µ is the chemical potential, ty is the weak inter-wire hopping matrix element, β is the weak
spin-orbit coupling term between the wires in the transverse direction. It is understood that
the effective inter-wire coupling between the wires can be significant only when the distance
between the wires is less than a coherence length in the superconductor underneath.

Figure 5.1: (a) Schematic illustrating an array of parallel Rashba nanowires lying in prox-
imity to s-wave superconductor and with Zeeman field Vz applied along z direction.
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The Hamiltonian (5.1) can be written in the momentum space as:

H “
1
2

ÿ

Ψ
:

khpkqΨk k “ pkx,kyq

hpkq “ εkτ
z
` αsinpkxqτ

z
σ

y
´Vzσ

z
` ∆τ

x
` β sinpkyqτ

z
σ

x (5.4)

where εk “ ´2txcospkxq ´ 2tycospkyq ´ µ , σ and τ are Pauli matrices in spin space and
particle-hole basis respectively. The uncoupled wires ( ty=0; β=0) can be tuned into two
phases: (a) trivial phase, when Vz ă

a

∆2 ` pµ ` 2txq2 and (b) topological phase when Vz ą
a

∆2 ` pµ ` 2txq2. Here, µ ` 2tx is the chemical potential measured w.r.t. bottom of the
conduction band. We have chosen tx “ t as the energy unit for our calculations. Now, the
Hamiltonian can be written as:

H “
ÿ

j

ż

dkxrε jpkxqΨ
:

kx, jΨkx, j ` αsinpkxqΨ
:

kx, jσyΨkx, j

´VzΨ
:

kx, jσzΨkx, j ` ∆Ψ
:

kx, jpiσyqΨ
:

´kx, j ` h.c.s

`
ÿ

j

ż

dkxr´tyΨ
:

kx, jΨkx, j`1 ´ iβΨ
:

kx, jσxΨkx, j`1 ` h.c.s (5.5)

where ε jpkxq “ ´2txcospkxq ´ µ . From this, the spectrum of the system is obtained as :

E2
“ V 2

z ` ∆
2

` ε
2
k ` |γk|

2
˘ 2

b

pVz∆q2 ` pV 2
z ` |γk|2qε2

k (5.6)

where γk “ αsinpkxqi ` β sinpkyq.

The energy dispersion as a function of kx is calculated for the trivial case when Vz “ 0 for
an assembly of five uncoupled (Figure 5.2 (a)) and weakly coupled (Figure 5.2 (c)) wires.
For Vz= 0.85t the system is in a topological regime. In this regime, the dispersion of five
uncoupled (Figure 5.2 (b)) and weakly coupled wires (Figure 5.2(d)) are also shown. Peri-
odic boundary conditions along x direction and open boundary conditions along y direction
are enforced which makes the momentum along x a good quantum number. The results pre-
sented in Figure 5.2 are consistent with the earlier calculations on weakly coupled Majorana
wires [24].

Figure 5.3 illustrates the variation of the energy spectra with the Zeeman field Vz. Figure
5.3 (a) and (b) show the variation for an assembly of 3 and 4 uncoupled wires respectively
while Figure 5.3 (c) and (d) show the variation for an assembly of 3 and 4 weakly coupled
wires respectively, in the topological regime. When the wires don’t have any inter-wire
coupling (ty “ 0;β “ 0), as expected, it is seen that for Vz ą ∆ (∆= 0.6t in this case), we
obtain zero energy states indicating the topological regime. When there is non-zero inter-
wire coupling (ty ‰ 0;β ‰ 0), the spectra get modified due to the mixing of states, and the
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Figure 5.2: Energy dispersion for an assembly of five Majorana wires as a function of the
momentum along the wires, (kx): for uncoupled (in red) (a) trivial regime (Vz = 0, ty = 0, β

= 0) (b) topological regime (Vz = 0.85t, ty = 0, β = 0) and coupled (in blue) (c) trivial regime
(Vz = 0, ty = 0.3t, β = 0.3t) (d) topological regime (Vz = 0.85t, ty = 0.3t, β = 0.3t) is shown.
The other parameters used for calculations are α = 1 t, µ = -2 t and ∆ = 0.6 t.

topological regime is achieved for a higher value of Zeeman field (Vz ą 0.75t in this case).
Furthermore, it is also observed that for 3 wires, states at E “ 0 appear along with states that
emerge at finite energy near zero energy symmetric about E “ 0. On the other hand, for a
4-wire assembly, no zero energy states can be seen but four peaks around E “ 0 are seen.
We will later see that these lead to an odd-even rule in the conductance which is the focal
theme of this article.
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Figure 5.3: Plot of energy spectrum as a function of Zeeman field in the topological regime
for : (a), (b) N= 3 and 4 uncoupled (in red) wires respectively, both hosting zero energy
states beyond Vz= 0.6t (c), (d) N= 3 and 4 coupled (in blue) wires where, for N= 3, a zero
energy state can be seen beyond Vz ą 0.75t while no such state appears for N=4. The number
of states near zero energy is equal to N in both cases. The lowest 48 levels have been plotted.
The parameters used for plotting both uncoupled and coupled cases in the topological regime
are mentioned in Fig. 5.2.

5.2 Tunneling Conductance

Now, we design a thought tunneling experiment to investigate the possible role of inter-wire
coupling in transport through the aforementioned Majorana wire assembly. A schematic
representation of the said setup is shown in Figure 5.4 (a). A normal lead is attached to one
end of each semi-infinite semiconducting nanowire with strong Rashba coupling proximi-
tized by an s-wave superconductor in the presence of an externally applied magnetic field.
The interface between the metal electrode and each wire falls in the tunneling regime of
transport. The normal lead has the same Hamiltonian (equation 5.2) as the nanowire ex-
cept for the superconducting term (∆). Also, the chemical potential of the normal lead is
chosen to be greater than the superconducting gap so that the normal lead remains topolog-
ically trivial. The tunnel barrier at the interface of each N-S junction is modeled by adding
additional onsite energy of strength 10t on one end (left) of each wire. We have assumed
semi-infinite nanowires for our calculations to exclude finite-size effects.
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Figure 5.4: (a) Schematic for measuring tunneling conductance of array of Majorana wires.
The normal leads (in blue) are connected to Majorana wires (red) with a tunnel barrier
(green) at the interface of the junction. A bias V is applied to the normal leads. Using a
mechanical switch, the number of transport active wires can be controlled. The plot of zero
temperature differential conductance vs applied bias V of a different number of wires for (b)
trivial uncoupled case (c) trivial coupled case (d) topological uncoupled case.

.

The zero-temperature tunneling conductance of the array is calculated using the S-matrix
method. By computing the reflection matrix at the N-S junction, tunneling conductance can
be found; where the reflection matrix (r) is expressed in terms of electron and hole scattering
channels at energy E as :

r “

˜

ree reh

rhe rhh

¸

(5.7)

where ree prehq refers to the normal (Andreev) reflection amplitudes. For N conducting
channels in the lead the zero temperature differential conductance can be evaluated using
the Blonder-Tinkham-Klapwijk (BTK) formula [25] (in the units of e2{h):

G0pV q “ dI{dV “ rN ´ Trpreer:
ee ´ rehr:

ehqsE“V (5.8)

We have employed KWANT, a numerical transport package in Python, to calculate the com-
ponents of the reflection matrix [26].
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5.2.1 Tunneling conductance of uncoupled wires:

Figure 5.4 (b) shows the differential conductance vs applied bias V when there is no inter-
wire coupling in the non-topological (trivial) regime. The differential conductance resem-
bles the zero temperature density of states of a conventional superconductor with coherence
peaks appearing at induced superconducting gap energy ˘∆. As expected, the magnitude
of conductance at ˘ ∆ increases monotonically with an increase in the number of wires.
Figure 5.4 (c) depicts the differential conductance when there is inter-wire coupling in the
non-topological (trivial) case for N number of wires. Unlike the trivial uncoupled case, en-
hancement of magnitude of conductance at ˘ ∆ is not monotonic with an increase in the
number of wires. Figure 5.4 (d) shows the plot of conductance vs applied bias V for the
uncoupled topological phase where each Majorana bound state contributes a conductance
of 2e2{h to the total differential conductance. Up to this part, the number of wires only
contributes to the overall scaling of the absolute magnitude of the differential conductance.
However, more interesting physics emerges when the weak coupling between the wires is
also introduced in the topological regime.

5.2.2 Tunneling conductance of weakly coupled wires:

As it can be seen in Figure 5.5, in the topological regime, turning on the weak coupling be-
tween the wires has resulted in N conductance peaks, symmetric about bias V =0. The most
important feature here is the emergence of a ZBCP when N is odd (Figure 5.5 (b), 5.5 (d),
5.5 (f), and 5.5 (h)). On the other hand, for even values of N (Figure 5.5 (a), 5.5 (c), 5.5 (e),
5.5 (g), and 5.5 (i)), ZBCP doesn’t appear. This is due to Majoranas at the edges of wires
hybridizing into bonding and anti-bonding orbitals when weakly coupled. While, in an even
number of cases all the Majoranas are coupled pairwise leading to only satellite peaks in
the conductance (around V = 0), in the case of an odd number of wires one Majorana is left
unpaired that contributes a conductance of 2 e2{h at zero bias.

5.2.3 Effect of finite temperature and dissipation

From the experimental point of view, it is important to study the effect of finite temperature
and dissipation on the conductance of weakly coupled Majorana wire arrays. The finite
temperature differential conductance profiles of normal lead- Majorana wire array junction
can be calculated by convoluting the zero temperature differential conductance given by
equation (5.8) with the derivative of Fermi distribution function f pEq as follows:

GpV q “ ´

ż `8

´8

dEG0pEq
d f pE ´V q

dE
(5.9)
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Figure 5.5: Plots of differential conductance vs applied bias for N = 2 to 10 weakly coupled
Majorana wires in the topological regime (Vz= 0.85t; ty = 0.3t; β= 0.3t) is shown. Plots
(b),(d),(f), and (h) show that the ZBCP peak appears only in the case of conductance of an
odd number of wires (shown in green) while no such peak is observed at zero bias for the
case of (a), (c), (e), (g) and (i) plots depicting the conductance of even number of wires
(shown in black).

Results of tunneling conductance of 2 and 3 weakly coupled wires at different temperatures
are shown in Figure 5.6 (a) and (b) respectively. It can be seen that an even-odd effect
in the differential conductance remains prominent even at finite temperatures making this
technique of detecting Majoranas experimentally an efficient one. Temperature plays the
role of broadening the finite energy conductance peaks as well as the ZBCP appearing for
an odd number of wires. The magnitude of conductance at finite bias as well as at zero bias
decreases with an increase in temperature. In addition, the conductance profile becomes
almost flat as the temperature becomes equal/greater than the induced gap in the nanowires
due to the proximity effect.

Another factor that can lead to the broadening of the conductance profile is dissipation.
The possible sources of dissipation in such systems can arise from (a) the formation of vor-
tices in the substrate s-wave superconductor beyond a certain magnitude of Zeeman field,
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Figure 5.6: (a)-(b)Tunneling conductance of 2 and 3 weakly coupled wires respectively,
at different temperatures without any dissipation. (c)-(d) The zero temperature tunneling
conductance of 2 and 3 weakly coupled wires respectively, for different values of dissipation.

(b) the presence of disorder in both the semiconducting nanowire and parent superconduc-
tor leading to low energy sub-gap states and (c) possibility of inverse proximity effect due
to normal lead being coupled to the superconducting nanowire. The dissipation contribu-
tion in our system has been modeled, based on previous works [27, 28], phenomenologi-
cally by adding an imaginary onsite energy term (iΓ) to Hamiltonian of the superconducting
nanowire given by equation (5.2). The results for tunneling conductance for different values
of Γ have been shown in Figure 5.6 (c) and (d) respectively. It should be noted that the role
played by dissipation is quantitatively similar to the role of temperature here. In practice,
these two effects may not be distinguishable from each other.

5.3 Role of ty and β in odd-even effect

Now, since we have two additional control parameters (ty and β ) in the problem, it is im-
portant to investigate the contribution of each parameter in the conductance measurements
in the topological regime. The energy spectrum vs. ty for an assembly of 4 and 5 wires has
been shown in Figure 5.7 (a) and (b) respectively for the case when there is no transverse
spin-orbit coupling (β ) present. Variation of energy spectrum with β by setting inter-wire
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hopping (ty) to zero for the same assembly of wires has been studied in Figure 5.7 (c) and
Figure 5.7 (d) respectively. It is evident from the energy spectra in Figure 5.7 that the zero
energy state is present at all values of ty when β “ 0 for even as well as odd numbers of
transport active wires. The even-odd effect discussed here originates dominantly from finite
β indicating that this parameter plays a vital role in causing effective coupling between the
neighboring edge Majoranas of the transport active wires. The same can be verified from the
differential conductance maps: (i) as a function of applied bias V and ty when β “ 0 shown
in Figure 5.8 (a)-(b) for 4 and 5 wires respectively and (ii) as a function of applied bias V

and β when ty “ 0 shown in Figure 5.8(c)-(d) again for 4 and 5 wires respectively. The
edge Majoranas are uncoupled when β is close to zero leading to differential conductance
nearly equal to 8 e2{h in the case of 4 wires and 10 e2{h in the case of 5 wires. As β is
turned on, the effective coupling occurs between the neighboring edge Majoranas leading
to four contour lines in the conductance map at finite applied bias V in an array of 4 wires
and five in the conductance map of 5 wires out of which four occur at finite energy and one
specifically at zero energy with quantized conductance of 2 e2{h.
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Figure 5.7: Plot of energy spectrum in the topological regime as a function of (a) ty when
β “ 0 for an assembly of 4 wires (b) ty when β “ 0 for an assembly of 5 wires (c) β when
ty “ 0 for an assembly of 4 wires (d) β when ty “ 0 for an assembly of 5 wires. The lowest
48 levels have been plotted. The even-odd effect can be predominantly seen when β is finite.
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(a) (b)

(c) (d)

Figure 5.8: The differential conductance, on the color scale, map as a function of (a) ty when
β “ 0 for an assembly of 4 wires (b) ty when β “ 0 for an assembly of 5 wires (c) β when
ty “ 0 for an assembly of 4 wires (d) β when ty “ 0 for an assembly of 5 wires.

5.4 Relevance of bonding and anti-bonding

As shown in Figure 5.5, when weakly coupled, an odd N of wires allows an unpaired MBS
and hence a quantized ZBCP of magnitude 2e2{h as a result, while for an even N the MBSs
combine into regular fermion states yielding N/2 resonant states below and above the zero-
bias point, respectively, as a consequence of the formation of bonding and antibonding
states. The formation of the bonding and anti-bonding states in solids can be understood
from the simple example described as follows: Let us first consider that there are two states
at zero energy and δ is the coupling between these two states. The simple Hamiltonian for
such a system can be written as :

H “

˜

0 δ

δ 0

¸

(5.10)

The energy eigenvalues of such a Hamiltonian come out to be ˘δ , leading to two finite
energy states around zero energy. The same can be calculated for a system with three zero
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energy states for which the Hamiltonian can be expressed as :

H “

¨

˚

˝

0 δ 0
δ 0 δ

0 δ 0

˛

‹

‚

(5.11)

Note that the coupling has been allowed for only the nearest neighbor states. Solving equa-
tion (5.11) for energy eigenvalues results in three solutions out of which two come at finite
energy (one at positive energy and second at negative energy) and one is left at zero energy.

Note that the above explanation of bonding and anti-bonding can’t be straightforwardly
applied in the present case of weakly coupled Majorana wire. There are two limitations in
applying equations 5.10 and 5.11 for coupled Majorana wires. Firstly because the wires are
coupled along their entire length, one cannot neglect that there are always 2N zero energy
states at zero coupling. Secondly, the internal structure is lost. There is clearly a difference
between coupling with β=0 and with β ‰ 0 as can be seen in Figures 5.7 and 5.8. Mathe-
matically this corresponds to a broken symmetry for β ‰ 0. Hence, there is a need to figure
out the same understanding in simple terms for Majoranas.

5.5 µ-Vz phase diagram

It is also important to find out in which portion of a larger parameter space, the odd-even ar-
gument presented here will be valid. In order to study that, the differential conductance plot
with chemical potential (µ) ranging from -4t to 4t and external Zeeman field (Vz) ranging
from 0.5 t to 1.25 t has been shown in Figure 5.9 for both uncoupled and weakly coupled
assembly of wires. Uncoupled and weakly coupled cases have been studied for both even
and odd numbers of wires to find out how the phase diagram changes as the number of trans-
port active wires and coupling changes. In the uncoupled case, for Vz ą

a

∆2 ` pµ ` 2txq2,
the topological regime can be achieved leading to a quantized conductance of 2e2{h per
Majorana mode at zero bias. The introduction of transverse coupling (ty and β ) leads to a
far richer phase diagram in the µ ´Vz space. For 4 wires (Figure 5.9(c)), we find different
regions where ZBCP can appear and these regions are topologically distinct from each other.
However, no ZBCP is seen for a range of |µ | close to 2 t. This is the range where ZBCP
will appear for an odd number of wires. We show a representative phase diagram with 5
weakly coupled wires in Figure 5.9(d). Here, we find that the ZBCP is present in the region
around |µ | close to 2 t. The results in Figure 5.9 has been shown for the case when β = 0.3 t

and ty =0.3 t. The size of the parameter space for which this odd-even effect can be realized
increases with the increase in the Zeeman field. Scanning through such a parameter space
is experimentally possible as the chemical potential can be tuned by electric gates and the
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Zeeman field can be tuned by a superconducting magnet.

(a) (b)

(c) (d)

Figure 5.9: The differential conductance at zero bias, on the color scale, map as a function
of a chemical potential µ and Zeeman field Vz (a) for an assembly of 4 uncoupled wires (b)
for an assembly of 5 uncoupled wires (c) for an assembly of 4 weakly coupled wires (d) for
an assembly of 5 weakly coupled wires.

5.6 Effect of tilted magnetic field

Since the odd-even effect studied in Ref. 23 is investigated under a strong magnetic field
there are possibilities of magnetic field-induced splitting of localized states in a real system
which might give rise to potential ambiguities. In order to understand and address such
issues we have investigated the field-angle dependence of the tunneling conductance within
the model. To include the effect of the magnetic field the model Hamiltonian in equation
(5.1) can be rewritten as

H “
ÿ

r⃗

prq Ψ
:

r⃗p´µ τ
z
` ∆τ

x
´V⃗Zeeman.σ⃗qΨ⃗rq `

ÿ

r⃗

pΨ
:

r⃗p´tx `
iασ y

2
qτ

z
Ψ⃗r`δx`
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Ψ
:

r⃗p´ty ´
iβσ x

2
qτ

z
Ψ⃗r`δy ` H.c.q (5.12)

where V⃗Zeeman “
gµBB⃗

2 The external magnetic field B is parametrized in spherical coordinates
as, B⃗.⃗σ “ Bxsinpθ qcospφqσx `Bysinpθ qsinpφqσy `Bzcospθ qσz; θ being the polar angle mea-
sured with respect to z-axis and φ is the azimuthal angle measured with respect to the x-axis.
The magnitude of the magnetic field is taken to be the same in all directions.

Figure 5.10: Schematic showing a parallel array of semiconducting Rashba spin-orbit cou-
pled nanowires lying in proximity to an s-wave superconductor.

5.6.1 Single nanowire

We start our discussion with the case of a single wire. The schematic of the system along
with the chosen set of coordinates is shown in Figure 5.10. Setting the Zeeman field in such
a way that the system is in the topological regime, the variation of energy spectrum w.r.t
different field orientations is studied. In Figure 5.11(a), the results are shown for energy
spectrum versus field angle φ when θ is fixed at 90˝. It can be seen that when the direction
of the applied magnetic field is perpendicular to the effective field that is generated due
to spin-orbit coupling, i.e. when φ is an integer multiple of π (for θ “ 90˝), a state of
topological nature at zero energy exists. Such a state exists till the critical angle (φc) is
reached. φc depends upon the strength of the induced superconducting gap and the Zeeman
field beyond which (even though the condition for the topological non-trivial regime is met)
no state at zero energy exists. As per the numerical calculations found in literature [29, 30],
φc can be evaluated using the sine rule or projection rule, given by sinφc “ ∆

Vz
. Using the

value of ∆ “ 0.6t and VZeeman “ 0.85t, the critical angle comes out to be 44.5˝ in our case.
It can be shown that the critical angle decreases as the Zeeman field value is increased. We
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have also studied the evolution of the energy spectrum w.r.t to θ by fixing φ at 0˝, as shown
in Figure 5.11(b). We find that the zero energy state exists for all values of θ . The reason is
that for this case the external field is always perpendicular to the spin-orbit field direction.
It is evident that for the topological condition to be realized in 1-D wire, the direction of the
applied magnetic field should be effectively perpendicular to the field that is generated due
to the inter-wire spin-orbit coupling. This effect can be further understood by looking at the
energy dispersion of the system.
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Figure 5.11: (a) The evolution of the energy spectrum with φ for VZeeman being fixed at 0.85
t and θ being set to 90˝ is shown. The spectrum is symmetric for positive and negative
values of φ . (b) The variation of the energy spectrum with θ for VZeeman being fixed at 0.85 t
and φ being set to 0˝ is shown. A state at zero energy appears for all values of θ . The other
parameters used for calculations are tx = t, α = 1t, µ = -2t, and ∆ = 0.6t.

The energy dispersion for a 1D wire, setting the magnitude of the Zeeman field to 0.85t,
is shown for different orientations of the field in Figure 5.12(a)-(c). When φ is 0˝, as shown
in Figure 5.12(a), the bulk is gapped at zero energy leading to Majorana bound states at the
ends of the 1D wire as a consequence of bulk boundary correspondence. It is evident from
the dispersion (Figure 5.12(b)) that the bulk energy gap closes partially at φ “ φc, where one
branch from the positive energy part of the dispersion touches E = 0. When φ is made equal
to 90˝, the level crossing can be seen in the energy spectrum (Figure 5.12(c)) resulting in
no Majorana at the edges. Setting φ “ 0 and varying polar angle θ from 0 to 90˝ brings no
change in the energy dispersion for all values of θ . The energy dispersion comes out to be
the same as shown in Figure 5.12(b). From the above results, it is evident that the field angle
can be used as another tuning parameter in investigating the topological regime in Majorana
nanowires.

All these features of the phase diagram can be captured in field-angle-dependent con-
ductance results. The differential conductance of a single wire has been shown in Figure
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Figure 5.12: (a) The energy dispersion of 1-D nanowire when field angles are φ= 0˝ and
θ “ 90˝. The bulk is fully gapped near zero energy. (b) The energy dispersion for critical
angle φc “ 44.5˝ when θ “ 90˝. The gap is partially closed at this orientation, and (c) The
energy dispersion for φ “ 90˝ and θ “ 90˝. The gap becomes fully closed at zero energy
for this orientation of the magnetic field.

5.13 for different orientations of the applied magnetic field. Figures 5.13 (a) and 5.13 (b)
are plotted by varying θ while φ is fixed at 0. As per expectation from the dispersion results,
the zero bias conductance peak remains unchanged in magnitude for all values of θ . Set-
ting the external magnetic field orthogonal to the spin-orbit coupling results in topological
phases for all values of θ . Figure 5.13 (c) and (d) are plotted for varying φ when θ is fixed
at 90˝. In this case, the magnitude of the differential conductance at zero energy decreases
from the quantized value of 2 e2

h as the critical angle is reached and almost becomes zero at
φ= 90˝. These are all consistent with the observations made earlier by other groups [29,30]

5.6.2 Array of nanowires

Here we discuss the effect of changing the direction of the magnetic field on the conductance
of the arrays. Field-angle dependence of differential conductance for an array of wires
without inter-wire coupling (i.e. ty “ 0;β “ 0) has been shown in Figure 5.14. Figures
5.14(a) and (b) show contour plots for differential conductance of 2 and 3 wires respectively
as a function of applied bias and the field angle θ when φ is fixed at 0˝. The zero bias
conductance peak shows a constant magnitude of 4 e2

h for 2 wires and 6 e2

h for 3 wires and
so on, for all values of θ . Setting the external magnetic field orthogonal to the spin-orbit
direction results in the edge bound states remaining locked at zero energy for all values of
θ . The differential conductance vs V spectra with φ (θ fixed at 90˝) has been shown in
Figures 5.14 (c) and 5.14 (d). The magnitude of differential conductance decreases from the
quantized value of 4e2

h for 2 wires and 6 e2

h for 3 wires as the critical angle, φc (same as in the
case of single wire) is reached and beyond that it almost becomes zero at φ=90˝. Figures
5.14 (e) and 5.14 (f) show the angle dependence of zero bias conductance for N wires where
N varies from 2 to 10. It can be concluded from Figure 5.14 that the angle dependence of
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Figure 5.13: (a) The differential conductance (in units of 2 e2

h ) vs applied bias for different
values of θ keeping φ fixed at 0˝.The inset shows that the magnitude of the conductance
remains the same for all values of θ . (b) The differential conductance (in the units of 2 e2

h ) of
a 1-D nanowire, on the color scale, as a function of applied bias and field angle θ . (c) A plot
of differential conductance (in units of 2 e2

h ) vs applied bias for different values of φ keeping
θ fixed at 90˝. The inset shows the variation of differential conductance with respect to field
angle φ at zero bias. The conductance magnitude decreases from the quantized value of 2 e2

h

at φ=0˝ to nearly zero for φ=90˝. (d) The differential conductance(in units of 2e2

h ) of a 1-D
nanowire, on the color scale, as a function of applied bias and φ .

differential conductance for uncoupled Majorana wire arrays is the same as in the case of
a single wire. The total magnitude of 4 e2

h for 2 wires and N 2 e2

h for N number of transport
active wires corresponds to each edge Majoranas contributing a conductance of 2 e2

h to the
total conductance. The observations change dramatically when the weak inter-wire coupling
is turned on by setting ty “ 0.3t; β “ 0.3t. Figure 5.15 shows the energy spectrum for even
and odd numbers of wires for different orientations of the field. Figure 5.15 (a) depicts that
the energy spectrum reflects two energy states symmetric about the zero energy for values of
φ ranging from 0 up to a new critical angle (φ

1

c) which is around 40˝ in the weakly coupled
case. The energy spectrum, shown in Figure 5.15 (b) has a state at zero energy along with
the two states at positive and negative energies for the said values of φ when 3 transport
active wires are considered. This odd-even effect in the energy spectrum originates from the
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Figure 5.14: (a)-(b)The differential conductance on the color scale, as a function of applied
bias and θ N=2 and N=3 for uncoupled nanowires respectively. The magnitude of conduc-
tance remains constant with variation in θ . (c)-(d) The differential conductance on the color
scale, as a function of applied bias and φ for N=2 and N=3 wires respectively. Similar to the
conductance of a single wire, the conductance magnitude drops to zero beyond the critical
angle with variation in φ . (e) Conductance of multiple uncoupled wires at zero bias vs θ and
(f) Conductance of multiple uncoupled wires at zero bias vs φ . The total conductance of N
2 e2

h at zero bias, for N number of transport active wires, corresponds to each edge Majorana
contributing a conductance of 2 e2

h .

bonding and antibonding of the end Majoranas upon weak coupling. The physics of bonding
and anti-bonding in solids has been discussed in section 5.4. The evolution of the energy
spectrum with θ for 2 and 3 wires is shown in Figure 5.15 (c) and (d) respectively.

Figure 5.16 shows the plots of differential conductance vs applied bias for N weakly
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Figure 5.15: The variation of the energy spectrum with φ for VZeeman fixed at 0.85 t is shown
in (a) and (c) for 2 and 3 wires respectively. It can be seen that a new critical angle exists in
the weakly coupled case which is smaller than the critical angle for uncoupled wires. The
evolution of the energy spectrum with θ for fixed VZeeman is shown in (b) and (d) for 2 and
3 wires respectively.

coupled wires (N varying from 2 to 3) for different field angles, specifically 0, 40˝ and
90˝. First, the results for different values of φ (when θ “ 90˝) have been compared for an
even number of wires in Figure 5.16 (a) and for an odd number of wires in Figure 5.16 (b)
respectively. Odd-even effect in the conductance can be seen when φ is not changed from
0˝. The satellite peaks and zero bias peaks amount to the conductance of 2 e2

h in this case.
The magnitude of both the finite energy peaks in the case of 2 wires and zero bias peak along
with finite energy peaks in the case of 3 wires decrease as φ approaches φ

1

c. In addition, the
finite energy peak spacing decreases at this angle as can be seen in Figure 5.16 (a). In the
case of three wires, since the finite energy peaks exist very close to the zero energy peak,
these peaks are not resolved properly and only the zero bias peak with decreased magnitude
of conductance can be seen in Figure 5.16 (b) for this orientation. As φ is tilted beyond the
critical angle the conductance approaches zero in both the even and odd case as shown in
Figure 5.16 (a) and 5.16 (b) for φ= 90˝. To reiterate, as the critical angle is reached, the bulk
gap for the weakly coupled case is partially closed and for φ = 90˝, the gap is fully closed
with no Majoranas at the edges. Hence, the even-odd effect is not observed at these angles,
signifying that this effect can be a solid signature of the presence of Majoranas. To note,
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Figure 5.16: The plot of conductance vs the applied bias V for fixed θ and φ being set to
0˝(shown in black), critical angle 40˝ (shown in green) and 90˝ (shown in blue) is presented
for 2 and 3 weakly coupled wires in (a) and (b) respectively. For comparison, the variation
of the same with fixed φ and for θ being set to 0˝, 40˝, and 90˝ has been studied for 2
and 3 weakly coupled wires in (c) and (d) respectively. For the weakly coupled regime
the parameters used are ty = 0.3t, β = 0.3t, and the rest of the parameters are the same as
mentioned in Figure (1).

such a special field-angle dependence is not expected from non-Majorana sources of ZBCP.
Unlike the above case, the odd-even effect in the conductance can be seen at all the values

of θ as shown in Figure 5.16 (c) and (d). However, for θ =90˝ the spacing between the finite
energy peaks, symmetric about V =0, decreases as N increases. As the number of transport
active wires is increased it is possible that for even N, a peak at zero bias may accidentally
appear. Such accidental peaks can be differentiated from the ones that appear at zero bias
due to unpaired Majoranas in the odd case by checking if they are topologically non-trivial
or trivial. Unlike the ZBCP due to Majoranas, the accidental peaks will be sensitive to local
perturbations. To get a clearer picture, in Figure 5.17 we show the contour plots illustrating
the conductance of N wires (N varying from 2 to 3) as a function of applied bias V and θ

and φ varying from ´180˝ to `180˝.
It is now important to study the evolution of differential conductance as a function of

tilting angle and other control parameters at zero bias. Figure 5.18 shows contour plots
illustrating the variation with respect to inter-wire spin-orbit coupling parameter β ; when
inter-wire tunneling ty is zero for weakly coupled wires in the topological regime. Figures
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Figure 5.17: (a)-(b) Differential conductance, on the color scale as a function of applied bias
and θ for N=2 and 3 weakly coupled wires respectively. (c)-(d)Differential conductance, on
the color scale as a function of applied bias and φ for N=2 and 3 weakly coupled wires
respectively.

5.18 (a) and 5.18 (b) depict the variation of differential conductance as a function of φ and
β , when ty “ 0 for N=2 and 3 wires respectively in the weak coupling limit. Figures 5.18 (c)
and 5.18 (d) show the results for the same with variation in θ . As discussed in [23], the wires
are uncoupled when β is nearly zero. Non-zero values of conductance can be seen near β

=0 for φ being integral multiples of π . At these values of φ , the magnitude of conductance
decreases from 4 e2

h to zero as β is increased from zero for 2 wires and from 6e2

h to 2e2

h for 3
wires. However, for all values of θ , as the wires are coupled (i.e. β becoming non-zero) the
conductance drops to zero for both even and odd number of wires.

In Figure 5.19, the results for variation of the conductance spectra as a function of tilt
angles (φ and θ ) and ty are presented, for the case when β is zero. When θ is set at 90˝ and
φ is varied along with ty, the values of φ being equal to the integral multiples of pi results in
a non-zero value of conductance for ty less than 0.6 t for 2 transport active wires, as shown
in Figure 5.19 (a). The non-zero value is equal to 4e2

h which is the total conductance when 2
wires are uncoupled. When the number of transport-active wires is three, for the said values
of φ , the conductance decreases from 6 e2

h to 2 e2

h as ty is increased beyond 0.4t as depicted in
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Figure 5.18: (a)-(b)The differential conductance on the color scale, as a function of φ and
β (when ty=0) for N=2 and N=3 weakly coupled nanowires respectively. (c)-(d) The dif-
ferential conductance on the color scale, as a function of θ and β (when ty=0) for N=2 and
N=3 weakly coupled wires respectively. Wires remain uncoupled when β is very small. As
β increases the odd-even effect is seen only for certain angles when φ is varied keeping θ

fixed while for variation with θ , with φ fixed, the odd-even effect is prevalent at all values
of θ .

Figure 5.19 (b). That shows that as the wires become more coupled i.e. as ty is increased the
even-odd effect becomes more prominent. When φ is fixed at 0, the conductance as shown
in Figure 5.19 (c) remains at the constant magnitude of 4e2

h for 2 wires for values of ty less
than 0.6t and beyond that drops to zero for all θ . This conductance for an odd number of
wires decreases from 6 e2

h to 2e2

h for all values of θ when ty is increased beyond 0.4t as shown
in Figure 5.19 (d).
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Figure 5.19: (a)-(b) The differential conductance on the color scale, as a function of φ and ty
when β=0 for N=2 and N=3 weakly coupled nanowires respectively. (c)-(d) The differential
conductance on the color scale, as a function of θ and ty when β=0 for N=2 and N=3 weakly
coupled wires respectively. An odd-even effect is seen for high values of ty.

5.7 Conclusion

Therefore, we have presented a scheme where the confirmation of Majorana is not based
on the appearance of ZBCP alone, but our calculations provide a detailed protocol based on
the number of transport-active nanowires in a single device where depending on whether
the number of wires is odd or even, the ZBCP can be switched ON or switched OFF re-
spectively, in a controlled fashion. We have investigated the effect of tilting of the external
magnetic field in and out of the plane of an array of weakly coupled Majorana nanowires.
We found a rich phase diagram as a function of tilt angles and other relevant control param-
eters. The results are important as they can be used to study the tunneling characteristics of
the proposed device and identify the origin of the previously observed ZBCP and an odd-
even effect of the same from the edge Majorana states vis-a-vis the extrinsic or intrinsic
non-topological sources. Hence, the proposed scheme would provide a comprehensive sig-
nature of Majorana-bound states and topological superconductivity.
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Chapter 6
Summary

The key accomplishments of the thesis are listed below:
1. The spin-resolved point contact Andreev reflection spectroscopy performed on the meso-
scopic junctions of 2-D vdW ferromagnets Fe3GeTe2 and Fe4GeTe2 with conventional su-
perconductors Nb and Pb revealed a very high degree of transport spin polarization exceed-
ing 50% which is more than the conventional elemental ferromagnets, making them strong
candidates for application in all-vdW power-saving spintronic devices.

2. Experimental evidence of emergent Kondo lattice behavior in these ferromagnets
demonstrated through point contact and scanning tunneling spectroscopy. The interplay of
different quantum orders was investigated.

3. To study the magnetic ground state of Fe3GeTe2 and Fe4GeTe2 ferromagnetic domain
imaging using low-temperature magnetic force microscopy was performed. A field-induced
transition from the filamentary/stripy domains to large-size magnetic bubbles was captured.
These results were found to be in strong agreement with our theoretical model where we
microscopically modeled a triangular lattice itinerant ferromagnet with moderate strength
of Rashba SOC and easy-axis magnetic anisotropy.

4. The potential realization of fault-tolerant quantum computing relies on the emergence
of Majorana modes in topological superconductors. For a reliable detection method for
Majorana modes, we proposed a tunneling setup comprising an array of weakly coupled
Majorana nanowires. This setup enables more controlled and effective detection by allowing
the manipulation of the presence or absence of a ZBCP based on the parity of the transport
active wires. In addition, we investigated the impact of the magnetic field angle on the odd-
even effect, which serves as an additional tuning parameter for confirming the Majorana
nature of the ZBCP.
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6.1 Future Prospects

The discovery of high transport spin polarization in 2-D vdW ferromagnets Fe3GeTe2 and
Fe4GeTe2 opens up new avenues for the development of efficient and power-saving spin-
tronic devices. These materials could be integrated into next-generation spin-based elec-
tronics, offering higher performance and energy efficiency compared to conventional fer-
romagnetic materials. In addition, the spectroscopic signatures of strong correlations in
these ferromagnets broaden the limit of ferromagnetic heavy fermionic materials from f- to
d-electron systems. Our tunneling setup based on an array of Majorana nanowires, if real-
ized experimentally, can be instrumental in providing a more comprehensive signature of
Majorana bound states and topological superconductivity.
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