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Abstract

Photons have shown dominance in quantum information processing tasks and long-

range quantum communication. Their ability to travel long distances without inter-

acting with the external environment makes them excellent flying qubits. However,

certain photonic quantum information processing tasks require the faithful storage

and retrieval of single photons while preserving their internal states. This requires

a quantum memory, a device that can store and retrieve single photons on demand.

It is accomplished through controlled and reversible mapping of the photonic state

onto the atomic state.

Apart from storing single photons, engineering and manipulating the quantum

states of light is another key requirement in photonic quantum information pro-

cessing. Atom-cavity interactions are prominently used to achieve this goal as it

can provide a strong coupling between single atoms and photons. Furthermore, the

strong interaction between atoms and photons allows us to implement the quantum

gates between atoms and photons which is essential in order to implement quantum

information processing tasks. This thesis focuses on the quantum memories and

atom-cavity interactions, the two major components of photonic quantum informa-

tion processing.

In the first part of the thesis, we present a method to store the internal states

of photons using the intra-atomic frequency-comb protocol. We show that I-AFC

is capable of storing the polarization states and OAM modes efficiently, which can

be employed to store the vector-vortex states. Further, we show that a single atom

containing a frequency comb coupled to an optical cavity can work as an efficient

quantum memory. This provides us with the possibility to realize robust and efficient

iv



on-chip quantum memory suitable for integrated photonic chips.

In the second part, we discuss the complete input-output theory in the context of

atom-cavity interactions. It provides a complete description of the interaction of an

input pulse prepared in an arbitrary quantum state interacting with a local quantum

system. We apply this theory to investigate the photon-subtraction operation using

an atom-cavity system. This reveals the multi-modal nature of the output state

upon the photon subtraction process and provides a clear picture of the photon-

subtraction process.
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Chapter 1

Introduction

Classical computation is based on encoding the given information in terms of bits

that are binary numbers. The classical bit can be either 0 or 1. In quantum informa-

tion processing, we deal with quantum bits or qubits, representing the equivalent of

the classical bit. A qubit can be a physical system whose quantum state can also be

represented by 0 and 1. Specifically, it represents a two-level quantum system with

states |0⟩ and |1⟩, which is associated with a two-dimensional Hilbert space. How-

ever, the key difference from classical computation arises from the fact that, unlike

the classical case, the qubit can be in an arbitrary superposition of the two quantum

states |0⟩ and |1⟩. Thus, the quantum state can be written as |Ψ⟩ = α |0⟩ + β |1⟩,
with α,β ∈ C [1]. The states |0⟩ and |1⟩ are often known as computational basis

states, as they form a basis in the two-dimensional complex vector space. Quantum

superposition serves as an important resource in quantum computation and quan-

tum information processing. This concept can be extended to multiple qubits. This

can be used to take advantage of another key ingredient from quantum mechanics

known as quantum entanglement, which results in the correlation of multiple qubits.

Quantum superposition and quantum entanglement are the two powerful and the

key resources of quantum computing and quantum information processing [1, 2].

For efficient quantum computation and quantum information processing, we re-

quire quantum systems with a long coherence time and a high degree of control.

There are several suitable candidates which can be used to encode quantum infor-
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mation, such as stationary qubits using nuclear spins, quantum dots, superconduct-

ing qubits, trapped ions, and flying qubits using photons. Photons are among the

strongest candidates for long-distance quantum communication and quantum com-

putation [3, 4]. Some of the areas where photonic quantum information processing

has shown dominance include linear optical quantum computation [5], quantum key

distribution [6, 7], quantum teleportation [8, 9], and quantum repeaters [10]. Pho-

tons are a natural choice for quantum communication and quantum information

processing as they can travel great distances, are easy to manipulate, and do not

interact with the environment. Polarization, time bin, and orbital angular momen-

tum [3] are the typical degrees of freedom of photons that are used for quantum

information processing.

Although photons serve as excellent flying qubits, storing and retrieving the pho-

tons in an efficient and controllable way is one of the biggest challenges in photonic

quantum information processing tasks. Storing single photons requires an additional

component, an optical quantum memory that can store and emit single photons on

demand. The basic idea behind a quantum memory is the light-matter interactions

through which a controlled reversible transfer of the photonic quantum information

between a light field and a material system is possible [11, 12, 13].

Apart from storing light using a quantum memory, engineering and manipu-

lating the quantum states of light is another key requirement in photonic quan-

tum information processing. Subtracting a single photon from the input field [14],

generating Schrödinger cat states [15], producing single photons [16, 17], photon-

blockade [18, 19] are some of the examples which engineer quantum states of light

and manipulate them. The common ground among all these examples is that they

all exploit atom-cavity interactions. Atom-cavity interactions not only allow for

strong coupling of a single atom with light but also works as an interface between

the photonic and the atomic qubits. This interface can be further used to implement

the atom-photon gates and map the photonic state to the atomic state [20].

In this thesis, we mainly discuss these two important aspects of photonic quan-

tum information processing: photonic quantum memory and the atom-cavity inter-

actions.
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In the first part of the thesis, we concentrate on optical quantum memory, which

is used to store and retrieve single photons. It serves as an essential component

in quantum information processing applications such as quantum networks [21, 22],

long-range quantum communication [23] and quantum repeaters [24, 25]. Quantum

repeater is one of the most important applications of quantum memory. It extends

the quantum communication range, which is limited by optical fiber losses. Classical

communication uses amplifiers to overcome this loss which can not work in quantum

communication since we can not copy the quantum information (also known as the

no-cloning theorem). Thus, the quantum repeater is used as an equivalent element of

an amplifier. The key idea is to distribute the entanglement between the end nodes

A and B by breaking the required transmission distance between A and B into

smaller segments. To achieve this, entanglement swapping is used, which generates

long-range entanglement by establishing entanglement between shorter nodes. This

requires a quantum memory at each sub-node which stores the entanglement until

the entire link is ready between the end nodes A and B [24, 12, 25].

Most quantum memory protocols are based on the reversible mapping of the

photonic quantum information onto an ensemble of atoms, where the input photon

is stored as a collective excitation delocalized over all the atoms in the ensemble.

The stored photon is retrieved using a set of control pulses, resulting in controlled

storage.

Some of the standard ensemble based quantum memory protocols include electro-

magnetically induced transparency (EIT) [26, 27, 28, 29], controlled reversible inho-

mogeneous broadening (CRIB) [30, 31, 32, 33, 34], gradient echo memory (GEM), [35,

36, 37], Raman memory [38, 39, 40, 41, 42], photon-echo using atomic frequency

comb (AFC) [43, 44, 45, 46, 47, 48] and intra-atomic frequency comb (I-AFC) [49,

50, 51]. The maximum storage time in these quantum memories can reach up to

micro seconds.

If we consider the current status of the different quantum memory protocols, the

best demonstrated efficiencies are 92% for quantum memory based on EIT [28, 52],

followed by 87% for GEM [37], 82% for the Raman protocol [42], 35% for AFC-based

memory [53] and 15% for the CRIB protocol [35].
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One of the major challenges in implementing the photonic quantum information

processing tasks is to not only store and retrieve the photons but also preserve their

internal states in an efficient and controllable way. Polarization, orbital angular

momentum (OAM) and time-bins are some of the most commonly used degrees of

freedom of photons used in quantum information processing. The polarization space

is two-dimensional, while the OAM space is potentially infinite-dimensional, which

gives a huge advantage in terms of high information-carrying capacity in individual

photons.

Out of all the quantum memory schemes discussed above, EIT, Raman, and

AFC-based quantum memory have been enabled to store both the polarization and

OAM modes [54, 55, 56, 57]. However, only the EIT protocol has been used to store

the polarization and the OAM modes simultaneously [54]. CRIB-based protocol

with two orthogonal transitions has also been proposed to store polarization [58],

while GEM has been shown to store spatial modes [59]. Further, quantum memory

based on GEM and AFC has been shown to store time-bin qubits [60, 61].

In this thesis, we mainly focus on I-AFC-based quantum memory. The I-AFC

is a frequency comb constructed from the dipole-allowed transitions between the

hyperfine levels of the ground state and the excited state of an atom. The degeneracy

in the hyper-fine levels of the ground and excited states is lifted by applying an

external magnetic field. Since each allowed transition will have a natural broadening

giving Lorentzian lineshape function, these multiple transitions between the ground

and excited states give a frequency comb-like structure for each atom. Due to the

periodicity of the frequency comb, the probability of the photon emission maximizes

at time t = 2πm/∆ for integer m. As a result, the input light gets re-emitted,

resulting in a photon-echo. The echo-time can be adjusted by changing the comb

spacing ∆, which is, in turn, controlled by the strength of the applied magnetic field.

In this way, the I-AFC gives a fixed storage time of 2π/∆ and works as a delay line.

To obtain on-demand storage, the excitation is usually transferred from the excited

state to a spin state with long lifetime by applying a control field. Applying another

control field transfers the excitation back to the excited state causing the photon-

echo at an appropriate time.
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Using quantum memory based on I-AFC, we present a scheme to store vector-

vortex (VV) states of light. VV states are the quasi-entangled or non-separable

states of light between the polarization and OAM degree of freedom (DOF) [62,

54]. They have various applications in quantum information processing tasks and

quantum metrology [63, 64, 65]. We show that I-AFC is a natural candidate to store

the VV states by showing that it can individually store the polarization and OAM

modes efficiently.

We show that if the atoms are distributed homogeneously throughout the atomic

ensemble, then the OAM modes can be stored perfectly at low temperatures. How-

ever, at high temperatures, the Doppler shift may affect the quality of storage. In

order to store polarization states of light, we need to prepare an ensemble that con-

tains two frequency combs corresponding to two orthogonal polarizations. Further,

if the two frequency combs are identical, then the storage of the polarization states

is perfect. Nonidentical combs might result in imperfect storage. The I-AFC system

capable of storing both LG modes and the polarization states can be employed to

store VV beams. We also discuss how I-AFCs in Cs and Rb atoms can work as

promising candidates for storing these internal modes of light [51].

In addition to efficient storage of multiple degrees of freedom of photon, achieving

scalability in quantum information processing is another big challenge. To gain

scalability and practical advantage in quantum information processing, many efforts

are being devoted to integrated photonic chips [66, 67, 68, 69]. On-chip single

photon sources, on-chip beamsplitters, and on-chip photon detectors have already

been implemented on an integrated platform [70, 71, 72, 73, 74]. However, on-chip

quantum memory is still a work in progress and is a highly sought after device

after the emergence of integrated photonic chip platforms for quantum information

processing [75, 76]. Since most of the currently available quantum memory protocols

require atomic ensembles or bulk materials to store photons, this creates difficulty

for their on-chip integration.

Here, we present a multi-mode photonic quantum memory protocol using only a

single-atom-cavity setup. A single atom placed in an optical cavity allows efficient

coupling between the atom and the field. Also, by choosing the atom-cavity param-
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eters properly, one can modify the rate of decay of the atom into the cavity mode,

which results in the pre-dominant emission of the photon into a well-defined cavity

mode, also known as the Purcell effect. We describe how a single atom containing

a frequency comb coupled to an optical cavity in the Purcell regime is enough to

store photons efficiently [77].

The joint single-atom-cavity setup results in a photon-echo, similar to the I-

AFC-based quantum memory protocol. This provides the possibility of a robust

and efficient on-chip quantum memory suitable for integrated photonic chips. The

maximum theoretical efficiency in this scheme can reach up to ∼ 100%. Further,

the proposed protocol can efficiently store time-multiplexed photons, along with

their polarization degree of freedom, hence providing multimode photonic quantum

memory. We also discuss the possible implementation of this scheme with the ex-

isting techniques considering realistic systems such as Cs and Rb atoms coupled

to nanophotonic waveguide cavities. Further, since this scheme requires only a fre-

quency comb coupled to a cavity, it can also be implemented using the quantum

dots inside a cavity.

In the second part of this thesis, we discuss the complete and accurate descrip-

tion of the atom-cavity interactions and use it to describe the photon subtraction

operation based on the atom-cavity system.

The standard formalism to tackle the dynamics of a local quantum system driven

by an input field is based on the conventional input-output theory [78]. However,

it has certain limitations. Although it can provide the amplitude and the intensity

of the output field mode for a given input field interacting with a local quantum

system, however, it becomes challenging to use this approach if we want to obtain

the exact quantum state of the output field mode. For example, the generation of

Schrödinger cat state has been shown experimentally by reflecting an input coherent

state from an atom-cavity system. If we want to study the dynamics of this system

theoretically, we need to know the quantum state of the output field mode to confirm

the generation of the cat state, which becomes difficult using the standard input-

output theory. Another drawback of the conventional input-output theory is that

it always provides a single output field mode corresponding to a given input field
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mode. However, this is not always true, and for a single mode input field, the output

field may get scattered over multiple modes. In such cases, we require a more general

and complete input-output theory that can completely describe the interaction of

an input field pulse prepared in an arbitrary quantum state with a local quantum

system.

At this point, the complete input-output theory using quantum pulses comes to

the rescue [79, 80]. This is based on the master equation formalism, and can provide

complete information of the dynamics of an atom-cavity system driven by an input

pulse prepared in an arbitrary quantum state [79, 80].

We apply this theory to study the photon subtraction operation based on atom-

cavity interactions [14]. Photon subtraction process uses an atom-cavity system with

a lambda-type three-level atom with two ground states (|g⟩ , |s⟩) and one excited

state (|e⟩). The two transitions of the atom, |g⟩ ↔ |e⟩ and |s⟩ ↔ |e⟩ are coupled to

the two orthogonal polarization through the two cavity modes â and b̂, respectively

[14]. The atom is initially prepared in the ground state |g⟩. By adjusting the

atom-cavity parameters properly, for an input pulse driving the cavity â, the atomic

population can be transferred from |g⟩ to |s⟩, resulting in a single photon emission

into the cavity mode b̂.

We investigate this photon subtraction process using complete input-output the-

ory, which reveals that for an input pulse containing more than one photon, although

a single photon is always removed from the input field, the output field after the

photon subtraction process is scattered over multiple modes. Further, we observe

that each output mode carries a different amount of excitation, and the usual single

mode description of the photon-subtraction process as described in [14] fails. We

evaluate the photon subtraction process by considering different quantum states of

the input field and also analyze the state of the output field modes in each case.

This complete description provides a clear and better understanding of the photon-

subtraction process, which is an essential tool for generating non-classical states of

light [81, 82, 83, 84, 85, 86] and testing the fundamental nature of quantum mechan-

ics [87, 88].

This thesis is organised as follows
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Part I :

• In chapter 2, we introduce the formalism of interaction between an atom and

an external electromagnetic field using the semiclassical description. Further,

we discuss the paraxial wave equation, which is used to describe the dynamics

of an electric field passing through an ensemble of atoms. We also discuss the

quantization of the classical electromagnetic field.

• In chapter 3, we discuss the atom-cavity interactions. We also introduce the

standard input-output theory, which is used to describe the dynamics of an

input quantum field driving an atom-cavity system.

• In chapter 4, we introduce the quantum memory protocols based on atomic

frequency comb (AFC) and intra-atomic frequency comb (I-AFC).

• Chapter 5 describes the storage of multiple degrees of freedom using I-AFC-

based quantum memory. In this chapter, we also discuss the factors that

affect the storage of polarization and OAM, and we also discuss how Cs and

Rb atoms can work as promising candidates to implement this scheme.

• In chapter 6, we present an efficient optical quantum memory scheme that just

uses a single atom with I-AFC coupled to an optical cavity.

Part-II :

• In chapter 7, we introduce the theory of cascaded quantum systems, and using

this, we introduce the complete input-output theory of quantum pulses in the

context of atom-cavity interactions.

• In chapter 8, we discuss the photon subtraction process using an atom-cavity

system using the general input-output theory.

• In chapter 9, we conclude the thesis.
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Part I
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Chapter 2

Light-matter interactions

Light-matter interactions play a vital role in photonic quantum information process-

ing and quantum communication. Storing photonic quantum information [12], im-

plementing quantum gates [20], quantum sensing [89], and generating atom-photon

entanglement [90] are some of the examples which make use of controlled interactions

between light and atoms.

In this chapter, we discuss the theoretical framework required to describe the

interaction of light with atoms. We start with the standard Hamiltonian, which

describes the interaction between a two-level atom and an external electromagnetic

field using the semiclassical description. In this, the atom is considered to be a

quantum mechanical system with a ground and an excited state, while the external

electromagnetic field is treated classically. We also discuss the Maxwell-Schrödinger

equations used to describe the dynamics of an electric field passing through an

ensemble of atoms. In the end, we discuss the quantum mechanical description of

the electromagnetic field.
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2.1 Interaction between an atom and external elec-

tromagnetic field

In this section, we discuss the interaction of an atom with an electromagnetic field.

We introduce the semiclassical description in which the electromagnetic field is

treated classically, while the atom is treated as a quantum two-level system with a

ground state |g⟩ and an excited state |e⟩.

The Hamiltonian for an electron of mass m and charge e bound to an atom

interacting with an external field is given by [91]

Ĥ =
(p̂+ eA(r, t))2

2m
− eϕ(r, t) + V (r), (2.1)

where p̂ is the canonical momentum operator given by −iℏ∇ (in position represen-

tation), V (r) is the electrostatic potential, which represents the Coulomb interaction

between the electron and the nucleus, while A(r, t) and ϕ(r, t) are the vector and

scalar potentials of the external field given by [92]

E = −∇ϕ− ∂A

∂t
, (2.2)

B = ∇×A. (2.3)

The time-dependent Schrödinger equation corresponding to the Hamiltonian in

Eq. (2.1) describes the motion of the free electron and is given by

iℏ
∂

∂t
ψ(r, t) = Ĥψ(r, t), (2.4)

where |ψ(r, t)|2 describes the probability of finding the electron at time t and position

r. In order to simplify the dynamics further, we note that the form of the above

equation remains the same under the following gauge transformations [92, 91]

A′(r, t) = A(r, t) +∇χ(r, t), (2.5)

ϕ′(r, t) = ϕ(r, t)− ∂χ(r, t)

∂t
, (2.6)

ψ′(r, t) = ψ(r, t)exp(−ieχ(r, t)), (2.7)

where χ(r, t) is an arbitrary differentiable and real function of r and t. The electric

and magnetic fields in Eqs. (2.2) and 2.3 remain invariant under these gauge trans-

formations, whereas the vector and scalar potentials, A(r, t) and ϕ(r, t) respectively,
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are gauge dependent. The wave function ψ′(r, t) in Eq. (2.7) satisfies the following

Schrödinger equation

iℏ
∂ψ′(r, t)

∂t
= H ′ψ′(r, t), (2.8)

where H ′ is simply given by

Ĥ ′ =
[p̂+ eA′(r, t)]2

2m
− eϕ′(r, t) + V (r), (2.9)

with the scalar and vector potentials now given by Eq. (2.5) and (2.6), respectively.

This gauge invariance gives an additional freedom to work in the Coulomb gauge,

in which the vector potential satisfies ∇·A = 0 and ϕ = 0. Under Coulomb gauge,

Eq. (2.1) transforms to

Ĥ ′ =
[p̂+ e(A+∇χ)]2

2m
+ e

∂χ

∂t
+ V (r), (2.10)

which is now completely given in terms of χ(r, t). Also, the vector potential in the

Coulomb gauge satisfies the following wave equation

∇2A− 1

c2
∂2A

∂t2
= 0, (2.11)

where c is the velocity of light. The solution of Eq. (2.11) can be written as

A = A0e
i(k.r−ωt) + c.c, (2.12)

where k is the wave vector of the field and the magnitude |k| = ω/c = 2π/λ

represents the wave number. For optical wavelengths, λ is in the range of 400–700

nm, and for r with typical atomic dimensions of ∼ 10−10 m, the term k · r ≪ 1.

Thus, over the spatial dimensions of an atom, the vector potential is uniform and

can be written as A(r, t) ≃ A(t). This is known as the dipole approximation, which

is extensively used in quantum optics [91, 93]. Applying the dipole approximation

and taking the gauge function χ(r, t) = −A(t) · r, we have

∂χ(r, t)

∂t
= −r · E(t), ∇χ(r, t) = −A(t). (2.13)

Using this, the Hamiltonian in Eq. (2.10) finally becomes

Ĥ ′ =
p̂2

2m
+ er · E(t) + V (r)

= Ĥ0 + er · E(t)

= Ĥ0 − d̂ · E(t),

(2.14)
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where Ĥ0 =
p̂2

2m
+ V (r) is the Hamiltonian for the unperturbed electron in the

absence of an external field. d̂ = −er is the dipole moment operator, and the

term d̂ · E(t) describes the atom-field interaction. For a two-level atom with the

ground state |g⟩ and an excited state |e⟩, the dipole moment operator becomes

d̂ = deg |e⟩⟨g| + dge |g⟩⟨e|, where deg = −⟨e|er|g⟩ is the transition dipole matrix

element between the ground state and the excited state. Thus, in the semiclassical

picture, the interaction between the atom and the external field is described by the

term d̂·E(t) and is a starting point for studying the light-matter interactions [91, 93].

In the next section, we discuss how the input light field gets affected as it propa-

gates through an ensemble of atoms and discuss the standard paraxial wave equation

that describes the propagation of the electric field through an ensemble of atoms.

2.2 Paraxial wave equation for propagation of light

through a medium

In this section, we derive the paraxial wave equation, which is used in solving the

dynamics for the propagation of the electric field through an ensemble of atoms. We

start with Maxwell’s equations for the propagation of electromagnetic field inside a

non conducting material in the absence of free charges and currents which are given

by [92]

∇ · ϵ0E = −∇ ·P, (2.15)

∇ ·B = 0, (2.16)

∇× E = −∂B
∂t
, (2.17)

∇×B = µ0ϵ0
∂E

∂t
+ µ0

∂P

∂t
, (2.18)

where P is the atomic polarization. From the above equations, we can derive the

wave equation for E. Taking the curl of Eq. (2.17), we get

∇× (∇× E) = − ∂

∂t
(∇×B),

=⇒ ∇(∇ · E)−∇2E = − ∂

∂t
(∇×B).

(2.19)
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Substituting the value of ∇×B from Eq. (2.18), we get

∇(∇ · E)−∇2E = −µ0ϵ0
∂2E

∂t2
− µ0

∂2P

∂t2
. (2.20)

In the absence of free charge, ∇ · E = 0 and the wave equation then simply reduces

to

∇2E− 1

c2
∂2E

∂t2
− µ0

∂2P

∂t2
= 0, (2.21)

which is the standard second order wave equation in time and space. However, this

can be further simplified to a first order wave equation under certain approximations,

which will be discussed in the following section.

2.2.1 Slowly Varying Envelope Approximation

The general form of the solution for Eq. (2.21) can be written as [92]

E(r, t) =
1

2
E(r, t)ei(k.r±ω0t) + c.c, (2.22)

P(r, t) =
1

2
P(r, t)ei(k.r±ω0t) + c.c, (2.23)

where E(r, t) and P(r, t) are the complex time-dependent amplitudes for the electric

field and the atomic polarization, respectively, ω0 is the central frequency, and k =

ω0/c is the wave number of the incoming field. The terms (k.r−ω0t) and (k.r+ω0t)

in the above equations correspond to the forward and backward propagating waves.

For simplicity, we can take ẑ as the direction of propagation of light, i.e., k = kẑ.

Using Eqs. (2.22) and (2.23) and considering the forward propagating field, we can

calculate each term in Eq. (2.21), which are given by

∇2E =
1

2s

(
∇2E + 2ik

∂E
∂z

− k2E
)
ei(kz−ω0t) + c.c, (2.24)

∂2E

∂t2
=

1

2

(
∂2E
∂t2

− 2iω0
∂E
∂t

− ω2
0E
)
ei(kz−ω0t) + c.c, (2.25)

∂2P

∂t2
=

1

2

(
∂2P
∂t2

− 2iω0
∂P
∂t

− ω2
0P
)
ei(kz−ω0t) + c.c. (2.26)

Substituting these values into the wave equation, we get the following

∇2E + 2ik
∂E
∂z

− 1

c2
∂2E
∂t2

+
2iω0

c2
∂E
∂t

− 1

ϵ0c2
∂2P
∂t2

+
2iω0

ϵ0c2
∂P
∂t

+
ω2
0

ϵ0c2
P = 0. (2.27)
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Now, we apply the slowly varying envelope approximation (also called the parax-

ial approximation), in which it is assumed that the complex field amplitude, E(r, t)
is a slowly varying function in space and time. Considering that E and P are slowly

varying functions of z and t, we get [93]∣∣∣∣∂2E∂z2
∣∣∣∣≪ ∣∣∣∣k∂E∂z

∣∣∣∣, ∣∣∣∣∂2E∂t2
∣∣∣∣≪ ∣∣∣∣ω0

∂E
∂t

∣∣∣∣, (2.28)∣∣∣∣∂2P∂z2
∣∣∣∣≪ ∣∣∣∣k∂P∂z

∣∣∣∣, ∣∣∣∣∂2P∂t2
∣∣∣∣≪ ∣∣∣∣ω0

∂P
∂t

∣∣∣∣, (2.29)

and ∣∣∣∣∂E∂z
∣∣∣∣≪ |kE|,

∣∣∣∣∂E∂t
∣∣∣∣≪ |ω0E|, (2.30)∣∣∣∣∂P∂z

∣∣∣∣≪ |kP |,
∣∣∣∣∂P∂t

∣∣∣∣≪ |ω0P |. (2.31)

This approximation is valid for the waves propagating along along the z-axis, hav-

ing negligible spread in the transverse plane, i.e., the transverse profile of E is much

larger than the optical wavelength, λ0 = 2πc/ω0. On the other hand, in the fre-

quency domain, it is justified for the waves with spectral width much smaller than

the mean frequency of the light ω0. Using the slowly varying envelope approxima-

tion, we finally arrive at the following wave equation [94][
∂2

∂x2
+

∂2

∂y2
+ 2ik

(
∂

∂z
+

1

c

∂

∂t

)]
E(r, t) = −ω0k

ϵ0c
P(r, t). (2.32)

We may write the above equation as[
∇2

⊥ + 2ik

(
∂

∂z
+

1

c

∂

∂t

)]
E(r, t) = −k

2

ϵ0
P(r, t), (2.33)

where∇2
⊥ = ∂2

∂x2+
∂2

∂y2
. This is the paraxial wave equation, the left-hand side of which

corresponds to the evolution of the electric field in vacuum, while the polarization on

the right-hand side acts as a source term that affects the propagation of the electric

field inside the medium. Note that the ∇2
⊥ term leads to transverse effects and is

necessary to describe the propagation of light field with a transverse profile through

an ensemble of atoms.

However, for a plane wave having no transverse spatial variation, the term ∇2
⊥

vanishes and it gets reduced to a first order wave equation(
∂

∂z
+

1

c

∂

∂t

)
E(z, t) = ik

2ϵ0
P(z, t). (2.34)
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Thus, the electric field induces atomic polarization while propagating through the

medium, which acts as a source term, and in turn, affects the further propagation of

the electric field. Note that this paraxial wave equation corresponds to the forward

propagating mode. If we consider the backward propagating mode in Eqs. (2.22)

and 2.23, then the corresponding first order wave equation becomes(
∂

∂z
− 1

c

∂

∂t

)
E(z, t) = ik

2ϵ0
P(z, t). (2.35)

Furthermore , the induced atomic polarization amplitude, P(z, t) in the paraxial

wave equation is directly related to the dipole matrix element deg of the atom. If the

state of the atom is described by the density matrix ρ, then the atomic polarization

amplitude for an ensemble of two-level atoms is given by [93]

P(z, t) = 2Nd∗egρeg, (2.36)

where ρeg = ⟨e|ρ|g⟩ denotes the coherence term of the atomic density matrix and

N is the atomic number density.

The evolution of the atomic state is given by the Lindblad master equation,

which incorporates the spontaneous decay rate of the atom due to its coupling with

the environment and reads [95]

dρ

dt
= − i

ℏ
[H, ρ] +D(ρ),

= − i

ℏ
[H, ρ] +

(
LρL† − 1

2
L†Lρ− 1

2
ρL†L

)
,

(2.37)

where D(ρ) is the Lindblad dissipator and L =
√
γ |g⟩⟨e| is defined as the Lindblad

jump operator or the collapse operator corresponding to the atomic decay rate γ.

The paraxial wave equation in Eq. (2.34) and the density matrix equation for the

atom in Eq. (2.37) form a self-consistent system of equations and are solved to obtain

the complete dynamics of the electric field after interacting through an ensemble of

atoms and are also known as the Maxwell-Schrödinger equations [93].

In the next section we introduce the Laguerre-Gauss (LG) modes, which are the

solution of the paraxial wave equation in the free space and also discuss the integral

form of this equation.
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2.3 Paraxial wave equation in free space

The paraxial wave-equation in free space can be obtained by putting the source term

in Eq. (2.33) to zero which is given by[
∇2

⊥ + 2ik

(
∂

∂z
+

1

c

∂

∂t

)]
E(r, t) = 0. (2.38)

Laguerre-Gauss (LG) modes are the eigenmodes of the paraxial wave equation in

free space [96, 97]. They are also the eigenmodes of angular momentum operators

and possess certain OAM. In the cylindrical coordinates, the expression for the LG

modes reads [96]

LGℓ
p(r, ϕ, z) =

C

w(z)

(√
2r

w(z)

)|ℓ|

L|ℓ|
p

(
2r2

w(z)2

)
exp

( −r2
w(z)2

)
× exp

(
ikr2

2z̄

)
exp[−i(2p+ |ℓ|+ 1)ψ(z)] exp(iℓϕ)

≡fp
ℓ (r, z) exp(iℓϕ),

(2.39)

where

w(z) = w0

√
1 +

(
z

zR

)2

, z̄ =
z2 + z2R

z
, (2.40)

and ψ(z) = tan−1

(
z

zR

)
is the Gouy phase. Here ω0 is the beam waist at z = 0,

zR = πw2
0/λ represents the Rayleigh range, C is the normalization constant, L

|ℓ|
p is

the associated Laguerre polynomial, p ≥ 0 is the radial index and −∞ < ℓ < ∞ is

the azimuthal index. ℓℏ is the OAM per photon for a given LG mode.

We can also write the paraxial wave equation in Eq. (2.38) in integral form by

taking Fourier transforms in the transverse position (r⊥ → q). The solution for the

Fourier transformed electric field Ẽ(q, z, t) reads

Ẽ(q, z, t) = exp

(
q2

2ik
z

)
Ẽ
(
q, 0, t− z

c

)
. (2.41)

Now, taking the inverse Fourier transform (q → r⊥), we get

E(r⊥, z, t) = F−1

[
exp

(
q2

2ik
z

)]
∗ F−1

[
Ẽ
(
q, 0, t− z

c

)]
, (2.42)
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where ∗ represents the convolution operation. Using the definition for convolution

of two functions

f(x) ∗ g(x) =
∫ ∞

−∞
f(x′)g(x− x′) dx′, (2.43)

we can write the formal expression for E(r⊥, z, t) as

E(r⊥, z, t) =
∫
M(r⊥ − r′⊥, z)E(r′⊥, 0, t−

z

c
)d2r′⊥, (2.44)

where

M(r⊥, z) = F−1

[
exp

(
q2

2ik
z

)]
=

1

2π

∫
eiq.r⊥e−iq2z/2kd2q. (2.45)

Eq. (2.44) gives the evolution of electric field in vacuum which does not affect the

transverse profile of the field. We will use this representation in chapter 5, where we

will discuss the propagation of LG modes through an ensemble of atoms containing

inta-atomic frequency comb.

2.4 Quantization of EM field

Until now, we considered the atom to be a quantum mechanical two-level system,

while the electromagnetic field was considered classical. In this section, we discuss

the quantization of the electromagnetic field, which will be used to describe the

dynamics of an atom interacting with the quantized field. The free field is quantized

by assuming the free space as a cubic cavity of length L and volume V = L3.

This cavity is considered a quantization cavity without any real boundaries. The

solution of the wave equation for the vector potential A(r, t) given in Eq. (2.11)

upon imposing the travelling wave periodic boundary conditions can be written as

[98]

A(r, t) =
∑
k,λ

êk,λ
(
Ak,λe

i(k·r−ωkt) − A∗
k,λe

−i(k·r−ωkt)
)
, (2.46)

which is expressed in terms of the superposition of plane waves with wave vector

k. This can be considered as the sum of contributions from different modes of the
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cavity. Here Ak,λ is the complex field amplitude, êk,λ is the polarization vector of

the field, and ωk = ck. The components of the wave vector k here are given by

kx =
2πnx

L
, (2.47)

ky =
2πny

L
, (2.48)

kz =
2πnz

L
, (2.49)

with nx = ny = nz = 0,±1,±2, ...

The electric and magnetic fields can be obtained from this vector potential by

using Eq. (2.2) and (2.3) respectively which gives [98]

E(r, t) = i
∑
k,λ

êk,λωk

(
Ak,λe

i(k·r−ωkt) − A∗
k,λe

−i(k·r−ωkt)
)
, (2.50)

B(r, t) = i
∑
k,λ

k× êk,λ
k

ωk

(
Ak,λe

i(k·r−ωkt) − A∗
k,λe

−i(k·r−ωkt)
)
. (2.51)

The total energy of the electromagnetic field inside the cavity can be written as

H =
1

2

∫
V

(
ϵ0E · E+

B ·B
µ0

)
dV

= ϵ0V
∑
k,λ

ω2
k

(
Ak,λA

∗
k,λ + A∗

k,λAk,λ

) (2.52)

Next, the canonical conjugate variables q and p are introduced, which are related

to Ak,λ, A
∗
k,λ as

Ak,λ =
1

2ωk

√
ϵ0V

(ωkqk,λ + ipk,λ), (2.53)

A∗
k,λ =

1

2ωk

√
ϵ0V

(ωkqk,λ − ipk,λ). (2.54)

The introduction of these variables q and p simplifies the energy of the field to the

following form (from Eq. (2.52))

H =
1

2

∑
k,λ

(
p2k,λ + ω2

kq
2
k,λ

)
. (2.55)

This is the energy of a simple harmonic oscillator of unit mass. The quantization

of the electromagnetic field is done by replacing these canonical conjugate variables
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qk,λ and pk,λ by their respective quantum mechanical operators q̂k,λ and p̂k,λ which

satisfy the following commutation relations

[q̂k,λ, q̂k′,λ′ ] = 0, [p̂k,λ, p̂k′,λ′ ] = 0, [q̂k,λ, p̂k′,λ′ ] = iℏδkk′δλλ′ , (2.56)

while the variables Ak,λ and A∗
k,λ are accordingly replaced by the annihilation and

creation operators of harmonic ocillator i.e., â and â† respectively, such that [98, 91]

Ak,λ →
√

ℏ
2ωkϵ0V

â, (2.57)

A∗
k,λ →

√
ℏ

2ωkϵ0V
â†, (2.58)

which eventually gives

âk,λ =
1√
2ℏωk

(ωkq̂k,λ + ip̂k,λ), (2.59)

â†k,λ =
1√
2ℏωk

(ωkq̂k,λ − ip̂k,λ). (2.60)

The operators â and â† satisfy the following commutation relations

[âk,λ, âk′,λ′ ] = 0,
[
â†k,λ, â

†
k′,λ′

]
= 0,

[
âk,λ, â

†
k′,λ′

]
= δkk′δλλ′ . (2.61)

Using this, the corresponding energy of the field, which is now identified as the

Hamiltonian operator, simply becomes

Ĥ =
∑
k,λ

ℏωk

(
â†k,λâk,λ +

1

2

)
, (2.62)

For a single mode with creation and annihilation operators â and â† respectively

and frequency ω, it can be written as

Ĥ = ℏω
(
â†â+

1

2

)
= ℏω

(
n̂+

1

2

)
, (2.63)

where n̂ = â†â is the number operator. The fock state |n⟩ represents the eigen state

of this Hamiltonian with energy nℏω corresponding to n photons and given by

|n⟩ = â†n√
n!

|0⟩ , (2.64)

Finally, the electric field and the magnetic field operators resulting from the

quantization can be written using Eqs. (2.2) and (2.3) as

Ê(r, t) = i
∑
k,λ

êk,λ

√
ℏωk

2ϵ0V

(
âk,λe

i(k·r−ωkt) − â†k,λe
−i(k·r−ωkt)

)
, (2.65)

B̂(r, t) =
i

c

∑
k,λ

(
k̂× êk,λ

)√ ℏωk

2ϵ0V

(
âk,λe

i(k·r−ωkt) − â†k,λe
−i(k·r−ωkt)

)
. (2.66)
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Note that the operators âk,λ and â†k,λ used to describe the electromagnetic field

in Eqs. (2.65) and (2.66) are in the Heisenberg picture at time t = 0. Further, the

electric field in Eq. (2.65) can be written as [98, 91]

Ê(r, t) = i
∑
k,λ

êk,λ

√
ℏωk

2ϵ0V

(
âk,λ(t)e

ik·r − â†k,λ(t)e
−ik·r

)
, (2.67)

where âk,λ(t) and â
†
k,λ(t) now represent the time-dependent annihilation and creation

operators, which are given by

âk,λ(t) = âk,λ(0)e
−iωkt, (2.68)

â†k,λ(t) = â†k,λ(0)e
iωkt. (2.69)

The electric field operator for a single mode field polarized in a particular direc-

tion ê can be written as

Ê(r, t) = i

√
ℏωk

2ϵ0V

(
âei(k·r−ωkt) − â†e−i(k·r−ωkt)

)
ê. (2.70)

The single mode electric field under the dipole approximation reads

Ê(r, t) = i

√
ℏωk

2ϵ0V

(
âe−iωkt − â†eiωkt

)
ê,

= i

√
ℏωk

2ϵ0V

(
â(t)− â†(t)

)
ê.

(2.71)

The corresponding Hamiltonian used to describe the interaction of a two-level atom

with the single mode quantized field will now be given by d̂ · Ê(r, t), where the

electric field is now a quantum mechanical operator given by Eq. (2.71). This is

often used to describe the interaction of an atom with single mode cavity field and

will be used in the next chapter to describe the atom-cavity interactions.
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Chapter 3

Atom-cavity interactions

In the previous chapter, we discussed the dynamics of the interaction of atoms with

an external electromagnetic field. In this chapter, we discuss the interaction of a

single atom with a quantized field mode, i.e., a fully quantum mechanical description

of atom-field interaction. However, achieving the interaction between a single atom

and the electric field in free space is not possible. Therefore, the single atom is

placed in an optical cavity consisting of two mirrors with high reflectivity, as shown

in Fig. 3.1. It allows light to bounce to and fro multiple times before it leaves the

cavity. The coupling of an atom to a cavity has two significant advantages: (a) It

allows for an efficient coupling between the atom and the quantized field mode. (b)

By choosing the atom-cavity parameters properly, one can modify the rate of decay

of the atom into the cavity mode, which results in the pre-dominant emission of the

photon into a well-defined cavity mode.

We start with discussing a simple model of a two-level atom in an optical cavity

with perfect mirrors interacting with a single-mode cavity field. It is also known as

the Jaynes-Cummings model [99]. We also discuss the effects of cavity losses and

the finite decay rate of the atom on the dynamics of the atom-cavity system. We

then proceed to discuss the standard input-output formalism [78], which is used to

study the effect on the input quantum field upon its interaction with the atom-cavity

system. This can be used to obtain the output field outside the cavity in terms of

the input field.
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3.1 Interaction of an atom with single mode cav-

ity field: Jaynes-Cummings model

|g〉

|e〉

ωeg

Figure 3.1: Two-level atom interacting with cavity.

In this section, we discuss the Jaynes-Cummings model which describes the quan-

tum mechanical interaction between a two-level atom with a single-mode radiation

of quantized electromagnetic field inside a cavity. We consider the ground and ex-

cited states of a two-level atom as |g⟩ and |e⟩ respectively. The Hamiltonian of a

two-level atom interacting with the single-mode cavity field is given by the sum of

three contributions, the atom part, the field part and the interaction between the

atom and the single mode electric field [100, 91]

Ĥ = ĤC + ĤA + ĤI

= ℏωcâ
†â+ ℏωeg |e⟩⟨e| − d̂ · Ê.

(3.1)

Here, we assume that the ground state energy of the two-level atom is 0 and the

energy of the excited state is ℏωeg and Ê represents the single mode cavity field

operator, which can be written in the Schrodinger picture as [91]

Ê =

√
ℏωc

2ϵ0V
(â+ â†)ê, (3.2)

where ωc and V are the cavity frequency and the cavity mode volume, respectively.

Substituting Ê in Eq. (3.1), the Hamiltonian can be written as

Ĥ = ℏωcâ
†â+ ℏωeg |e⟩⟨e| − ℏg

(
|e⟩⟨g| â+ |e⟩⟨g| â† + |g⟩⟨e| â+ |g⟩⟨e| â†

)
,

= ℏωcâ
†â+ ℏωegσee − ℏg

(
σegâ+ σegâ

† + σgeâ+ σgeâ
†),

= H0 +HI ,

(3.3)
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where Ĥ0 corresponds to the free Hamiltonian part for the cavity and atom, while

HI denotes the interaction between the atom and the cavity mode. σij = |i⟩⟨j|,
and g =

deg
ℏ

√
ℏωc

2ϵ0V
is the coupling constant describing the strength of the coupling

between the atom and cavity mode. V is the mode volume of the cavity and deg =

⟨e|d̂|g⟩ is the transition dipole matrix element between the atomic states |e⟩ and

|g⟩.

We can transform the above Hamiltonian to the interaction picture with respect

to H0, in which, the operators simply evolve in time according to the free evolution1

Hint = eiH0t/ℏHIe
−iH0t/ℏ

= −ℏg
(
σegâe

i(ωeg−ωc)t + σegâ
†ei(ωeg+ωc)t + σgeâe

−i(ωeg+ωc)t + σgeâ
†e−i(ωeg−ωc)t

)
.

(3.4)

This clearly shows that the terms σegâ and σgeâ
† exhibit time dependence∝ ei(ωeg−ωc)t

and e−i(ωeg−ωc)t, respectively. On the other hand, the terms σegâ
† and σgeâ evolve

as ei(ωeg+ωc)t and e−i(ωeg+ωc)t, respectively. For ωc ∼ ωeg, the last two terms os-

cillate rapidly as compared to the first two terms; thus, these fast rotating terms

are dropped under the rotating wave approximation (RWA) [93]. The Hamiltonian

under RWA can be written as

HJC = ℏωcâ
†â+ ℏωegσee − ℏg

(
σegâ+ σgeâ

†), (3.5)

which is known as the Jaynes-Cummings Hamiltonian [99, 100].

We further note that the JC Hamiltonian conserves the total energy in the system

as
[
(σee + â†â), H

]
= 0. The interaction between the atom and field mode indicates a

reversible transfer of a quantum of excitation, i.e., a single photon between the atom

and the single-mode cavity field. The atom excites to the state |e⟩ after absorbing
a single photon (corresponds to the term σegâ) or the single atom de-excites to the

ground state by emitting a photon into the cavity field (corresponds to the term

σgeâ
† ).

Thus, we can choose the basis to be the product states {|g, n⟩ , |e, n− 1⟩} in the

1The time dependence for the free evolution of the operator â can also be obtained directly from

the expression of Ê in the Heisenberg picture using Eq. (2.71), where â(t) = â(0)e−iωct. Similarly,

the free evolution of atomic operator is given by σeg(t) = σeg(0)e
iωegt.
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Hilbert space of atom and the cavity field, where

|g, n⟩ ≡ |g⟩ ⊗ |n⟩ , |e, n− 1⟩ ≡ |g⟩ ⊗ |n− 1⟩ (3.6)

are the product states in the atom and field basis.

In order to solve the dynamics of the atom-cavity system, we write the JC

Hamiltonian in Eq. (3.5) in the interaction picture taking H0 = ℏωcâ
†â+ ℏωc |e⟩⟨e|,

which is given by

H ′ = eiH0t/ℏHIe
−iH0t/ℏ

= ℏ∆ac |e⟩⟨e| − ℏg
(
σegâ+ σgeâ

†), (3.7)

where ∆ac = ωeg − ωc is the detuning between the atomic transition and the cavity

frequency.

The general state in the joint atom-cavity basis {|g, n⟩ , |e, n− 1⟩} can be simply

written as

|ψ(t)⟩ = C1(t) |g, n⟩+ C2(t) |e, n− 1⟩ . (3.8)

The Schrödinger equation for the state |ψ(t)⟩ considering the JC Hamiltonian in

Eq. (3.7) gives

i
dC1

dt
= −g√nC2, (3.9)

i
dC2

dt
= −g√nC1 +∆acC2. (3.10)

Solving above equations with the initial condition C1(0) = 1 i.e., taking |g, n⟩ as the
initial state gives

C1(t) = e
−
i∆act

2

[
cos

(
Ωnt

2

)
+

i∆ac

Ωn

sin

(
Ωnt

2

)]
, (3.11)

C2(t) =
i2g

√
n

Ωn

e
−
i∆act

2 sin

(
Ωnt

2

)
, (3.12)

where Ωn =
√

∆2
ac + 4g2n is called the n-photon Rabi-frequency.

For the case when the cavity is in resonance with the atom i.e., ∆ac = 0, Ωn =

2g
√
n which represents n-photon Rabi frequency on resonance. The probability of

obtaining state |e, n− 1⟩ is

Pe,n−1(∆ac = 0) = |C2|2 = sin2(2g
√
n), (3.13)
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Figure 3.2: Rabi oscillations in JC model. The initial state of the system is

|g, n⟩, which represents atom in the ground state and the cavity field containing

n photons.

which clearly shows that the system undergoes Rabi oscillations between the states

|g, n⟩ and |e, n− 1⟩ with the frequency 2g
√
n. Fig. 3.2 shows the Rabi oscillations

for the atom cavity system for ∆ac = 0.

Rabi oscillations are observed even when we start with the atom in an excited

state with no photon in the cavity (|e, 0⟩). These are called the vacuum Rabi os-

cillations, which occur with the vacuum Rabi frequency 2g, which shows the cycle

of emission of a photon by the atom in the excited state into the cavity mode and

then re-absorption of the photon [91]. Such re-absorption of photon is not possible

in the spontaneous decay of an atom in free space, where the photon can emit in

infinite free space modes.

3.1.1 Dressed state picture

One can obtain the stationary states of the atom-cavity system, which gives better

understanding of the atom-cavity interaction. For this, we write the JC Hamiltonian

in the atom-cavity basis {|g, n⟩ , |e, n− 1⟩} which reads

Hn = ℏ∆ac |e, n− 1⟩⟨e, n− 1| − ℏg
√
n(|g, n⟩⟨e, n− 1|+ |e, n− 1⟩⟨g, n|), (3.14)

which can be written in the matrix form as 0 −ℏg
√
n

−ℏg
√
n ℏ∆ac

. (3.15)
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The eigenvalues of the above matrix are given by

EN
± =

ℏ
2

(
∆ac ±

√
∆2

ac + 4g2n
)
. (3.16)

|g, 0〉 |g, 0〉

|g, 1〉 |e, 0〉

|1,−〉

|1,+〉

|g, 2〉 |e, 1〉

|2,−〉

|2,+〉

2g

2
√
2g

ωc

ωc

Uncoupled states Dressed states

Figure 3.3: Jaynes Cummings anharmonic ladder structure.

We consider the simplest case when the cavity is in resonance with the atomic

transition frequency, ∆ac = 0 so that the eigenvalues simply become EN
± = ±ℏg

√
n

and the difference between the two eigenvalues is EN
+ −EN

− = ℏ(2g
√
n) ≡ ℏΩR. The

eigenvectors for this case will be

|N,±⟩ = |e, n− 1⟩ ± |g, n⟩√
2

. (3.17)

which are the linear superposition of the basis states {|g, n⟩ , |e, n− 1⟩}. Thus, for

zero detuning between the atom and the cavity, the eigenstates are |N,±⟩ separated
by 2g

√
n. The eigenstates |N,±⟩ are also known as the dressed states, and the

splitting between these dressed states increases with the increase in the photon

number n, which ultimately yields a non-linear energy spectrum. Fig. 3.3 shows

the anharmonic ladder structure of the JC model for zero atom-cavity detuning.

This non-linearity in the JC model has been demonstrated and used in engineering

quantum states of light, atom-photon gates, and photon blockade [101, 18, 19].
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Figure 3.4: Atom-cavity system with atomic decay rate γ and cavity decay rate

κ .

3.2 Atom-cavity system with damping

The JC model discussed above is for an ideal atom-cavity system where we have

not considered any loss. However, the actual atom-cavity setup is an open quantum

system coupled to the environment. There are two prominent loss channels. The first

one is due to the spontaneous decay rate of the atom with a rate γ, which results in

the emission of photon into the free space modes, while the second damping channel

is due to the finite decay rate of the cavity mode through the cavity mirror at a rate κ

as shown in Fig. 3.4. Due to these decay channels, the dynamics is no longer unitary.

In order to study the dynamics of the damped atom-cavity system, including these

decay channels, we use the Lindblad Master equation, which gives the evolution of

the density matrix ρ of the system with the Hamiltonian HS interacting with the

environment and reads [95]

dρ

dt
= − i

ℏ
[HS, ρ] +

[
2∑

i=1

LiρL
†
i −

1

2
L†
iLiρ−

1

2
ρL†

iLi

]
, (3.18)

where L1 =
√
γσge and L2 =

√
κâ are the Lindblad jump operators corresponding

to the atomic and cavity decay with decay rates γ and κ, respectively. Substituting

L1 and L2 gives

dρ

dt
= − i

ℏ
[HS, ρ]−

γ

2
[2σgeρσeg − ρσee − σeeρ]−

κ

2
[2âρâ† − ρâ†â− â†âρ]. (3.19)

Solving this Master equation gives the complete evolution of the atom-cavity

system. We use QuTiP software [102] in order to solve the atom-cavity dynamics
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with HS given in Eq. (3.7) for given parameters (g, κ, γ). Depending on the value

of the parameters (g, κ, γ), we can classify the atom-cavity coupling in the two

important regimes: the strong coupling regime and the bad cavity regime.

3.2.1 Strong coupling regime
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Figure 3.5: Population of atom in excited state as a function of time in case of

strong coupling regime with atom cavity parameters (g, κ, γ) = 2π × (30, 5, 3)

MHz.

In the strong coupling regime, the atom-cavity coupling g is highest, which means

that the vacuum Rabi frequency is much greater than the decay rate of the cavity

mode and the atom g ≫ κ, γ or C = g2/κγ ≫ 1 where C is defined as the coop-

erativity parameter [20]. In the strong coupling regime, the system shows damped

Rabi oscillations. Fig. 3.5 shows the evolution of the atomic population in the

excited state when the system starts with an atom in the excited state with no

photon present in the cavity, i.e., |e, 0⟩. This is obtained by solving the master

Eq. 3.19 numerically, which shows the reversible exchange of the photon between

the atom and the cavity in the form of damped vacuum Rabi oscillations before it

leaks out of the cavity. In this case, the atom-cavity parameters are taken to be

(g, κ, γ) = 2π × (30, 5, 3) MHz and satisfy g ≫ (κ, γ).
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3.2.2 Bad cavity regime

Contrary to the strong coupling regime, in the bad cavity regime, the cavity decay

rate κ is the highest, and κ ≫ g2/κ ≫ γ such that C = g2/κγ is still greater than

1. The vacuum Rabi oscillations are not possible in this regime, since the system is

overdamped, and the photon emitted by the atom leaks out of the cavity at rate κ

before it can be re-absorbed by the atom again. However, due to the atom-cavity

coupling, the density of the photonic modes is changed, and the atomic decay rate

is enhanced in the cavity mode over the free space decay rate by a factor of g2/κ

so that the effective decay rate into the cavity becomes Γc = γ + g2/κ ∼ g2/κ [20].2

This increase in the atomic decay rate into the cavity mode is well known as the

’Purcell effect’.
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Figure 3.6: Population in the excited state as a function of time in case of bad

cavity regime with atom cavity parameters (g, κ, γ) = 2π × (10, 90, 3) MHz .

Fig. 3.6 shows the atomic population in the excited state of an atom as a function

of time, with the initial state of the atom-cavity system being |e, 0⟩. The atom-cavity

parameters, in this case are (g, κ, γ) = 2π× (10, 90, 3) MHz. As expected, there are

no Rabi oscillations as the system is overdamped, and the population in the excited

state rapidly decays to zero.

The JC model explains the dynamics of the atom-cavity interactions. However,

it is limited to the case where we deal with the photons present inside the cavity.

Typically, we deal with the atom-cavity systems, which are driven through one of

2The Purcell enhancement factor for finite atom-cavity detuning ∆ac is
g2κ

κ2 +∆2
ac

which shows

that the enhancement of decay rate into cavity mode is maximum on resonance.
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the cavity mirrors by an input field with a specific pulse shape. In the next section,

we discuss the input-output theory, which can be used to obtain the response of an

atom-cavity system to an input quantum field that drives the cavity mode [20].

3.3 Input-Output formalism (Heisenberg-Langevin

approach)

In this section, we study the relationship between the input and output field after

interaction with a local quantum system, which is often helpful and a convenient

tool to describe the interaction of an input field with a local quantum system. The

framework of input-output theory allows one to calculate the response of the atom-

cavity systems to the input field. It can be used to obtain the output field in terms

of the driven input field upon interaction with the system [78].

We consider a system interacting with a heat bath which can be described by

the following Hamiltonian [78]

H = HS +HB +HI , (3.20)

where HS is the system Hamiltonian, HB is the Hamiltonan for the bath which can

be described by the bosonic annihilation field mode operator b(ω)

HB =

∫ ∞

−∞
dωℏωb̂†(ω)b̂(ω), (3.21)

and the bath operators b̂(ω) and b̂†(ω) satisfies the commutation relation
[
b̂(ω), b̂†(ω′)

]
=

δ(ω − ω′). The term HI describes the interaction between the system and the bath

given by [78]

HI = iℏ
∫ ∞

−∞
dωκ(ω)[b̂†(ω)ĉ− ĉ†b̂(ω)], (3.22)

where ĉ is one of the system operators (which simply becomes the intracavity field

operator if we consider the localized system as a cavity) and κ(ω) is the strength of

the coupling between the system and the bath. Note that the frequency limits in the

Hamiltonian should be 0 to ∞. However, for optical systems with high frequencies,
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one can shift the integration to a frequency Ω, which is the characteristic frequency

of the system. For e.g., for a cavity, this Ω becomes the resonance frequency of

the cavity. Thus, we change the limits to (−Ω,∞). Since Ω is very large, it is

approximated to −∞.3 Next, we write the Heisenberg equations of motion for a

general system operator â and the bath operator using Eqs. (3.21) and (3.22), which

reads [78]

˙̂a =
1

iℏ
[a,HS] +

∫
dω κ(ω)

[
b̂†(ω)[â, ĉ]−

[
â, ĉ†

]
b̂(ω)

]
, (3.23)

˙̂
b =− iωb̂(ω) + κ(ω)ĉ. (3.24)

The general solution of Eq. (3.24) can be written as

b̂(ω) = e−iω(t−t0)b̂0(ω) + κ(ω)

∫ t

t0

e−iω(t−t′)ĉ(t′)dt′, (3.25)

where b̂0(ω) is b̂(ω) at initial time t = t0 and is considered as the input field mode.

Using this in Eq. (3.23) gives

˙̂a =
1

iℏ
[â, HS] +

∫
κ(ω)

[
eiω(t−t0)b̂†0(ω)[â, ĉ]− e−iω(t−t0)

[
â, ĉ†

]
b̂0(ω)

]
dω (3.26)

+

∫
dω[κ(ω)]2

∫ t

t0

[
eiω(t−t′)c†(t′)(ω)[â, ĉ]− e−iω(t−t′)

[
â, ĉ†

]
b̂0(ω)

]
. (3.27)

Further, it is assumed that the coupling strength κ(ω) is constant and κ(ω) =√
γ/2π, which is called the First Markov approximation. This approximation holds

good for weak system-bath coupling (κ(ω) ≪ Ω)) where κ(ω) is independent over

a narrowband of frequencies around the characteristic frequency Ω. Now, an input

field b̂in is defined as [78]

b̂in =
1√
2π

∫
e−iω(t−t0)b̂0(ω)dω, (3.28)

which can be understood as the part of the field incident on the local system and

follows the commutation relation[
b̂in(t), b̂

†
in(t

′)
]
= δ(t− t′). (3.29)

Using this, the quantum Langevin equation for any system operator â is given by [78]

˙̂a =
1

iℏ
[â, HS]−

[
â, ĉ†

](γ
2
ĉ+

√
γb̂in(t)

)
+
(γ
2
ĉ† +

√
γb̂†in(t)

)
[â, ĉ], (3.30)

3This is a good approximation since the field modes far away from Ω have negligible interaction

with the system.
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which clearly shows that the damping term depends only on the system operators

evaluated at time t and not on the previous time, which follows from the first Markov

approximation.

It is noted that Eq. (3.25) is written for time t > t0. If we consider time t1 > t,

the solution corresponding to Eq. (3.24) becomes [78]

b̂(ω) = e−iω(t−t1)b̂1(ω)− κ(ω)

∫ t1

t

e−iω(t−t′)ĉ(t′)dt′. (3.31)

with b̂1(ω) being evaluated at time t1 (t1 > t). Using this gives us the time reversed

Langevin equation, which reads

˙̂a =
1

iℏ
[â, HS]−

[
â, ĉ†

](
−γ
2
ĉ+

√
γb̂out(t)

)
+
(
−γ
2
ĉ† +

√
γb̂†out(t)

)
[â, ĉ], (3.32)

where the output field is defined as

b̂out =
1√
2π

∫
e−iω(t−t′)b̂1(ω)dω, (3.33)

which can be interpreted as the output field scattered by the localized system due

to its interaction with the input field. Furthermore, from Eqs. (3.25) and (3.31), it

follows that ∫
b̂(ω)dω = b̂in(t) +

√
γ

2
ĉ(t) = b̂out(t)−

√
γ

2
ĉ(t), (3.34)

which finally gives the following standard input-output relation

b̂out(t)− b̂in(t) =
√
γĉ(t). (3.35)

If we consider the input field to be a single photon state with temporal profile

f(t), such that
∫
|f(t)|2dt = 1, then the field creation operator for the input state

is given by [103, 104]

B̂† =

∫
dtf(t)b̂†in(t), (3.36)

so that the input state is represented as

|1f⟩ = B̂† |0⟩ =
∫
dtf(t)b̂†in(t) |0⟩ . (3.37)
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Similarly, for N photon state, the input state will be given by

|Nf⟩ =
B̂†N
√
N !

|0⟩ . (3.38)

Similarly, for coherent state with amplitude α(t) = α0f(t), the input state is

given by

|α⟩f = e(α0B̂†−α∗
0B̂) |0⟩ . (3.39)

Further, in this case ⟨b̂in(t)⟩ = α(t), so using Eq. (3.35) gives ⟨b̂out(t)⟩ =
√
κ ⟨ĉ(t)⟩+

α(t).

Now we consider the system of interest to be a single cavity mode interacting

with an external field, which leaks at a rate κ, the system operator â simply becomes

the harmonic oscillator mode with HS = ℏωcâ
†â and the corresponding Langevin

equation for the cavity mode reads

˙̂a = −iωcâ−
γ

2
â−√

κâin(t), (3.40)

where ain(t) represents the input quantum field . The standard input-output relation

for the cavity in this case reads

âout(t)− âin(t) =
√
κâ(t), (3.41)

which relates the input, output, and the intra-cavity fields of the cavity. This is

typically useful to calculate the output field from the cavity or atom-cavity systems

that interact with an input quantum field, âin(t).

As another example, we now consider a system of a two-level atom interacting

with a single cavity mode, as shown in Fig. 3.7. It will have two decay channels,

one corresponding to the decay of the cavity mode at a rate κ, while the other is

due to the spontaneous emission by the atom into the free space modes at a rate

γ. The corresponding set of dynamical equations in accordance with the input-

output theory for the atomic operator σge = |g⟩⟨e|, σgg = |g⟩⟨g| and the cavity mode

34
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Figure 3.7: Atom-cavity system with atomic decay rate γ and cavity decay rate

κ .

operator â using the Hamiltonian in Eq. (3.1) can be written as

dσge
dt

= −
(
i∆a +

γ

2

)
σge + ig(2σgg − 1)â, (3.42)

dσgg
dt

= −ig
(
σegâ− σgeâ

†)+ γσee, (3.43)

dâ

dt
= −

(
i∆c +

κ

2

)
â+ ig∗σge −

√
κâin, (3.44)

where ωL is the mean frequency of the input field, ∆c = ωc − ωL and ∆ = ωeg − ωL

are the cavity and the atomic detunings from the input field, respectively. The

above set of equations along with the input-output relation in Eq. (3.41) gives the

complete dynamics of the atom-cavity system.

If the atomic excitation is negligible, i.e., σgg ∼ 1 and the input photon pulse

width in time is greater than the cavity decay rate, we can find the steady state

solution for the atom-cavity system by putting dσge

dt
= 0 and dâ

dt
= 0 which gives

−
(
i∆a +

γ

2

)
σge + igâ = 0, (3.45)

−
(
i∆c +

κ

2

)
â+ ig∗σge −

√
κâin = 0. (3.46)

Solving these equations for â, and using the input-output relation gives the analytical

expression for the reflection coefficient of the cavity which is given by [20]

r =
âout
âin

=
|g|2 + (i∆c − κ/2)(i∆a + γ/2)

|g|2 + (i∆c + κ/2)(i∆a + γ/2)
. (3.47)

For the atom and cavity both on resonance with the input field, it simplifies to

r =
âout
âin

=
|g|2 − κγ/4

|g|2 + κγ/4
. (3.48)
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For an atom-cavity system with |g|2 ≫ κγ, the reflection coefficient r ∼ 1. On the

contrary, if the atom is not coupled to the cavity, i.e., g = 0, then the reflection

coefficient r = −1. Thus, there is a phase difference of π for the outgoing photon

when the atom-cavity system is decoupled. This property has been used extensively

to generate quantum gates between atoms and photons [105, 106, 69].

We will use the atom-cavity interactions and the input-output theory to discuss

how a single atom coupled to an optical cavity can be used as an efficient quantum

memory in chapter 6.
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Chapter 4

Quantum memory using AFC and

I-AFC

Photonic quantum information processing requires storage and retrieval of the pho-

tons in an efficient and controllable way. This is achieved by quantum memory,

a device which can store and re-emit photons on demand. In a typical atomic

ensemble-based quantum memory, a weak light pulse is absorbed as delocalized

atomic excitation over all the atoms in the ensemble. This collective atomic excita-

tion is then transferred to a long-lived spin state of the atoms using control pulses.

In order to retrieve the photons from the atomic ensemble, a trigger pulse is used

to transfer the excitation from the long-lived spin state to the excited state of the

atom, which emits the photon at the desired time [12].

Some of the commonly used quantum memory protocols include electromagnet-

ically induced transparency (EIT) [26, 27, 28, 29], controlled reversible inhomoge-

neous broadening (CRIB) [30, 31, 32, 33], gradient echo memory (GEM), [35, 36, 37],

Raman memory [39, 41, 42], photon-echo using atomic frequency comb (AFC) [43,

44, 45, 46, 48] and intra-atomic frequency comb (I-AFC) [49, 50, 51]. In all these

protocols, a photon is made to interact with an ensemble of atoms or atom-like

systems, carefully tuned to maximize the absorption of the photons. A controlled

sequence of pulses is used to switch on and off the interaction between the photon

and the atomic ensemble to achieve controlled storage.
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In this chapter, we introduce the quantum memory protocols based on atomic

frequency comb (AFC) and intra-atomic frequency comb (I-AFC).

4.1 Quantummemory using atomic frequency comb

(AFC)

The storage medium used for the quantum memory based on the atomic frequency

comb (AFC) usually consists of rare earth ion doped crystal, which consists of an

optical transition between the ground state |g⟩ and the excited state |e⟩. This

transition has an inherent narrow homogeneous broadening at low temperatures

(< 4 K) with linewidth γ, which is in the range 0.1–100 kHz [43]. Further, due

to doping of rare earth ions in the crystal, different ions experience different local

environment giving rise to a large inhomogeneous broadening ∼ Γ(∼ GHz) such

that Γ ≫ γ [43]. Pr3+ doped Y2SiO5 and Eu3+ doped Y2SiO5 are typically used

rare earth ion doped crystals to achieve AFC [44, 46, 48].

The storage protocol using AFC includes spectral shaping of this large inhomo-

geneously broadened absorption profile into a series of equispaced narrow peaks of

width γ with spacing ∆ which ultimately gives a comb-like structure as shown in

Fig. 4.1(a). This is achieved using frequency selective transfer of the population in

the ground state to some auxiliary state with a long lifetime, which is also known

as spectral hole burning. This process is repeated at different frequencies in order

to achieve a periodic comb-like structure of the absorption profile in the frequency

domain [44, 46, 48].

The single photon with spectral width γp gets stored as a single excitation delo-

calized over all the peaks in the system. The collective excited state of the system,

after the absorption of a single photon in the AFC, can be described as [43]

|Ψ⟩e =
N∑
j=1

(
cje

iδjt |g1...ej...gN⟩
)
, (4.1)

where N → total number of atoms δj → detuning of the j-th atom with respect to

the input field and cj represent the corresponding absorption coefficient of the j-th
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Figure 4.1: (a) AFC with comb spacing ∆ interacting with an input pulse of

width γp, which spectrally covers the frequency comb. (b) Typical photon-echo

using AFC after time a time delay of 2π/∆.

atom.

From Eq. (4.1), we see that initially, at t = 0, all the components are in the

same phase. However, the state |Ψ⟩e rapidly dephases as the system evolves into

a non-collective state due to different detunings for different atoms, which shows

up as a phase factor of eiδjt with each term in Eq. (4.1). However, considering the

frequency comb structure as in Fig. 4.1(a), we can approximate δj ∼ mj∆ for integer

mj and comb spacing ∆. The collective state then can be written as

|Ψ⟩e =
N∑
j=1

(
cje

imj∆t |g1...ej...gN⟩
)
. (4.2)

Thus, due to the periodicity of the frequency comb structure, all the components

of |Ψ⟩e become in phase again after integral multiples of time 2π/∆, which results in

the re-emission of the input photon in the forward direction known as photon-echo.

Fig. 4.1(b) shows a typical photon-echo using AFC. Here, the first peak represents

the amount of the input light which does not interact with the ensemble of atoms

and passes as it is, while the second peak is the photon-echo which occurs due

to the rephasing process as discussed above after time 2π/∆. Similarly, the third

peak represents the second photon-echo which occurs after time period of 4π/∆.

Since the first photon-echo is the prominent one, the amplitude of third and higher

order photon-echoes is small. Further, the relative amplitude of the photon-echo
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determines the efficiency of the quantum memory. However, as we will see in the

upcoming section that this is limited to ∼ 54%.

This process gives a fixed storage time depending on the comb spacing ∆. How-

ever, to get control over the storage time and to achieve on-demand storage, the

collective excitation in excited state |e⟩ is ususally transferred to a long-lived spin

state |s⟩ by applying a control field before the echo-time 2π/∆. After a time Ts, an-

other counterpropagating control field is applied, which transfers back the excitation

from |s⟩ to |e⟩. This finally results in the emission of the photon in the backward

direction with a storage time of 2π/∆ + Ts [43]. In the next section, we discuss

the dynamics of storage using AFC and the efficiency of this protocol in the case of

forward emission and the backward emission.

4.1.1 Dynamics of atomic frequency comb

The dynamics of light interacting with AFC-based ensemble is governed by the

electric field and the atomic polarization. To describe the dynamics of light field

interacting with an ensemble of atoms with ground state |g⟩ and excited state |e⟩,
we define the atomic operator σge(z, t, δ) as follows [43, 33]

σge(z, t, δ) =
1

N(δ, z)

N(δ,z)∑
i=1

|g⟩i ⟨e| , (4.3)

where the sum is over all the atoms, N(δ, z) = n(δ)dzdδ/L which have detuning

in range (δ − dδ/2, δ + dδ/2) and position in range (z − dz/2, z + dz/2). Here,

n(δ) describes the spectral distribution of atoms such that
∫∞
−∞ n(δ)dδ = Na, where

Na is the total number of atoms. L is the length of the atomic ensemble. Fur-

ther, we decompose the atomic coherence operator σge into a forward and backward

propagating mode given by [43, 33]

σge(z, t, δ) = σf (z, t, δ)e
iω0z/c + σb(z, t, δ)e

−iω0z/c, (4.4)

where ω0 is the mean frequency of the light field. Similarly, we can decompose the

electric field also in the forward and backward propagating modes. The dynamical

equations of motion for the forward and backward modes of the electric field and
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the corresponding atomic polarization are given by (see Sec. 2.3) [43].

∂

∂t
σf (z, t, δ) = −iδσf (z, t, δ) + idegEf (z, t), (4.5)(

∂

∂t
+ c

∂

∂z

)
Ef (z, t) = iρ̃

∫ ∞

−∞
n(δ)σf (z, t, δ)dδ, (4.6)

∂

∂t
σb(z, t, δ) = −iδσb(z, t, δ) + idegEb(z, t), (4.7)(

∂

∂t
− c

∂

∂z

)
Eb(z, t) = iρ̃

∫ ∞

−∞
n(δ)σb(z, t, δ)dδ, (4.8)

where deg is the transition dipole moment between the ground and excited state

defined as deg = ⟨e|er|g⟩. ρ̃ is defined as ρ̃ = g20deg, with g0 =
√
ω0/(2ϵ0V ), ω0 is

the transition frequency, and V is the quantization volume.

We assume that the spectral atomic distribution is comb shaped which is given

in the frequency domain as [43]

n(δ) ∝ eδ
2/2Γ2

∞∑
n=−∞

e(δ−n∆)2/2γ2

, (4.9)

where ∆ represents the comb spacing, γ specifies the individual peak width, and Γ

represents the overall bandwidth of the frequency comb. The Fourier transform of

the above equation gives the spectral distribution in the time domain given by

n(t) = F [n(δ)] =

∫ ∞

−∞
n(δ)e−iδtdδ,

= F
[
eδ

2/2Γ2
]
∗ F
[

∞∑
n=−∞

e(δ−n∆)2/2γ2

]
,

(4.10)

where * represents the convolution of two functions and is defined as

g ∗ h =

∫ ∞

−∞
g(τ)h(t− τ)dτ. (4.11)

Using this, the final expression for n(t) becomes

n(t) ∝
n=∞∑
n=−∞

e
−

t−
2πn

∆

2Γ2

2 e
−

2πn

∆

2γ2

2 . (4.12)

The interaction of AFC with the incoming light can be divided into two parts, the

absorption process and the emission process.
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4.1.1.1 Absorption process

The absorption process can be described by the forward mode Eqs. (4.5) and (4.6)

which couple σf (z, t, δ) and Ef (z, t). The formal solution of Eq. (4.5) reads

σf (z, t, δ) = idege
−iδt

∫ t

−∞
Ef (z, t

′)eiδt
′
dt′, (4.13)

where σf (z,−∞) = 0. Substituting it into Eq. (4.6), we get(
∂

∂t
+ c

∂

∂z

)
Ef (z, t) = −degρ̃

∫ t

−∞
η̃(t− t′)Ef (z, t

′)dt′. (4.14)

If τ is the temporal width of the input pulse, we consider the regime where τ ≫ L/c,

with L being the length of the ensemble. Further, if the temporal width is less than

the echo-time, i.e., τ ≪ 2π/∆, then only the central peak in ñ(t) contributes such

that [43]

ñ(t− t′) ∝ e−(t−t′)2Γ2/2. (4.15)

In addition, we assume that the width of the whole spectral distribution Γ is much

greater than the width of the input pulse in the frequency domain, i.e., Γ ≫ 1/τ .

Thus, we can approximate ñ(t− t′) to be the Dirac delta which simplifies Eq. (4.14)

to (
∂

∂t
+ c

∂

∂z

)
Ef (z, t) = −degρ̃

2
Ef (z, t). (4.16)

Making the transformation t′ → t− z/c further simplifies it to

∂

∂z
Ef (z, t

′) = − α̃
2
Ef (z, t

′), (4.17)

where α̃ is defined as the absorption coefficient. For τ ≫ L/c, we can replace t′ with

t which gives [43]

∂

∂z
Ef (z, t) = − α̃

2
Ef (z, t). (4.18)

The above equation has a simple solution given by

Ef (z, t) = e
−
α̃z

2 Ef (0, t). (4.19)
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The effective absorption depth for the AFC protocol is defined as d̃ = α̃L. Hence,

for a medium of length L, the forward mode field amplitude becomes

Ef (L, t) = e
−
d̃

2Ef (0, t). (4.20)

This describes the absorption process. In the next section, we discuss the re-emission

of the input field.

4.1.1.2 Re-emission of input field

Re-emission in forward mode

The absorption of the field occurs from t = −∞ to 0, while the emission of the

field is considered between 0 and t. The corresponding field equation for the forward

mode for −∞ to t becomes [43]

∂

∂z
Ef (z, t) = −α̃

∫ 0

−∞
ñ(t− t′)Ef (z, t

′)dt′ − α̃

∫ t

0

ñ(t− t′)Ef (z, t
′)dt′. (4.21)

Applying the same argument as in the case of absorption and considering n(t− t′) =
δ(t− t′), it becomes

∂

∂z
Ef (z, t) +

α̃

2
Ef (z, t) = −α̃

∞∑
n=−∞

Ef

(
z, t− 2πn

∆

)
e
−

2πn

∆

2γ2

2 . (4.22)

Note that, in the case of re-emission, there are peaks for η(t − t′) around t − t′ =

2πn/∆ apart from the central peak. The solution of the above equation can be

written as

Ef (z, t) = −α̃
∞∑

n=−∞

e
−

2πn

∆

2γ2

2 eα̃z/2
∫ z

0

Ef

(
z′, t− 2πn

∆

)
e−α̃z′/2dz′,

= −α̃
∞∑

n=−∞

e
−

2πn

∆

2γ2

2 e−α̃z/2Ef

(
0, t− 2πn

∆

)∫ z

0

dz′.

(4.23)

The output at z = L becomes

Ef (L, t) = −α̃Le−α̃L/2

∞∑
n=−∞

e
−

2πn

∆

2γ2

2 Ef

(
0, t− 2πn

∆

)
. (4.24)
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Efficiency

The efficiency for the first photon-echo in AFC protocol is defined as the ratio

of the intensity of output light obtained in the first echo to the total intensity of the

input light and is given by [43]

ηf =

∫ 3π/∆

π/∆
|E(z = L, t)|2∫

|E(z = 0, t)|2
. (4.25)

Using Eq. (4.24), the efficiency in the forward emission for the first photon-echo

becomes

ηf = (α̃L)2e−α̃Le
−

2πγ

∆

2

. (4.26)
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Figure 4.2: Forward mode efficiency as function of absorption depth d̃.

Fig. 4.2 shows the plot of the efficiency in the forward mode as a function of

effective absorption depth, d̃ = α̃L for comb finesse F = ∆/γ = 25.

The maximum theoretical efficiency that can be achieved in the forward mode

is ∼ 54%. This is because of the re-absorption of the photon-echo by the atoms

present in the ensemble. However, if the re-emission of the input field can be forced

in the backward direction, the optimized efficiency can reach ∼ 100%. In the next

section, we discuss the dynamics of the re-emission in the backward mode.

4.1.1.3 Backward mode

The backward mode re-emission is used to obtain longer echo time and on-demand

storage. In this process, a π pulse is used to transfer the excitation to a long-lived
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state, and then after a time T , another π pulse is applied in a counterpropagating

direction. This couples the atomic polarization to the backward propagating field

mode, which eventually results in the photon-echo in the backward direction after

a time 2π/∆+ T [43].

The corresponding dynamical equation for the backward atomic polarization, in

this case at t = 0 can be written as [43]

σb(z, 0, δ) = σf (z, 0, δ) =

∫ 0

−∞
Ef (z, 0)e

iδt′dt′, (4.27)

where, it is assumed that Eb(z, 0) = 0. The solution of Eq. (4.7) can be written as

σb(z, t, δ) = idege
−iδt

∫ t

0

Eb(z, t
′)eiδt

′
dt′ + σb(z, 0). (4.28)

Using Eq. (4.27), it becomes

σb(z, t, δ) = idege
−iδt

(∫ t

0

Eb(z, t
′)eiδt

′
dt′ +

∫ 0

−∞
Ef (z, 0)e

iδt′dt′
)
. (4.29)

The corresponding field equation for the backward mode using Eq. (4.29) becomes(
∂

∂t
− c

∂

∂z

)
Eb(z, t) = −degρ̃

[∫ 0

−∞
η̃(t− t′)Ef (z, t

′)dt′ +

∫ t

0

η̃(t− t′)Eb(z, t
′)dt′

]
.

(4.30)

Using the same approach as in forward emission, we get the following equation for

the evolution of field in backward mode

∂

∂z
Eb(z, t) =

α̃

2
Eb(z, t) + α̃

∞∑
n=−∞

Ef

(
z, t− 2πn

∆

)
e
−

2πn

∆

2γ2

2 . (4.31)

The solution of Eq. (4.31) reads

Eb(z, t) = −α̃
∞∑

n=−∞

e
−

2πn

∆

2γ2

2 e−α̃z/2Ef

(
0, t− 2πn

∆

)∫ z

L

e−α̃z′dz′. (4.32)

For the backward propagating field, the output at z = 0 becomes

Eb(0, t) = −α̃
∞∑

n=−∞

e
−

2πn

∆

2γ2

2 Ef

(
0, t− 2πn

∆

)∫ 0

L

e−α̃z′dz′,

=
∞∑

n=−∞

e
−

2πn

∆

2γ2

2 Ef

(
0, t− 2πn

∆

)(
1− e−α̃L

)
.

(4.33)
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Thus, the efficiency corresponding to the first photon-echo in the backward mode is

given by [43]

ηb =
(
1− e−α̃L

)2
e
−

2πγ

∆

2

. (4.34)
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Figure 4.3: Backward mode efficiency as a function of absorption depth d̃ for

comb finesse, F = ∆/γ = 25.

The maximum theoretical efficiency in backward mode can reach∼ 100%. Fig. 4.3

shows the variation of the efficiency in the backward mode as a function of the effec-

tive absorption depth d̃ = α̃L. The backward mode emission provides on-demand

storage along with higher efficiency compared to the forward mode emission.

4.2 Quantum memory based on intra-Atomic fre-

quency comb (I-AFC)

As discussed in the previous section, the AFC protocol requires spectral shaping

of the transition of the rare-earth ion-doped crystals into a comb-shaped structure.

This requires applying optical pulses and transferring the atomic population se-

lectively to an auxiliary state. Moreover, the AFC scheme relies on the collective

excitation by all the atoms in the system. A slight relative fluctuation in the phase

of different atoms can affect the storage process. To overcome these difficulties, one

can simply obtain the frequency comb using the transitions in an atom with multiple

ground and excited states, known as the intra-atomic frequency comb (I-AFC) [49].
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In I-AFC quantum memory, we consider an atom with the degenerate ground and

excited hyperfine levels. The degeneracy in the hyper-fine levels is lifted by applying

an external magnetic field, resulting in multiple ground and excited states. Due to

the natural broadening, each allowed transition between the ground and the excited

state exhibits a Lorentzian lineshape. All these multiple dipole allowed transitions

collectively result in a comb-like structure known as I-AFC as shown in Fig. 4.4.

Each tooth in the I-AFC corresponds to one transition between a ground state and

an excited state. The frequency comb is characterized by two parameters; the width

of the tooth γ (or the peak width), which is determined by the natural broadening

of the concerned transition, and the comb spacing ∆, which is determined by the

strength of the applied magnetic field. In the next section, we discuss the dynamics

of I-AFC.

δ

∆

ωL

Figure 4.4: Transitions between multiple ground and excited states resulting in

an intra atomic frequency comb with comb spacing ∆ which is controlled by

the strength of the applied magnetic field. Each transition having a natural

linewidth results in a tooth width γ.
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4.2.1 Dynamics of Intra-Atomic frequency comb (I-AFC)

The Hamiltonian for an atom that exhibits I-AFC, interacting with a weak electro-

magnetic pulse E(z, t) with spectral width γp with mean frequency ωL reads [49]

H =
Ne∑
n=1

ℏωe
n |en⟩⟨en|+

Ng∑
m=1

ℏωg
m |gm⟩⟨gm| − ℏ

∑
n,m

(
Ωnm |en⟩⟨gm| e−iωLt + h.c.

)
,

(4.35)

where |en⟩ and |gm⟩ represents the nth excited and mth ground state respectively,

corresponding to the energy ℏωe
n and ℏωg

m respectively, Ωnm(z, t) = dnmE(z, t)/2ℏ is

the Rabi frequency and and dnm is the transition dipole moment between |en⟩ ↔
|gm⟩ transition. The above Hamiltonian in the interaction picture with respect to

H0 =
∑Ne

n=1 ℏωL |en⟩⟨en| can be written as

HI =
Ne∑
n=1

ℏ(ωe
n − ωL) |en⟩⟨en|+

Ng∑
n=1

ℏωg
n |gn⟩⟨gn| − ℏ

(∑
n,m

Ωnm |en⟩⟨gm|+ h.c.

)
.

(4.36)

The state of the I-AFC can be described by density matrix ρ, where ρnn = ⟨n|ρ|n⟩
and ρmm = ⟨m|ρ|m⟩ represent the population in the excited state |en⟩ and the

ground state |gm⟩, respectively, and ρnm = ⟨n|ρ|m⟩ represents the coherence term.

The evolution of the density matrix of the atomic system is given by the Lindblad

Master equation [95]

dρ

dt
= − i

ℏ
[H, ρ] +

[
LρL† − 1

2
L†Lρ− 1

2
ρL†L

]
, (4.37)

where L =
√
γσmn, is the Lindblad jump operator with σmn = |em⟩ ⟨gn| and γ being

the decay rate of the chosen atomic transition. Using this, the equation for the

evolution of the coherence term, ρnm = ⟨n|ρ|m⟩ then can be written as [49]

∂ρnm(r, t)

∂t
= −

(
i∆nm +

γ

2

)
ρnm(r, t) + iΩnmρmm, (4.38)

where ∆nm = [(ωe
n − ωg

m) − ωL] is the detuning between the transition |en⟩ ↔ |gm⟩
and the mean frequency of light ωL. ρmm is the initial population in the ground state

and it is assumed that the population in the excited state is negligible i.e., ρnn ≃ 01.

1For a weak input field, number of photons are much less than number of atoms in the ensemble,

hence
∑

m ρmm ≃ 1 and ρnn ≃ 0.

48



The effect of the atomic polarization on the propagation of light through an

atomic ensemble is described by the first order wave equation given by Eq. (2.34)(
∂

∂z
+

1

c

∂

∂t

)
E(z, t) = iωL

2ϵ0c
P(z, t), (4.39)

where P(z, t) is the macroscopic induced atomic polarization of the atomic ensemble

and it can be written as a function of the atomic state ρ as [Eq. (2.36)]

P(z, t) = 2N
∑
n,m

d∗nmρnm, (4.40)

where N is the atomic number density.

Eqs. (4.38) and (4.39) together characterize the propagation of light through an

atomic ensemble. In order to obtain the electric field at a later time t and position

z, we need to solve these equations simultaneously. Taking the Fourier transform of

Eqs. (4.38) and (4.40), we get

ρ̃nm(z, ω) =
iΩ̃nmρmm

i(δnm + ω) +
γ

2

=
idnmẼ(z, ω)

2ℏ
[
i(δnm + ω) +

γ

2

]ρmm, (4.41)

P̃(z, ω) = 2N
∑
n,m

d∗nmρ̃nm, (4.42)

while taking the Fourier transform of Eq. (4.39) and using Eq. (4.40) gives

∂Ẽ
∂z

= −

 iω

c
+
ωLN
2cℏϵ0

∑
n,m

|dnm|2[
i(δnm + w) +

γ

2

]ρmm

Ẽ . (4.43)

Since a typical dipole allowed atomic transition absorbs and emits light in accordance

with the transition selection rules ∆m = ±1, we write dnm in the spherical basis,

hence the dipole matrix element dnm is always real.

Solving the above equation gives the following expression for the output electric

field in the frequency domain [49]

Ẽ(z, ω) =e−Dze−iωz/cẼ(0, ω), (4.44)

where Ẽ(0, ω) is the input electric field amplitude and D is given by

D =
∑
n,m

gmm[
i(∆nm + ω) +

γ

2

]d2nm, gmm =
ωLNρmm

2cℏϵ0
. (4.45)
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In the ideal case, when the comb spacing ∆nm and the dipole matrix elements

dnm are the same for all neighbouring transitions, a photon-echo is observed in the

output at times which are integral multiples of 2π/∆. In non-ideal cases, when

the frequency comb is non-uniform, the photon-echo may be observed at 2π/∆′,

for some effective comb spacing ∆′ [50] with lower efficiency. In this way, the I-

AFC system behaves like a delay line. To achieve on-demand quantum memory, the

excitation is transferred from the excited level to a long-lived spin level by applying

an appropriate π-pulse. Another such pulse will transfer the excitation back to the

excited level, which will cause the photon-echo.

0 0.2 0.4 0.6 0.8 1
·10−8

0

0.002

0.004

0.006

0.008

0.01

Time (s)

P
ro
ba

bi
lit
y

3× 10−9

(a)

0 0.2 0.4 0.6 0.8 1
·10−8

0

0.002

0.004

0.006

0.008

0.01

Time (s)

P
ro
ba

bi
lit
y

3× 10−9

(b)

Figure 4.5: Photon-echo in Cs atom (6s1/2 → 8p3/2) corresponding to the

transition selection rule ∆m = −1 and +1, respectively, at an applied magnetic

field strength of 0.1 T.

Similar to the AFC, the efficiency η of the I-AFC quantum memory protocol is

defined as

η =

∫ 3π/∆

π/∆
|E(z = L, t)|2 dt∫

|E(z = 0, t)|2 dt
. (4.46)

where L is the length of the atomic ensemble along the direction of propagation

of light. The maximum efficiency that can be achieved using the standard I-AFC

scheme is 54% in the forward mode and 100% in the backward mode [49].

Fig. 4.5(a) and 4.5(b) show the numerically obtained photon-echo for an ensem-

ble of Cs atoms corresponding to the transition selection rule ∆m = ±1 for the

transition 6s1/2 → 8p3/2. Here the length of the ensemble is fixed to be 5 cm, and
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the atomic number density N is taken to be 1018 m−3. The applied magnetic field

strength is 0.1 T. The optimized efficiency in the case of Cs atoms is obtained to be

∼ 52%.

While the AFC scheme is based on the spectral shaping of the broad inhomoge-

neous absorption profile of a transition between a single ground and excited state,

in the I-AFC scheme, the frequency comb is formed due to the presence of all dipole

allowed transitions between the multiple ground and excited hyperfine levels. Thus,

the comb width only depends on the number of dipole allowed transitions and the

strength of the applied magnetic field. It does not change as we reduce the temper-

ature and is sufficient enough to be covered by the pulse width. Further, in a typical

I-AFC, the minimum number of peaks required to get photon-echo is 5, which gives

the lower limit for the minimum comb width ∼ 4∆.

Thus, the I-AFC protocol can be used for robust and efficient storage of photons,

and unlike AFC, it does not require specific preparation techniques such as spectral

hole burning and selective optical pumping to achieve the frequency comb structure.

Moreover, the echo time can be adjusted by tuning the magnetic field, which directly

changes the comb spacing ∆.

In the next chapter, we discuss how can we use this I-AFC protocol to store the

internal degrees of freedom of photons, such as the polarization and orbital angular

momentum of photons. This can be utilized to store the vector-vortex states of

light.
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Chapter 5

Multimode quantum memory

using intra-atomic frequency comb

Some of the common degrees of freedom (DoFs) of photons used in quantum infor-

mation processing (QIP) tasks are polarization, time-bins and the orbital angular

momentum (OAM) [3]. While the polarization space is two-dimensional, the time-

bins and OAM space are potentially infinite dimensional, which enables high infor-

mation carrying capacity in individual photons. One of the biggest challenges in

photonic quantum information processing tasks is to store and retrieve the photons

while preserving their internal states in an efficient and controllable way.

Typically, the atoms are tuned to interact with a single polarization in atomic

ensemble-based quantum memories. Therefore, one can not store polarization states

of light in such systems. Several solutions have been implemented to overcome

this problem. For example, in EIT-based quantum memories, the orthogonal po-

larization states of the input light are mapped to two distinguished paths with

the same polarizations and absorbed in the atomic ensemble. Finally, when the

light is retrieved, the paths are mapped to the polarization states at the out-

put [107, 52, 108, 109, 110]. A similar technique is used in AFC-based quan-

tum memory to store the polarization DoF of light [111, 112, 113, 56]. The EIT

and AFC-based quantum memories have been shown to store transverse modes

[114, 115, 116, 117, 118, 119, 120, 121, 57, 55], however, only EIT is extended to
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store polarization and OAM simultaneously [54, 122].

Apart from these two techniques, polarization storage has also been implemented

using an atom-cavity system. [123, 124]. A CRIB protocol with two orthogonal

transitions is also proposed to store polarization [125, 58]. However, this requires

the reversal of detunings in a controlled fashion and the application of a position-

dependent phase for efficient retrieval.

In this chapter, we present a scheme to store the vector-vortex (VV) states of

light using I-AFC [51]. Since each of the atom contains a frequency comb, I-AFC-

based quantum memory is robust against phase fluctuations and uniformity in the

comb structure [50].

VV states are the quasi-entangled states between polarization and OAM DoFs

of light and are very useful for QIP tasks and quantum metrology [63, 64, 65]. We

show that I-AFC is a natural candidate for storing VV states by showing that it can

individually store the polarization and OAM modes efficiently. Unlike EIT-based

quantum memory, the I-AFC does not require high optical depths and elongated

atomic traps to store VV states of light. An I-AFC can easily be realized by Zeeman

splitting the hyperfine levels in atoms and possesses all the necessary features of a

typical AFC [49]. This makes the I-AFC a feasible tool to implement protocols using

OAM and polarization qubits. We also show that I-AFCs in Cs and Rb atoms can

be employed to store VV states.

We start with a brief introduction to VV beams. Subsequently, we discuss storing

VV states of light in ideal I-AFC systems. We also discuss factors that affect the

quality of the storage. We then show numerically that an ensemble of Cs and Rb

atoms can store VV states efficiently under appropriate conditions.
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5.1 Vector-vortex states

The general state of the transverse Laguerre-Gauss (LG) modes along with the

polarization can be written as

E(r⊥) =
∑
ℓ,p

(
αℓ,pLG

ℓ
p(r⊥) |R⟩+ βℓ,pLG

ℓ
p(r⊥) |L⟩

)
, (5.1)

where LGℓ
p(r⊥) represents the LG mode with radial index p and azimuthal index ℓ

given by Eq. (2.39). |R⟩ (|L⟩) corresponds to the right (left) circular polarization

and αℓ,p, βℓ,p ∈ C such that
∑

ℓ,p

(
|αℓ,p|2 + |βℓ,p|2

)
= 1.

In this work, we set p = 0 and represent LGℓ
0 by |ℓ⟩. Further, we restrict to only

±ℓ values of OAM and consider the states of the form

E(r⊥) = [α |ℓ⟩ |R⟩+ β |−ℓ⟩ |L⟩]. (5.2)

These states are called the vector-vortex states [62, 54] and they exhibit a position

dependent polarization in the transverse plane. In Fig. 5.1 we show two such VV

states for different choices of α and β.

(a) (b)

Figure 5.1: Polarization distribution in VV states. (a) (b) corresponds to the

states
1√
2
[|ℓ⟩ |R⟩+ |−ℓ⟩ |L⟩] and i√

2
[|ℓ⟩ |R⟩ − |−ℓ⟩ |L⟩] respectively.

5.2 Storing VV states

In this section, we show that the VV states of light can be stored efficiently in an

appropriately designed I-AFC-based quantum memory. Here, we start with storing
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the LG modes of a paraxial light in I-AFC. We show that if the number density N of

the atomic ensemble is homogeneous, then the LG modes can be stored perfectly at

low temperatures. At high temperatures, the Doppler shift may affect the quality of

storage. In order to store polarization states of light, we need to prepare an ensemble

that contains two frequency combs corresponding to two orthogonal polarizations.

We show that if the two frequency combs are identical, then the storage of the

polarization states is perfect. Non-identical combs might result in imperfect storage.

The I-AFC system, whih is capable of storing both LG modes and polarization

states, can be employed to store VV beams. For example, we show that I-AFC in

Cs and Rb atoms can store VV modes [51].

5.2.1 Storing LG modes in I-AFC

LG modes are the eigenmodes of the paraxial wave equation in free space. However,

in an atomic ensemble, they might get affected due to the presence of induced

atomic polarization P , especially if the medium is inhomogeneous. In this section,

we show that an atomic ensemble possessing I-AFC can store LG modes of light.

In order to do so, we will solve the propagation of the LG modes through such an

atomic ensemble and show that we observe a photon-echo at time 2π/∆ with high

efficiency, which is a signature of the I-AFC-based quantum memory. Further, we

show that the fidelity between the input and output states of light is near perfect

for an idealized case.

The Hamiltonian of the atomic ensemble interacting with a classical electromag-

netic field can be written as

H =
Ne∑
n=1

ℏωe
n |en⟩⟨en|+

Ng∑
m=1

ℏωg
m |gm⟩⟨gm| − ℏ

∑
n,m

(
Ωnm |en⟩⟨gm| e−iωLt +H.c.

)
, (5.3)

where ℏωe
n is the energy of the nth state in the excited level, ℏωg

m is the energy of

the mth state in the ground level, and Ωnm =
dnmE(r⊥, z, t)

2ℏ
. Here, the electric field

E(r⊥, z, t) has the mean frequency ωL.

For simplification, we have assumed here that the chosen I-AFC interacts with a

fixed polarization state, i.e., right or left circular polarization (corresponding to the
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transition selection rule ∆m = ±1), and the electric field E(r⊥, z, t) is also polarized

along the same direction so that the dot product between dnm and E(r⊥, z, t) does
not appear in Ωnm. However, as we will see in the next section, one can use a dual

comb structure to store a transverse field polarized in an arbitrary direction, which

will form a basis to store the VV states.

The paraxial wave equation inside a medium can be written as [see Eq. (2.33)][
∇2

⊥ + 2ik

(
∂

∂z
+

1

c

∂

∂t

)]
E(r, t) = −k

2

ϵ0
P(r, t), (5.4)

where P is the induced atomic polarization. Further, the dynamical equation for

the atomic coherence corresponding to the Hamiltonian in Eq. (5.3) can be written

as

∂ρnm(r⊥, z, t)

∂t
+
(
i∆nm +

γ

2

)
ρnm(r⊥, z, t) = i

dnmE(r⊥, z, t)
2ℏ

ρmm. (5.5)

The paraxial wave equation along with the dynamical equation for the atomic co-

herence can be solved together for spatially homogeneous medium (see Appendix A

for details) and gives the following expression for the output field

E(r⊥, z, t) =
∫
M(r⊥ − r′⊥, z)×

[∫
N(t− τ, z)E(r′⊥, 0, τ −

z

c
)dτ

]
d2r′⊥. (5.6)

where

M(r⊥, z) =
1

2π

∫
eiq.r⊥e−iq2z/2kd2q, (5.7)

N(t, z) =
1

2π

∫
eiωte−D(ω)zdω, (5.8)

and the variables q and ω correspond to the Fourier transform in the transverse

position (r⊥ → q) and time (t → ω), respectively. D(ω) represents the I-AFC

propagator given by Eq. (4.45).

If the input light is in a pure LG mode LGl
0(r⊥) with a temporal profile given

by E(0, t), then the expression for the input electric field E(r⊥, 0, t) reads

E(r⊥, 0, t) = E(0, t)LGl
0(r⊥). (5.9)

In this case, the output field E(r⊥, z, t) will be

E(r⊥, z, t) =
(∫

M(r⊥ − r′⊥, z)LG
l
0(r

′
⊥) d

2r′⊥

)
×
(∫

N(t− τ, z) E(0, τ − z/c)dτ

)
.

(5.10)
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Interestingly, the evolution of the electric field E(r⊥, 0, t) splits into two parts, one

which drives the transverse evolution and the other which drives the time evolu-

tion. On close inspection, we can see that the evolution in the transverse plane

is identical to the one in the vacuum, as shown in Eq. (2.44). Since LG modes

are the eigenmodes of paraxial wave-equation, the pure LG modes remain unaf-

fected in this evolution except acquiring an overall phase, i.e., Gouy phase given

by exp[−i(|ℓ|+ 1) tan−1(z/zR)] [Eq. (2.39)]. In our numerical calculations, we have

considered the length of the medium to be 5 cm and the transverse dimensions to

be ∼ 8 mm, as can be found in some magneto-optical traps setups at low tempera-

tures [126]. Therefore, the beam waist w0 will be of the order of millimeters. These

parameters result in z/zR = zλ/πw2
0 ∼ 10−4. Therefore, the Gouy phase becomes

negligible which allows us to store a superposition of LG modes.

Furthermore, the information about the I-AFC is completely contained in the

kernel N which controls the time evolution of the state. Therefore, the temporal

part in Eq. (5.10) is identical to the ordinary I-AFC evolution which results in a

photon-echo at times which are multiples of 2π/∆, without affecting the transverse

part. Therefore, I-AFC in the homogeneous atomic ensemble is fully capable of

storing LG modes of light.

The quality of the quantum memory can be expressed in terms of two parameters:

storage efficiency η and the fidelity F between the input and output states of light.

The storage efficiency of the quantum memory in the I-AFC protocol is defined as

the ratio of the output intensity in the first echo to the total input intensity of light

and reads [49]

η =

∫ 3π/∆

π/∆
dt|E(z = L, t)|2∫

dt|E(z = 0, t)|2
, (5.11)

where L is the length of the atomic ensemble. The fidelity of the quantum memory

describes the amount of overlap between the input state |Ψin⟩ and the output state

|Ψout⟩, and can be formally written as

F = |⟨Ψin|Ψout⟩|2. (5.12)

Since in I-AFC, the output electric field comes out at time 2π/∆, the fidelity in the
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I-AFC scheme between the input electric field Ein(t) and the first echo is given as

F =

∣∣∣∫ 3π/∆

π/∆
dt ⟨E in(t− 2π/∆)|Eout(t)⟩

∣∣∣2[∫
dt ⟨E in|E in⟩

][∫
dt ⟨Eout|Eout⟩

] . (5.13)

The most general state of light, including the polarization and the transverse

profile, can be written as

E(t) =

E+(x, y, t)
E−(x, y, t)

, (5.14)

where E+ (E−) corresponds to the right (left) polarization component of the electric

field and x, y are the transverse coordinates. In such cases, the expression for the

fidelity between the input and output can be written as

F =

∣∣∣∫ 3π/∆

π/∆
dt
∫
dx dy

[
E∗
in+(x, y, t− 2π/∆)Eout+(x, y, t) + E∗

in−(x, y, t− 2π/∆)Eout−(x, y, t)
]∣∣∣2[∫

dt
∫
dx dy (|Ein+|2 + |Ein−|2)

][∫
dt
∫
dx dy (|Eout+|2 + |Eout−|2)

] .

(5.15)

This definition will be used in the next section where we discuss regarding polariza-

tion storage.

In Fig. 5.2 we plot the numerically obtained re-emission of LG modes from

an ideal I-AFC. The comb spacing ∆ here is 400 MHz, and peak width γ is 5

MHz. We choose LG1
0, (LG1

0 + LG−1
0 )/

√
2 and (LG1

0 + iLG−1
0 )/

√
2 modes with a

Gaussian temporal profile. As expected, the LG modes rephase after time 2π/∆

while preserving the transverse profile. The first transverse profile in Fig. 5.2 at

∼ 0.23ns corresponds to the probability of the photon being unabsorbed, while the

second transverse profile at ∼ 2.7ns represents the photon-echo corresponding to

the input LG mode. The brightness of the transverse profile is proportional to the

probability of the photon emission, which clearly indicates the higher probability of

the first echo relative to the noise at ∼ 0.23ns. The optimized efficiency and fidelity

are found to be 53.44% and 100%.

Since for the parameters we have considered the Gouy phase is very small, one

can store an arbitrary superposition of higher-dimensional LG modes (within a rea-

sonable range of ℓ values) without affecting the fidelity. In Fig. 5.3 we show rephasing

of the (LG1
0 + LG−5

0 + LG10
0 )/

√
3 state with ∼ 100% fidelity.
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Figure 5.2: Storing OAM in I-AFC. (a), (b) and (c) Photon echoes for the ideal

comb for the OAM states |1⟩, (|1⟩+ |−1⟩)/
√
2 and (|1⟩+i |−1⟩)/

√
2 respectively.

The first and the second transverse profile in the plots correspond to the prob-

ability of the photon being unabsorbed and the probability of the photon-echo.

All the calculations are done at 0K.

Note that the storage of the LG modes was made possible by the assumption that

the atomic number density N (r⊥) is homogeneous in the transverse plane, which

made the kernel N independent of the transverse coordinates r⊥. Inhomogeneity in

the atomic ensemble will affect the LG modes and the storage fidelity will not be

perfect. We will discuss this in detail in Sec. 5.3.

5.2.2 Storing polarization qubit

In order to store polarization states of light, the system of interest must be capable

of interacting with two orthogonal states of light identically. Here, we present a

scheme to store polarization states using I-AFC-based quantum memory. For that

purpose, we consider atoms with degenerate ground and excited states. The external
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Figure 5.3: Photon-echo for the ideal comb for the OAM state (|1⟩ + |−5⟩ +
|10⟩)/

√
3.

magnetic field to lift the degeneracy is applied in the z direction. Therefore, the

transitions between the ground states and the excited states satisfy the selection

rules ∆m = ±1. The Hamiltonian for such a system interacting with a light pulse

of mean frequency ωL reads

H =
Ne∑
n=1

ℏωe
n |en⟩⟨en|+

Ng∑
m=1

ℏωg
m |gm⟩⟨gm| − ℏ

∑
n,m

(
Ωnm |en⟩⟨gm| e−iωLt +H.c.

)
,

(5.16)

where

Ωnm =
dnm · E(z, t)

2ℏ
, (5.17)

with dnm = d+nmê+ + d−nmê− ≡

d+nm
d−nm

 being the transition dipole moment vector

between the nth excited state |en⟩ and themth ground state |gm⟩ where the elements

of the vector correspond to ∆m = ±1 transitions.

The electric field vector E(z, t) in a superposition of the two polarizations can

be written as [127]

E(z, t) = E+(z, t)ê+ + E−(z, t)ê− ≡

E+
E−

, (5.18)
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where ê± are the unit vectors along the left and right circular polarization and

interact with the transition corresponding to ∆m = ±1.

The dynamics of the electric field and the atomic ensemble is given by Maxwell-

Schrödinger equations [Eqs. (4.38) and (4.39)]. Solving the dynamics for the electric

field vectors results in the following expression for the output electric field Ẽ in the

frequency domain,

∂Ẽ
∂z

= − iω

c
Ẽ − ωLN

2cℏϵ0

∑
n,m

dnm(dnm · Ẽ)[
i(∆nm + ω) +

γ

2

]ρmm, (5.19)

where ρmm is the population of the mth energy level. On using Eqs. (5.18) and

(5.19), the equations for the two orthogonal polarization components can be written

as

∂

∂z

Ẽ+
Ẽ−

 =

−iω/c−D+(ω) −G(ω)
−G(ω) −iω/c−D−(ω)

Ẽ+
Ẽ−

 ≡ A

Ẽ+
Ẽ−

. (5.20)

From Eq. (5.20) we can calculate the output electric field, which reads Ẽ(z, ω) =

eAzẼ(0, ω). Here, D±(ω) and G(ω) are defined as

D±(ω) =
∑
nm

gmm[
i(∆nm + ω) +

γ

2

]d±2
nm, (5.21)

G(ω) =
∑
nm

gmm[
i(∆nm + ω) +

γ

2

]d+nmd−nm. (5.22)

For the case when the magnetic quantum number m is not a good quantum

number for atomic states, both the transition dipole moments d±nm between the nth

excited state and the mth ground state might not vanish. This will result in a

nonzero G(ω) term which is responsible for the mixing of the two polarizations. On

the other hand, the terms D±(ω) in Eq. (5.20) are the propagators corresponding to

the two I-AFCs corresponding to ∆m = ±1 transitions. For the case when the off-

diagonal term vanishes, the two orthogonal polarizations propagate independently

through the I-AFC.

To calculate fidelity for the storage of polarization qubit, we use Eq. (5.15) and
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define the fidelity for polarization qubit as

F =

∣∣∣∫ 3π/∆

π/∆
dt
[
E∗
in+(t− 2π/∆)Eout+(t) + E∗

in−(t− 2π/∆)Eout−(t)
]∣∣∣2[∫

dt (|Ein+|2 + |Ein−|2)
][∫

dt (|Eout+|2 + |Eout−|2)
] ,

(5.23)

where ± denotes the left and right circular polarization component of the input and

output polarization qubit. This gives the information about the temporal overlap

of the input and output pulse as well as the polarization fidelity, which can not be

unity if G(ω) is not zero indicating a mixing of the polarization.

Note that if D±(ω) is same for both polarizations and G = 0, then the matrix A

is proportional to the identity matrix. Hence, the propagation of the light inside the

I-AFC will be independent of the polarization, resulting in polarization-independent

storage. In such cases, the I-AFC-based quantum memory can store the polarization

efficiently. However, in physical systems the propagators for the two combs may not

always be equal. Different propagators D± may result in different photon-echo times

and different efficiencies for orthogonal polarizations, which in turn may result in

lower fidelity between the input and output states of light if the input light is in

some superposition of the two polarizations.

In conclusion, an atomic ensemble containing two identical I-AFCs correspond-

ing to two orthogonal polarizations can store polarization states of light efficiently.

Since the OAM states of light (LG modes) are independent of polarization, if the

atomic ensemble is homogeneous, it can also be used to store these states efficiently.

Therefore, one can store VV states of light in I-AFC-based quantum memory.

5.3 Factors affecting the quality of quantummem-

ory

So far, we have discussed the storage of VV modes only in ideal systems. There

are several factors that might affect the quality of the storage. In this section, we

discuss some factors, such as temperature and non-homogeneous number density,

and their effects in detail. Although the non-uniformity in the frequency comb can
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Figure 5.4: The efficiency (dashed curve) and the fidelity (solid curve) for dif-

ferent values of w′
0 as a function of ℓ for the input state |ℓ⟩ in (a) and as a

function of temperature for the OAM state (|1⟩ + |−1⟩)/
√
2 in (b). For these

plots, we consider an ideal comb consisting of nine peaks with uniform comb

spacing ∆ = 400 MHz giving a comb width of ∼ 8∆ and the peak width γ is

taken to be 5 MHz. The spectral width of the input pulse is 600 MHz.

also affect the efficiency of the quantum storage [50], it seldom affects the fidelity of

the stored light. Therefore, in this section, we restrict our analysis to ideal combs.

We consider examples of the non-ideal and non-uniform frequency comb in Sec. 5.4,

where we show the storage of VV beams in Cs and Rb atoms.

5.3.1 Effects of the nonhomogeneous number density on the

storage of LG modes

As we have noticed in the case of storing LG modes in homogeneous systems, the

evolution of the electric field decouples in two parts [Eq. (5.10)]; one corresponds to

the evolution in the transverse plane, and the other corresponds to the time evolu-

tion. However, if the atomic number density is not homogeneous, this separation is

not guaranteed. To study the adverse effect of the nonhomogeneous number den-

sity on the quality of the quantum memory, we consider a simple case in which the

number density is a function of |r⊥| ≡ r⊥ =
√
x2 + y2, in the transverse plane.

For simplicity, we choose a Gaussian distribution of atomic density in the trans-
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verse plane, i.e., N ′(r⊥) = N0 exp[−(x2 + y2)/2w′2
0 ], where w

′
0 is the width of the

distribution and N0 is a constant.

In order to calculate the effect of the nonhomogeneous number density, we nu-

merically solve the paraxial wave equation for the electric field given in Eq. (5.4)

along with the dynamical equation for the atomic coherence in Eq. (5.5). The effi-

ciency of the photon-echo and the fidelity between the input and output states of the

electric field can be calculated using the relations for the efficiency and the fidelity

given in Eqs. (5.11) and Eq. (5.15), respectively. In fig. 5.4(a) we plot the efficiency

η and the fidelity F as a function of the ℓ value of the LG modes for different values

of w′
0 for a fixed beam waist w0, while keeping p = 0.

As expected, the non-homogeneity of the atomic ensemble affects the quality of

the quantum memory more for the larger values of ℓ. This result can be explained

by noticing that the size of the transverse profile of the LG modes increases with

increasing the ℓ value. Hence, the beams with a large ℓ value see fewer atoms, which

results in a lower absorption rate and hence lower efficiency. Furthermore, the LG

modes are not the eigenmodes inside the non-homogeneous medium. This explains

the drop in the fidelity.

5.3.2 Effects of temperature on the storage of LG modes

Besides the nonhomogeneous number density, thermal effects can also affect the

quality of the storage of OAM states of light. We first introduce the effect of Doppler

shift on the LG modes, and then use it to study the effect on temperature on storing

the LG modes.

5.3.2.1 Effect of Doppler shift on OAM states of light

Light carrying non-zero OAM interacts differently with an atomic ensemble. A

moving atom interacting with a light beam carrying ℓℏ OAM experiences an ℓ-

dependent Doppler shift in the azimuthal direction apart from the usual longitudinal

Doppler shift kvz. This azimuthal Doppler shift is entirely due to the OAM modes
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of light. The total Doppler shift for OAM state |ℓ⟩ with an arbitrary polarization is

given by [128, 129]

δLG =vz

(
−k + kr2(z2 − z2R)

2(z2 + z2R)
2
− (|ℓ|+ 1)zR

(z2 + z2R)

)
− vr

(
kr

z̄

)
− vϕ

(
ℓ

r

)
=δz + δr + δϕ,

(5.24)

where vr, vϕ, and vz are the radial, azimuthal, and longitudinal components of the

velocity v of the atom.

Here the term kvz is the usual Doppler shift along the propagation direction

and will be the only term for a plane wave. The term ∝ (|ℓ| + 1) is due to the

Gouy phase of the LG mode and the terms including vz and vr are due to the

transverse profile of the LG modes along the radial direction [128]. The final ℓ

dependent term which is directly proportional to the OAM of the LG mode accounts

for the azimuthal Doppler shift. Typically, kvz is the leading term dominating by

a factor 104 [130] compared to the radial and azimuthal Doppler shifts. The above

ℓ-dependent Doppler shift yields an ℓ-dependent phase in the paraxial light, which

might affect the fidelity of the OAM modes upon storage. In the next section, we use

the above Doppler shift δLG to incorporate the effect of temperature on the storage

of OAM modes.

5.3.2.2 Effects of doppler shift on storing LG modes

To study the effect of the temperature on the OAM storage, we consider a homo-

geneous atomic ensemble in thermal equilibrium at temperature T . The atomic

velocity distribution in such an ensemble can be written as

p(v)d3v =

(
m

2πkbT

)3/2

exp
(
−m(v2x + v2y + v2z)/2kBT

)
d3v, (5.25)

where m is the mass of the atom, vx, vy, and vz are the velocities of the atom along

the x, y, and z directions, respectively; and kB is the Boltzmann constant.

An atom moving with velocity v and interacting with light with a nonzero OAM

value experiences a change in the detuning from ∆ to ∆+δLG(v) due to the Doppler

shift given by Eq. (5.24). Hence, the modified expression for the atomic polarization

65



P̃(r⊥, z, ω,v) after incorporating the Doppler shift can be written as

P̃(r⊥, z, ω,v) = 2N
∑
n,m

id2nmẼ(q, z, ω)ρmm

2ℏ
[
i(∆nm + δLG(v) + ω) +

γ

2

] . (5.26)

The net atomic polarization can be calculated by averaging P̃(r⊥, z, ω,v) over all

the velocities [131, 49], i.e.,

P̃(r⊥, z, ω) =

∫
P̃(r⊥, z, ω, v)pvd

3v. (5.27)

To calculate the analytical expression from Eq. (5.27), the Gaussian distribution

pv ∝ exp[−mv2i /2kBT ] is approximated by the corresponding Lorentzian distribu-

tion Lv =
a

π(a2 + v2i )
where a ∝

√
kBT

m
[49]. The proportionality constant for a

is obtained using the numerical curve fitting and is found to be close to 0.76. The

final expression for the average macroscopic polarization can be written as

P̃(r⊥, z, ω) =2N
∑
n,m

id2nmẼ(q, z, ω)ρmm

2ℏ
[
i(∆nm + ω) +

γ

2
+ af(r⊥, z)

] , (5.28)

where the function f(r⊥, z) reads

f(r⊥, z) =
k(x+ y)

z̄
+
ℓ(x− y)

x2 + y2
− (|ℓ|+ 1)zR

z2 + z2R
− k(x2 + y2)

2z̄2
(z2 − z2R)

z2
+ k. (5.29)

From Eq. (5.28), it is clear that the effect of the temperature shows up as the

broadening of the peak width γ by a factor af(r⊥, z), where ka is the leading-order

term. This leading term results in lowering the finesse of the frequency comb and

results in lower efficiency of the quantum memory [49]. Other sub-leading terms

in the broadening are ℓ-dependent and position-dependent due to the transverse

profile of the field. The ℓ and position dependence of these terms will yield different

efficiencies for different LG-modes, which will affect the fidelity of the quantum

memory.

To study the effect of the Doppler shift δLG due to the transverse profile of light,

we numerically solve the dynamical equations for the atomic coherence [Eq. (5.4)]

and the electric field [Eq. (5.5)] by replacing
(
i∆nm +

γ

2

)
with

(
i∆nm +

γ

2
+ af(r⊥, z)

)
in Eq. (5.5). The variation of the optimized efficiency and the corresponding fidelity

with the temperature for the ideal comb are shown in Fig. 5.4(b). In this figure,
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we consider an ideal comb with nine teeth and tooth spacing ∆ = 400MHz. The

peak width γ = 5 MHz. We see that the efficiency of the quantum memory drops

as we increase the temperature falling below 10% for T = 20 K. However, the fi-

delity appears to be unaffected. This shows that the contribution from the ka term

is much stronger than the contribution from the sub-leading terms in the Doppler

shift. There is no direct relationship between the temperature and the optimized

number density. The change in the optimized number density upon varying the

temperature is negligible.

5.3.3 Factors affecting the polarization storage

Unlike the LG modes, polarization states of light do not depend on the spatial

coordinates as long as the transverse plane is well defined. Therefore, the non

homogeneity in the number density has very little effect on polarization storage.

However, factors such as unequal D propagators and the non overlapping frequency

combs corresponding to two orthogonal polarizations can affect the quality of the

quantum memory. Here we will discuss some of those factors and study their effects.

For simplicity, we will assume G = 0 throughout this section, since most of the real

systems exhibit this property.

The most common factor that can affect the quality of the quantum memory for

polarization states is the unequal D propagators, i.e., D+ ̸= D−. This will result in

different echo times and efficiencies for the two orthogonal polarizations. By choosing

a wave plate appropriately, one can compensate for the unequal storage times for

the two polarizations. However, the different efficiencies of the two polarization

components can affect the fidelity of the output polarization states. This can be

compensated by choosing the mean frequency of light ωL lying exactly in the middle

of the two combs or by selectively absorbing light corresponding to a particular

polarization, which will result in overall lower efficiency but higher fidelity.

In some cases, even if the frequency combs corresponding to two polarizations

are identical, they might be displaced with respect to each other [Fig. 5.5(a)]. This

factor can also adversely affect the storage of polarization states. In such cases, the
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Figure 5.5: Storing polarization in I-AFC. (b) Storing plarization states using

I-AFC. The two orthogonal polarization components couple separately to two

non-overlapping frequency combs (red and blue) according to the transition

selection rule ∆m = ±1. (b) Variation of the optimized efficiency (η) w.r.t

the input width and the corresponding fidelity (F) as a function of separation

between two combs (ωd). (c) Variation of the storage efficiency (η) and the

corresponding fidelity (F) as a function of separation between two combs at a

fixed input width of 2.4 GHz. Both frequency combs consist of 11 peaks with

fixed comb spacing of 400 MHz and peak width 5 MHz. Here the input field is

taken as E(0, ω) = e−ω2/(2b2).

photon echoes for both polarizations occur at the same time, but an additional phase

is attributed to them due to the shifted combs. This can be understood as follows:

consider a comb shifted by ±ωd/2 so that the detuning ∆nm becomes → ∆nm±ωd/2

for two combs. Solving Eqs. (4.38) and (4.39) in the frequency domain yields

Ẽ±(z, ω±) =e
−D±ze−iωz/ce∓iωdz/2cẼ(0, ω±), (5.30)

where Ẽ(0, ω±) is the input electric field amplitude, ω± = ω ± ωd/2, and D is given
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by

D±(ω±) =
∑
n,m

gmm[
i(∆nm + ω±) +

γ

2

]d2nm, (5.31)

Hence, the output fields get equal and opposite phase e∓iωdz/2c for the two combs.

For a small shift ωd, the fidelity drop is also small, whereas the drop increases as

the value of ωd increases.

We consider an I-AFC for polarization storage such that the frequency combs

corresponding to two orthogonal polarizations are ideal but displaced with respect

to each other by a magnitude ωd. In Figs. 5.5(b) and 5.5(c), we plot the effect of

the relative shift ωd on the efficiency of the quantum memory and the fidelity of the

output polarization state with respect to the input state. In these results, each of

the frequency comb has eleven teeth with comb spacing ∆ = 400 MHz and peak

width γ = 5 MHz. Hence, the total size of each comb is 4 GHz. These parameters

are close to the 6s1/2 ↔ 8p3/2 transition in the Cs atom.

Here we consider two cases to study the effect of ωd. In the first case, the intensity

is optimized over the spectral width and the mean frequency of the incoming light

and the corresponding fidelity is obtained as shown in Fig. 5.5(b). From this figure,

we can see that the efficiency η is close to 54% when the two combs are perfectly

overlapping. This is the maximum efficiency that can be achieved in I-AFC for

forward propagating modes. This feature persists as long as the separation between

the two combs is ωd < 4 GHz. After that point the efficiency starts to decrease.

Interestingly, the drop in the efficiency is sharp. The value of η drops from ∼ 54%

at ωd = 3.6 GHz to below 24% at ωd = 4.4 GHz. On the other hand, the fidelity F
shows a smooth behaviour as we increase ωd. It starts with fidelity F = 100% at

ωd = 0 and shows damped oscillations as we increase ωd.

In the second case, the optimization is done over the mean frequency of the

input while keeping the spectral width of the input to be fixed [see Fig. 5.5(c)]. In

Fig. 5.5(c) the input width is fixed at 2.5 GHz. Contrary to the previous case, here

we can see a smooth variation in the efficiency as we increase ωd. However, since the

spectral width is fixed, the efficiency η ∼ 40% at ωd = 0 GHz which is considerably

lower than the maximum possible, i.e., 54%. Similarly, the fidelity F ∼ 84% at
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ωd = 0.

Apart from these factors, temperature may also affect the storage efficiency and

fidelity. However, those effects are generally independent of the polarization and

affect only the overall efficiency, not the fidelity. In conclusion, the I-AFC-based

quantum memory for VV states of light is robust and efficient against prominent

environmental factors.

5.4 I-AFC in Cesium and Rubidium atoms

In this section we show that the Cesium and Rubidium atoms can be a feasible

system to store both the polarization as well as OAM modes of light. Hence, these

atoms are suitable for storing VV states of light.

We consider the 6s1/2 ↔ 8p3/2 transitions for Cs atoms and the 5s1/2 ↔ 6p3/2

transition for Rb atoms. In both the atoms, the atomic transitions are such that only

one of the transition dipole moments, d+nm or d−nm, is nonzero, thus giving G(ω) = 0,

which results in an independent propagation of the two polarization components.

In both atoms, the frequency combs are not uniform, and the combs corresponding

to ∆m = ±1 are shifted with respect to each other [see Figs. 5.6(a) and 5.6(b)].

In Fig. 5.6(c) (Cs) and 5.6(d) (Rb), we show numerically obtained photon echoes

for the polarization storage. The optimized fidelity and efficiency (F , η) for the Cs

and Rb atoms are found to be (88.23%, 41.3%) and (87.46%, 41.16%), respectively.

Since the D±(ω) propagators are not identical for both Cs and Rb atoms, the ef-

ficiency and fidelity in these cases are lower than in the ideal cases. Similarly, we

observe the rephasing of the LG modes in Cs and Rb atoms. The optimized parame-

ters, (F , η) in this case are found to be (98.7%, 51.96%) for Cs and (97.91%, 51.84%)

for the Rb atoms, and the photon-echo plots are similar to Fig. 5.2.

We also show the effects of non-homogeneous number density on the OAM stor-

age in the case of Cs and Rb atoms in Fig. 5.7(a), whereN ′(r⊥) = N exp[−(x2 + y2)/2w′2
0 ],

with w′
0 = 0.71w0. It is clear that the Cs and Rb atoms show a similar drop in
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Figure 5.6: I-AFC in Cs and Rb atoms. In (a) and (b) we plot the frequency

combs in the Cs and Rb atoms. Here 6s1/2 ↔ 8p3/2 and 5s1/2 ↔ 6p3/2 transi-

tions are considered for Cs and Rb atoms, respectively. The degeneracy is lifted

by applying external magnetic field of strength 0.05T and 0.06T, respectively,

for the two cases. In (c) and (d) we plot the photon-echo corresponding to

∆m = +1 and ∆m = −1 transitions in Cs and Rb atoms respectively. The

black (dotted) curve shows the corresponding input field in each case.
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Figure 5.7: Effect of non-homogeneous number density and temperature on

OAM storage. (a) Efficiency (η) and the corresponding fidelity (F) as a function

of ℓ value for Cs and Rb atoms for the input state |ℓ⟩. (b) Efficiency and the

corresponding fidelity in Cs and Rb atoms as a function of temperature for the

OAM state (|1⟩+ |−1⟩)/
√
2.

the efficiency and fidelity as in the ideal case discussed in Sec. 5.3.1 [Fig. 5.4(a)].

Fig. 5.7(b) shows the effect of the temperature on storing OAM modes in Cs and

Rb, and the results are similar to those of an ideal comb [see Fig. 5.4(b)].

The atomic number densities (N ) for Cs and Rb atoms in the above calculations

are taken to be ∼ 1018 m−3, respectively, and the length of the cell is taken to be 5

cm [126]. These parameters are feasible at low temperatures (T ∼ 100 µK) in the

magneto-optical traps [132, 133, 134, 135]. Since Cesium and Rubidium atoms are

capable of storing both the polarization and OAM modes, we expect them to store

the VV beams.
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Chapter 6

Quantum memory using single

atom coupled to a cavity

The typical quantum memory protocols use a large ensemble of atoms or bulk ma-

terials to store photons. To gain scalability and practical advantage in quantum

information processing, many efforts are being devoted towards integrated photonic

chips [66, 67, 68, 69, 136, 137, 138, 139]. On-chip single photon sources, on-chip

beamsplitters, and on-chip photon detectors are already available on integrated plat-

form [70, 71, 72, 73, 74], while on-chip quantum memory is still a work in progress

and is highly sought after device [75, 76]. Atomic ensemble-based quantum memories

pose challenges for their on-chip integration. So far, only the AFC-based quantum

memory protocol has been extended for on-chip implementation [75, 76]. Further,

the Raman quantum memory protocol has been extended to a single-atom level,

which can potentially be used on integrated photonic chips [123].

The conventional I-AFC-based quantum memory scheme also uses an ensemble

of atoms to store single photons. However, since each atom in I-AFC contains a

frequency comb, it can be argued that a single atom can store photons provided

the atom and light couple strongly. In principle, one can use a single-mode optical

cavity to tune the coupling between the atom and the photons and realize quantum

memory using a single atom. In this chapter, we explore this feasibility and show

that, with a proper choice of atom-cavity parameters, one can realize an efficient
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quantum memory using a single atom containing an I-AFC coupled to an optical

cavity [77].

Considering the cavity as a tool to store single photons, one might think of using

just an empty cavity with high quality factor to get storage. However, this won’t

be useful as it will not provide any control over the storage time, and the input

photon will not come out at a fixed time. Coupling the atom with I-AFC gives us

a predetermined echo-time along with control over the storage times.

We show that this joint single-atom-cavity setup results in a photon-echo, similar

to the I-AFC-based quantum memory protocol [49]. The efficiency of storing light

in this setup depends on the finesse of the optical cavity and the quality of the

frequency comb. Using this setup, we can also achieve robust and efficient storage for

polarization and time-bin qubits. As examples, we show that Cesium and Rubidium

atoms coupled to nanophotonic waveguide cavities can serve as promising candidates

for implementing this quantum memory protocol.

In principle, the efficiency of this protocol can reach up to 100%, whereas in the

AFC and I-AFC protocols, the maximum efficiency in the forward propagation can

only be 54%. This is because, unlike in the bulk AFC and I-AFC protocols, the

re-absorption of the photon in the re-emission process is eliminated by keeping the

atom-cavity setup in the Purcell regime and using only one atom for storing the

light.

One of the most significant advantages of this scheme is that it provides a possible

realization of on-chip quantum memory. Furthermore, since our protocol requires

only a frequency comb coupled to a cavity, it can also be implemented using the

quantum dots inside a cavity [140, 141, 142, 143]. On-demand single-photon sources

have already been realized using quantum dots [144, 145, 70, 72]. Combining these

two elements can pave the way for efficient on-chip photonic quantum computation.

We start with discussing the dynamics of a single atom containing I-AFC coupled

to a cavity, and how it can be used to store single photons. We also discuss the

parameters that affect the storage and the implementation of this protocol using

the Rb and Cs atom.
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6.1 Dynamics of single-atom consisting of I-AFC

coupled to a cavity

Consider an atom that contains a frequency comb, coupled to a high finesse single-

mode optical cavity [Fig. 6.1(a)]. The Hamiltonian for such an atom-cavity system

consists of three parts, the free Hamiltonian of the single-mode cavity, the free

Hamiltonian of the atom, and the interaction between the two systems, which reads

[77]

H =Hc +Ha +Hint

=ℏωcâ
†â+

N∑
n=1

ℏωe
n |en⟩⟨en|+

N∑
n=1

ℏωg
n |gn⟩⟨gn| − ℏ

[∑
n

gn |en⟩⟨gn| â+
∑
n

g∗n |gn⟩⟨en| â†
]
,

(6.1)

where we have considered the atom with N number of ground states {|gn⟩} and

N number of excited states {|en⟩}. For simplicity, we assume that the transition

is allowed only between |en⟩ ↔ |gn⟩ for all n with the coupling strength gn =
dn
ℏ

√
ℏωc

2ϵ0V
. dn is the transition dipole moment for the transition |gn⟩ ↔ |en⟩, and

ωc is the resonance frequency of the cavity. â is the photon annihilation operator

for the cavity mode.

The dynamical equations for the cavity field operator â and the atomic lowering

operator σ−
n ≡ |gn⟩⟨en| for a dipole allowed transition |gn⟩ ↔ |en⟩ using the input-

output formalism as discussed in Sec. 3.3 read

dâ

dt
= −iωcâ+ i

∑
n,m

g∗nσ
−
n − κ

2
â−√

κâin, (6.2)

dσ−
n

dt
= −i(ωe

n − ωg
m)σ

−
n + ign(σ

g
nn − σe

nn)â−
γ

2
σ−
n , (6.3)

√
κ â(t) = âout(t)− âin(t). (6.4)

Here, σg
nn = |gn⟩⟨gn|, σe

nn = |en⟩⟨en|, γ is the spontaneous decay rate of the atom in

free space, and κ is the decay rate of the cavity field.

To solve equations (6.2) to (6.4), we apply the low intensity approximation

(
〈
â†inâin

〉
≲ 1) which gives σe

nn ≈ 0 [146] and introduce the following transfor-

mations to go into the rotating frame with respect to the mean frequency of the
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input field, ωL,

â→ ˜̂ae−iωLt, âin → ˜̂aine
−iωLt, σ−

n → σ̃−
n e

−iωLt, (6.5)

Then, Eqs. (6.2) to (6.4) can be written as

d˜̂a

dt
=− i∆c

˜̂a+ i
∑
n

g∗nσ̃
−
n − κ

2
˜̂a−√

κ˜̂ain, (6.6)

dσ̃−
n

dt
=− i

(
δn − i

γ

2

)
σ̃−
n + ignσ

g
nn
˜̂a, (6.7)

˜̂aout(t) =
√
κ ˜̂a+ ˜̂ain(t), (6.8)

where the detunings with the input light are defined as ∆c = ωc − ωL, δn = (ωe
n −

ωg
n)− ωL and ˜̂a, σ̃−

n are in the rotating frame. Next, we take the Fourier transform

of Eqs. (6.6)-(6.8) (t→ ω). The Fourier Transform of Eq. (6.7) gives

σ̃−
n (ω) =

ignσ
g
nn[

i(ω + δn) +
γ

2

] ˜̂a(ω). (6.9)

Taking the Fourier transform of Eq. (6.6) w.r.t t and using Eq. (6.9), we get

˜̂a(ω) = −
√
κi(ω +∆c) +

∑
n

σg
nn|gn|2[

i(ω + δn) +
γ

2

] + κ

2


˜̂ain(ω). (6.10)

Finally, taking the Fourier transform of Eq. (6.8) and using Eq. (6.10) gives the

following expression for the output field in frequency domain

˜̂aout(ω) =

1− κ

i(ω +∆c) +D(ω) +
κ

2

˜̂ain(ω), (6.11)

where

D(ω) =
∑
n

σg
nn|gn|2[

i(ω + δn) +
γ

2

] . (6.12)

The inverse Fourier-transform of Eq. (6.11) yields the output field in time âout(t) [103].

In order for this atom-cavity setup to qualify for a quantum memory, there

must be a delay between the input and output light. In Fig. 6.1(b), we plot the

output intensity Iout =
〈
â†out(t)âout(t)

〉
as a function of time which we get by solving
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âin
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Figure 6.1: (a) Schematic diagram of an I-AFC inside a cavity. Here, the I-AFC

interacts with a single cavity mode with a decay rate κ. âin and âout represent

the input and output field mode operators. γ is the spontaneous decay rate of

the atom into free space. (b) Photon-echo after a delay of 3.5 ns for an ideal

I-AFC coupled to a cavity with uniform comb spacing of ∆ = 2π × 300 MHz,

tooth width γ = 7.5 MHz, and cavity detuning ∆c = 0. The input field in

Eq. (6.11) is a Gaussian pulse given by e−ω2/(2b2) with b = 2π × 270 MHz. The

two photon echoes shown by dashed purple and solid black curve correspond

to the cavity decay rates of 7 and 4 GHz, respectively, with corresponding ef-

ficiencies of 94.22% and 72.02%, respectively. Here, Iout represents the rate of

photons in the output field (ns−1), which is related to the input field through

Eq. (6.11). Here the third peak coming at ∼ 9 ns corresponds to the second

photon-echo. The blue dotted curve shows the corresponding input field inten-

sity, Iin =
〈
â†in(t)âin(t)

〉
.

Eq. (6.11) numerically. Here, we consider a Gaussian input pulse of spectral width

2π × 270 MHz. The I-AFC associated with the atom has seven teeth with uniform

comb spacing ∆ = 2π × 300 MHz, tooth width γ = 7.5 MHz, and the detuning

∆c = 0. The solid curve and the dashed curve in this figure correspond to two

different values of the cavity decay rates κ. In this figure, we can clearly see that

the first prominent output pulse of light is at time t = 2 ns, which is due to the

immediate reflection from the cavity. The second prominent output pulse occurs at

t ∼ 5.5 ns, which is due to the emission from the cavity. There is a delay of 3.5 ns

which is approximately 2π/∆ due to the interaction of light with the setup. Hence,
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the atom-cavity setup behaves like an I-AFC.

6.2 Factors affecting the quality of quantummem-

ory

Eqs. (6.11) and (6.12) suggest that the output field from the atom-cavity setup also

depends on the cavity parameters gn, κ, and ∆c. Hence, they can affect the quality

of the memory. In this section, we discuss the factors that affect the storage. The

storage efficiency in this scheme is defined as

η =

∫ 3π/∆

π/∆

〈
â†out(t)âout(t)

〉
dt∫ 〈

â†in(t)âin(t)
〉
dt

. (6.13)

which is the ratio of the intensity of the output field mode in the first echo to the

total intensity of the input field.

In Fig. 6.2(a), we plot the variation of the efficiency η as a function of the cavity

detuning ∆c while keeping g′ and κ constant. As expected, it shows a drop in the

efficiency as the cavity detuning increases. The efficiency also depends on the comb

finesse F ≡ ∆/γ. In Fig. 6.2(b), we plot the efficiency as a function of comb finesse

for the ideal comb with fixed comb spacing, ∆ = 2π × 300 MHz by changing the

peak width γ while keeping the cavity parameters fixed. This plot shows that the

efficiency saturates to ∼ 100% asymptotically for asymptotic values of the finesse.

Since the storage time is directly controlled by the comb spacing ∆, instead

of using the spin state transfer to increase the storage time, an alternate method

would be to decrease the comb spacing ∆ which can be achieved by lowering the

applied magnetic field strength. However, reducing ∆ reduces the comb finesse

(F = ∆/γ), resulting in lower storage efficiencies. In order to preserve the efficiency

while decreasing ∆, one can try to preserve F by reducing the atomic decay rate γ,

or try to find atomic systems where γ is small.

For an ideal I-AFC, since all the peaks are identical, i.e., dn ≡ d, we may write

gn = g. We define g′ = g
√
σg
nn as the effective coupling constant and define the
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Figure 6.2: Effect of various parameters on the efficiency (η) of quantum mem-

ory in the single-atom-cavity setup for an ideal comb. In (a) and (b), we plot the

variation of η as a function of the cavity detuning ∆c = ωc − ωL and the comb

finesse (F), respectively for (g′, κ) = (1.8, 11) GHz with uniform comb spacing

∆ = 2π × 300 MHz. (c) shows the plot of the variation of η as a function of

cooperativity, C ′ = g′2/(κγ) for different values of κ. (d) shows the variation of

η as a function of κ given in terms of the parameter a such that κ = a×5 GHz,

for fixed value of cooperativities as shown by the vertical lines in (c).

cooperativity parameter for the atom-cavity system as C ′ = g′2/(κγ). In order

to understand the effect of the cavity parameters g′ and κ on the efficiency, in

Fig. 6.2(c), we plot the variation of η as a function of the cooperativity C ′ for

various values of κ and keeping ∆c = 0. Fig. 6.2(c) shows that the efficiency first

increases, reaches an optimum value, and then starts decreasing, and there exists an

optimum value of C ′ for every given value of κ, which maximizes the efficiency. The

maximum efficiencies are obtained in the range C ′ ∼ 35-45 for all the values of κ.

Note that in the case of the ensemble based quantum memories, the efficiency shows
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a similar behaviour with respect to the optical depth and absorption coefficient [49].

Later, we will show the relation between the cooperativity and the absorption by

the atom-cavity setup which will explain the apparent resemblance between the two.

An interesting observation from Fig. 6.2(c) is that for a fixed value of C ′ the

efficiency increases as we increase κ. In Fig. 6.2(d), we plot the efficiency as a

function of κ while keeping C ′ fixed. This is achieved by scaling the cavity decay rate

κ by a number a and scaling g′ by a factor
√
a so that C ′ = g′2/κγ remains invariant.

Fig. 6.2(d) shows the variation of the efficiency with respect to the parameter a for

the three different values of cooperativities corresponding to Fig. 6.2(c). This shows

that for a fixed value of cooperativity C ′, the efficiency increases with increasing κ

and then gets saturated to a constant value. The plot shows a slight dip around

a = 3 before reaching the saturation. This is because the width of the input pulse

is kept fixed while the parameter a varies. Optimizing the efficiency over the input

width will result in the saturation of the efficiency without this slight dip. Thus, a

combination of the parameters C ′ and κ determines the optimized efficiency.

6.3 Absorption by atom-cavity system

So far, we have studied numerically the effect of the various parameters on the

efficiency of the quantum memory. Here, we discuss the absorption by atom-cavity

system. While solving for the output field in Eq. (6.11), we assumed that there is a

negligible absorption of the input field by the atom, i.e., (σe
nn ∼ 0), but the efficiency

of the storage by this system is still high. To understand this, we consider the

expression for the susceptibility χ of the joint atom-cavity system, which reads [147]

χ =

√
2V

ϵ0ℏωc

⟨P ⟩
⟨â⟩ , (6.14)

where P =
1

V

∑
n d

∗
nσ

−
n is the atomic polarization of the atom exhibiting the I-

AFC and V is the cavity mode volume. The above expression for susceptibility is

equivalent to the classical field susceptibility χe =
⟨P ⟩
ϵ0E

, where the classical field

amplitude E being replaced by the expectation value of the â operator.

Substituting σ̃−
n from Eq. (6.9) and using Eq. (6.14) gives the following expression
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for the joint susceptibility χ

χ(ω) =
2i

ωc

∑
n

σg
nn|gn|2[

i(ω + δn) +
γ

2

] . (6.15)

Further, using the definition of the Quality factor, Q = ωc/κ, it can be written as

χ(ω) =
2i

Q

∑
n

σg
nn|gn|2/κ[

i(ω + δn) +
γ

2

] . (6.16)

The imaginary part of χ gives the absorption coefficient for the atom-cavity system.

Figure 6.3: Plot for absorption of the joint atom-cavity system for an ideal

frequency comb with uniform comb spacing ∆ = 2π × 300 MHz, tooth width

γ = 7.5 MHz, and cavity detuning ∆c = 0.

In Fig. 6.3, we plot the absorption for the I-AFC-cavity system. From this figure,

we can see that the absorption profile of the joint atom-cavity system shows a comb

like structure similar to the absorption profile in I-AFC. This comb like structure is

responsible for the photon-echo, as shown in Fig. 6.1(b). Thus, the atom and the

cavity together account for the photon storage, even though the absorption by the

atom is negligible.

Moreover, as discussed earlier, Eq. (6.16) clearly shows the the direct relation

between the absorption and the cooperativity parameter C ′. This is similar to the

dependence of the absorption in case of the conventional ensemble based protocol

on the optical depth [49]. Hence, C ′ can be considered a parameter analogous to the

optical depth in the ensemble based protocol which gives the optimized efficiencies

for C ′ ∼ 35–45. This eventually leads to the condition for obtaining the optimized

efficiencies given by τC ′γ ∼ 1, where τ is the input pulse width and γ is the atomic

decay rate.
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Note that the width of the input pulse in the frequency domain, γp ≈ 1/τ

should be large enough to cover the frequency comb structure. In the atom-cavity

setup, this puts another condition on the cavity decay rate κ, which should be

comparable to the pulse width γp. In the above example of ideal comb, we have

considered high value of cooperativity parameter, C ′ ∼ 35–45 while keeping the

large cavity decay width, κ ∼ GHz. It provides large enough spectral width for the

input pulse. Further, for different echo times, we require different spectral widths

of the input pulse and accordingly, the required value of C ′ will change. This can

limit the spectral profile of the input pulse that can get into the cavity. One way

to compensate for this is not to decrease the cavity linewidth while adjusting the

cavity coupling strength g instead in order to get optimal efficiencies. In Sec 6.5,

we discuss the possible implementation of this scheme with high coupling strengths

and large enough cavity linewidth.

6.4 Storing polarization and time-bin qubits

The quantum memory protocol presented here can also be used to store polarization

and time-bin photonic qubits. AFC and I-AFC-based quantum memories are known

for storing time-bin qubits efficiently [43, 148, 61]. In time-multiplexing or time-bin

qubits, a single photon is placed in a superposition of two time bins, say, an early

time t and a later time t + τ . Storing these qubits involves storing a single photon

arriving at two different times. The corresponding photo-echo will occur at t+2π/∆

and t + τ + 2π/∆. Since only one photon needs to be stored in this process, our

scheme can easily achieve that task. Further, storing polarization states of light

in I-AFC-based quantum memory was already been proposed in [51]. For storing

polarization qubit, our aim is to store a single photon, which is in a superposition

of two orthogonal polarizations. This can be achieved using the I-AFC-cavity setup

with the single atom consisting of two overlapping frequency combs, which satisfy

the selection rules corresponding to the two orthogonal polarizations, as discussed in

the previous chapter. This results in an independent storage of the two polarization

components [51]. Generally, the efficiency and the photon-echo time for the two

polarizations can be different. By choosing the cavity parameters appropriately, one
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can store arbitrary polarization in these systems [51].

Thus, we have shown that a single atom with an I-AFC coupled to an optical

cavity can store photons efficiently. The results obtained here are also interesting

from a fundamental point of view. We see that even though the I-AFC is necessary to

store the photons in the atom-cavity system proposed here, the excitation probability

of the atom is negligible. The interaction of the I-AFC with the cavity yields the

comb like absorption profile of the joint atom-cavity system, which enables efficient

quantum memory. In the following section, we present examples of systems capable

of realizing this quantum memory protocol.

6.5 Realizing the quantum memory using Rb and

Cs atoms

So far, we have discussed the photon storage assuming an ideal frequency comb

with uniform comb spacing and the same peak height, which interacts with an op-

tical cavity. However, if we consider realistic systems such as Rb and Cs atoms,

the frequency combs obtained from them are usually non-uniform with unequal

peak heights, which affects the storage process [49, 50]. In this section, we discuss

the possibilities for experimental implementation of the single atom based quantum

memory protocol in realistic systems such as Rb and Cs atoms coupled to a nanopho-

tonic waveguide cavity and show that the current scheme can be implemented with

the existing experimental techniques.

As discussed in Sec. 6.1, one of the requirements to achieve efficient quantum

memory in I-AFC-cavity setup is a cavity with high coupling strength g of the order

of GHz (see Fig. 6.2). This, in turn, requires a cavity with a low mode volume of the

order of (∼ µm)3. Such strong coupling is difficult to achieve using the conventional

Fabry-Pérot cavities, but can be achieved using the nano-cavities [149, 150] where

the mode volume V ∼ λ3 have already been realized. Apart from this, the strong

coupling has been realized in fiber-based Fabry-Pérot cavity [151] where the mirror

surface of the cavity is designed on the optical fiber end faces. This tight confinement
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(a) (b)

Figure 6.4: (a) and (b) represent the frequency comb in Rb and Cs atoms for

transitions between 5s1/2 ↔ 6p3/2 for Rb and 6s1/2 ↔ 7p3/2 for Cs. The applied

magnetic field strength for Rb and Cs is taken to be 0.15 and 0.1 T, respectively.
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Figure 6.5: (a) Photon-echo for the I-AFC in Rb and Cs atoms. (b) Variation

of efficiency as a function of 1/κ in Rb and Cs atoms.

using nano-photonic cavities gives an additional advantage of potential integration

with nano-photonics. Trapping in such low mode volumes results in the atom-cavity

strong coupling of the order of g ∼ GHz along with the quality factor Q = ωc/κ ∼
105 [149].

Although the scheme presented here is applicable to a large class of atoms,

molecules and quantum dots, here we consider Cs and Rb atoms as examples to

realize this quantum memory protocol. The parameters such as the atomic tran-

sitions used in the Cs and Rb atoms, the wavelength, the applied magnetic field
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Atom Transition λ (nm) B (T) V (µm)3 κ (GHz) Q

Rb [152] 5s1/2 ↔ 6p3/2 420.3 0.15 20 ∼ 7 105

Cs [153] 6s1/2 ↔ 7p3/2 455.66 0.1 20 ∼ 8 105

Table 6.1: Rb and Cs parameters used in numerical calculations. λ is the

wavelength of transition B is the magnetic field used in obtaining I-AFC. V, κ

and Q are the mode volume, the decay rate, and the quality factor of the cavity,

respectively.

strength and so on for the Rb and Cs atoms used for our calculations are given

in Table 6.1. In Figs. 6.4(a) and 6.4(b), we plot the frequency comb obtained in

the Rb and Cs atoms. Clearly, these frequency combs are not uniform in the comb

spacing, nor do they have equal absorption peaks. In Fig. 6.5(a) we show the photon-

echo from the Rb and Cs atoms calculated numerically by solving Eq. (6.11). The

maximum efficiencies for the Rb and Cs atoms are found to be 92.9% and 90.36%,

respectively, for the parameters specified in Table. 6.1.

Since in the case of the Cs and Rb atoms, each transition |gn⟩ → |en⟩ constituting
the frequency comb corresponds to a different value of the coupling constant gn, it

is difficult to study the behaviour of the efficiency with respect to the cooperativity

parameter C ′. However, we can consider the variation of the efficiency for Cs and

Rb atoms as a function of 1/κ for fixed gn and γ which essentially captures the

behaviour of the efficiency as a function of the cooperativity. In Fig. 6.5(b), we

plot the variation of the efficiency as a function of the 1/κ for Rb and Cs atoms.

It is clear that the trend is similar to that of an ideal comb in Fig. 6.2(c) with

maximum efficiency of ∼ 90%. The lower value of the efficiencies in the case of

Rb and Cs atoms is due to the inherent non-uniformity present in the frequency

combs. This non-uniformity is attributed to different values of the comb spacing ∆n

and the dipole matrix element dn corresponding to the transition |en⟩ ↔ |gn⟩. Our

calculations show that an efficient quantum memory using a single atom coupled to

an optical cavity can be implemented using the current experimental techniques.

While solving the dynamics for an I-AFC coupled to a cavity, it is assumed that

the single atom is at a fixed location. However, there might be an induced light

shift when the atom is trapped using an optical dipole trap. Another factor that
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can affect the protocol is the spatial inhomogeneous magnetic field. The induced

light shift can change the detuning, δn of the concerned transition |gn⟩ ↔ |en⟩. Since
the detuning of each transition in the frequency comb changes identically, the comb

spacing remains the same, and the echo-time is not affected. On the other hand, the

spatially inhomogeneous field will directly affect the comb spacing of the generated

frequency comb. However, there will still be a photon-echo at time 2π/∆′ where ∆′

is the modified comb spacing due to the inhomogeneous magnetic field. To avoid

such effects arising from trapping a single atom, one can choose quantum dots or

defect centers with a frequency comb structure.
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Chapter 7

Cascaded quantum systems and

complete input-output theory

In chapter 3, we discussed the input-output formalism in the context of atom-cavity

interactions which allows us to calculate the output field mode in terms of the

input field mode upon its interaction with the atom-cavity system. It simply gives

the output field amplitude as a function of time and the corresponding intensity.

However, the standard input-output theory does not provide the exact state of the

emitted output field. Further, the interaction of the input light pulse with a local

quantum system may not always result in the emission of a single-mode output field.

It can result in the scattering of the output field into multiple output field modes.

Thus, we need a more general input-output theory that describes the dynamics of an

input light pulse interacting with a local quantum system of interest and provides

the full description quantum state of the propagating output field modes. The

quantum system of interest here may be a cavity, an atom or an atom-cavity system

in general.

In this chapter, we discuss the Kiilerich-Mølmer input-output (KMIO) formalism

for quantum pulses interacting with a localized quantum system [79, 80]. This

modified input-output formalism is an efficient tool to obtain the exact state of the

output field once it interacts with a local quantum system. It is based on the concept

of cascaded quantum systems, where the time-dependent input and output modes
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are replaced by the virtual input and output cavities interacting with the quantum

system of interest with complex time-dependent coupling strengths.

We start with discussing the theory of cascaded quantum system where the

output from one quantum system is served as an input to another quantum system

with a unidirectional coupling [154, 155, 156]. Subsequently, we discuss the KMIO

formalism with quantum pulses.

7.1 Cascaded quantum systems

Consider a set of two quantum systems such that the output from system 1 is served

as an input to system 2 while the reverse coupling from system 2 to 1 is not allowed,

i.e., the flow of the input field is unidirectional, which is always from system 1 to

2. This is also known as the cascading the output from one quantum system to

another, as shown in Fig. 7.1. These two quantum systems can be two cavities or

two atoms or cavities coupled to atoms. To describe the dynamics of such cascaded

quantum systems, we follow the approach by Gardiner as described in [154] and

[156].

System 1 System 2

b̂2in(t) = b̂1out(t− τ)e−iωτ

Figure 7.1: A set of two cascaded systems where output from system 1 drives

the system 2, while the reverse coupling from system 2 to 1 is not allowed.

To begin with, we simply consider that the two identical systems are coupled to

a common reservoir, such that the output from system 1 feeds as an input to system

2 placed at a distance x = cτ with τ being the propagation time of the field between
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system 1 and 2. The Hamiltonian for such system can be written as1 [154, 156]

H =HS1 +HS2 +HB +HI1 +HI2

=HST
+

∫ ∞

−∞
dωωb̂†(ω)b̂(ω) + i

∫ ∞

−∞
dωκ1(ω)[b̂

†(ω)ĉ1 − ĉ†1b̂(ω)]

+ i

∫ ∞

−∞
dωκ2(ω)[b̂

†(ω)ĉ2e
−iωτ − ĉ†2b̂(ω)e

iωτ ],

(7.1)

where HST
= HS1+HS2 is the total system Hamiltonian with HS1 and HS2 being the

free Hamiltonians for the two components or subsystems of the cascaded setup. ĉ1

and ĉ2 are arbitrary system operators corresponding to system 1 and 2, respectively.

If the two components are cavities cascaded one after other, then ĉ1 and ĉ2 will simply

correspond to the two cavity field mode operators. HB is the bath Hamiltonian

with b̂(ω) and b̂†(ω) being the bath operators satisfying
[
b̂(ω), b̂†(ω′)

]
= δ(ω − ω′).

The terms HI1 and HI2 represents the coupling of the system operators ĉ1 (ĉ2)

with the common bath with the corresponding coupling strengths κ1(ω) and κ2(ω),

respectively. τ = x/c is the field propagation time between the two systems.

We can obtain the Heseinberg Langevin for the cascaded quantum system using

the exact same approach as discussed in Sec. 3.3 of chapter 3. Using the Hamiltonian

for the two cascaded systems given in Eq. (7.1), the dynamical equation for b(ω)

reads

˙̂
b(ω) = −iωb̂(ω) + κ1(ω)ĉ1 + κ2(ω)ĉ2e

−iωτ , (7.2)

Integrating this gives

b̂(ω) = e−iω(t−t0)b0(ω) +

∫ t

t0

dt′e−iω(t−t′)
(
κ1(ω)ĉ1(t) + κ2(ω)ĉ2(t)e

−iωτ
)
, (7.3)

Invoking the Markov approximation, which assumes κ1(ω) and κ2(ω) to be indepen-

dent of frequency over a narrow bandwidth of frequencies around the characteristic

frequency Ω. This gives

κ1(Ω) =

√
γ1
2π
, κ2(Ω) =

√
γ2
2π
, (7.4)

while κ1(−Ω) = κ2(−Ω) = 0. This is a crucial step, since it breaks the reflection

invariance as κ1 and κ2 for ngative frequency is 0.

1For simplicity, we consider ℏ = 1 hereafter.
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Similarly, the dynamical equation for a general system operator Â for this cas-

caded setup can be written as

˙̂
A = −i[A,HST

]+

∫
dω κ1(ω)

[
b̂†(ω)

[
Â, ĉ1

]
−
[
Â, ĉ†1

]
b̂(ω)

]
+

∫
dω κ2(ω)

[
b̂†(ω)

[
Â, ĉ2

]
e−iωτ −

[
Â, ĉ†2

]
b̂(ω)eiωτ

]
,

(7.5)

Substituting b̂(ω) from Eq. (7.3) and using Eq. (7.4) eventually gives the required

equation of motion for A, which reads

˙̂
A =− i[A,HST

]− [Â, ĉ†1]
(γ1
2
ĉ1 +

√
γ1b̂in(t)

)
+
(γ1
2
ĉ†1 +

√
γ1b̂

†
in(t)

)[
Â, ĉ1

]
− [Â, ĉ†2]

(γ2
2
ĉ2 +

√
γ1γ2ĉ1(t− τ) +

√
γ2b̂in(t− τ)

)
+
(γ2
2
ĉ†2 +

√
γ1γ2ĉ

†
1(t− τ) +

√
γ2b̂

†
in(t− τ)

)[
Â, ĉ2

]
,

(7.6)

where γ1 and γ2 now represent the decay rate of the two systems. Since the typical

time scale of the dynamics are ∼ γ−1, hence for τ ≪ γ−1, one can neglect the time

delay τ . Thus, when the time delay τ → 0, the above equation simply becomes [154,

156]

˙̂
A =− i[A,HST

]− [Â, ĉ†1]
(γ1
2
ĉ1 +

√
γ1b̂in

)
+
(γ1
2
ĉ†1 +

√
γ1b̂

†
in

)[
Â, ĉ1

]
− [Â, ĉ†2]

(γ2
2
ĉ2 +

√
γ1γ2ĉ1 +

√
γ2b̂in

)
+
(γ2
2
ĉ†2 +

√
γ1γ2ĉ

†
1 +

√
γ2b̂

†
in

)[
Â, ĉ2

]
.

(7.7)

We note that if A is an operator belonging to the first system, then the terms[
A, c†2

]
and [A, c2] in Eq. (7.7) vanish and the Langevin equation contains the terms

corresponding to the first system only and reads

˙̂
A =− i

[
Â,HST

]
− [Â, ĉ†1]

(γ1
2
ĉ1 +

√
γ1b̂in

)
+
(γ1
2
ĉ†1 +

√
γ1b̂

†
in

)[
Â, ĉ1

]
. (7.8)

This is similar to the the Langevin equation of motion as obtained for a single

quantum system that interacts with a reservoir [Eq. (3.30)]. It clearly shows that

there is no effect of system 2 on 1. However, if the operator A corresponds to system

2, then the Langevin equation contains non-zero terms proportional to ĉ1, ĉ
†
1, ĉ2, ĉ

†
2

and b̂in. This shows the influence on system 2 due to system 1 and signifies the

unidirectional flow of information from system 1 to 2 in a cascaded manner.
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7.2 Effective Hamiltonian for cascaded quantum

system

In order to reach Eq. (7.7), we started with the complete Hamiltonian of the two

cascaded components and invoked a unidirectional coupling between the two com-

ponents, which ensured that system 2 is driven by system 1 without any reverse

coupling from system 2 to system 1. However, we can model the cascaded setup

with two components as an effective single quantum system to make things sim-

pler. Using this, we can get an effective Hamiltonian for the cascaded setup which

can be directly used to solve the dynamics of such systems [156]. Thus, our aim

is to find the unitary propagator U(t) that directly generates the evolution of any

general operator Â of the cascaded system and bath in the Heisenberg picture, i.e.,

Â(t) = U †(t)ÂU(t). This unitary operator gives us the required Hamiltonian for an

effective single quantum system.

However, before finding the unitary operator for the cascaded setup, we first

discuss the form of the unitary propagator for a single quantum system in the next

section. We then proceed to find the unitary operator for the cascaded setup in

Sec. 7.2.2.

7.2.1 Unitary propagator for a single quantum system

We consider an arbitrary system operator â. The Langevin equation for such system

is given by Eq. (3.30)

˙̂a = −i[a,HS]−
[
â, ĉ†

](γ
2
ĉ+

√
γb̂in(t)

)
+
(γ
2
ĉ† +

√
γb̂†in(t)

)
[â, ĉ]. (7.9)

The corresponding unitary propagator for the Eq. (7.9) which governs the evolution

of the system and bath can be obtained as [156] 2

U(t) = T exp
{∫ t

t0

[
−iHS + (

√
γĉb̂†in(t

′)−√
γĉ†b̂in(t

′))
]
dt′
}
, (7.10)

2Note that â ≡ âs ⊗ Ib since we have not traced out the bath degree of freedom. Thus, the

evolution of system plus bath can be expressed in terms of unitary propagator U(t) and gives the

corresponding dynamical equation gievn by Eq. (7.9).
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with U(t0) = Is ⊗ Ib and the subscripts s and b correspond to the system and bath

degrees of freedom, respectively.

To understand why U(t) is the unitary propagator for a single quantum system,

we consider the corresponding dynamical equation of the operator â which can be

written as

ȧ = U̇(t)†âU(t) + U †(t)âU̇(t), (7.11)

Further, U̇(t) can be written using Eq. (7.10) which reads

U̇ =
[
−iHS +

(√
γĉb̂†in(t)−

√
γĉ†b̂in(t)

)]
U(t)

=
[
−iHS +

(
L̂b̂†in(t)− L̂†b̂in(t)

)]
U(t)

=M(t)U(t),

(7.12)

where L̂ =
√
γĉ is defined as the coupling operator [156]. Eq. (7.12) gives the

generator M(t) of the unitary operator given by [156]

M(t) =
[
−iHs +

(
L̂b̂†in(t)− L̂†b̂in(t)

)]
. (7.13)

Using Eq. (7.12), we can write Eq. (7.11) as

˙̂a = U̇(t)†âU(t) + U †(t)âU̇(t)

= U †(t)M †(t)âU(t) + U †(t)âM(t)U(t)

= U †(t)
[
iHs +

(
b̂†in(t)L̂

† − b̂in(t)L̂
)]
âU(t)

+ U †(t)â
[
−iHs +

(
L̂b̂†in(t)− L̂†b̂in(t)

)]
U(t)

= −iU †[â, Hs]U(t)− U †
[
â, L̂†

]
b̂in(t)U(t) + U †(t)b̂†in(t)

[
â, L̂

]
U(t).

(7.14)

Further, using the following identity (see Refs. [156] and [157] for more details)[
b̂in(t), U(t)

]
=

√
γ

2
ĉU(t) =

LU(t)

2
, (7.15)

Eq. (7.14) becomes

˙̂a = −iU †[â, Hs]U(t)−U †[â, L†]U(t)b̂in(t)− 1

2
U †[â, L†]LU(t)

+b̂†in(t)U
†(t)
[
â, L̂

]
U(t) +

1

2
U †(t)L̂†

[
â, L̂

]
U(t). (7.16)
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Substituting L̂ =
√
γĉ in the above equation yields the required Langevin equation

[Eq. (7.9)].

Thus, the generatorM(t) yields the same Langevin equation as given in Eq. (7.9).

In the next section, we obtain the unitary propagator for two quantum systems

coupled in a cascaded manner.

7.2.2 Unitary propagator for cascaded system

Here, we consider the system with two cascaded components for which the evolution

of any operator Â corresponding to this cascaded setup is given by Eq. (7.7). One

can find the corresponding unitary propagator for this case also, which is given by

U(t) = T exp
{∫ t

t0
Mcas(t

′)dt′
}
. The generator Mcas(t) for the cascaded system is

now given by [156]

Mcas(t) = −i
(
HS1 +HS2

)
−

√
γ1γ2

2

(
ĉ†2ĉ1 − ĉ†1ĉ2

)
+
(√

γ1ĉ1 +
√
γ2ĉ2

)
b̂†in(t)

−
(√

γ1c
†
1 +

√
γ2c

†
2

)
b̂in(t),

= −i
[
HS1 +HS2 −

i

2

√
γ1γ2

(
ĉ†2ĉ1 − ĉ†1ĉ2

)]
+
[(
L̂1 + L̂2)b̂

†
in(t)−

(
L̂†
1 + L̂†

2

)
b̂in(t)

]
,

(7.17)

where L̂1 =
√
γ1ĉ1 and L̂2 =

√
γ2ĉ2 represent the coupling operator or the Lindblad

operator for the two subsystems.

Similar to the case for a single quantum system, this unitary propagator generates

the equation of motion for an operator A of the cascaded system given by
˙̂
A =

U̇ †ÂU + U †ÂU̇ which exactly matches Eq. (7.7).

Comparing the generator Mcas(t) to the generator for a single quantum system

given by Eq. (7.13), we note that this cascaded system with two components can be

modeled as an effective single quantum system described by an effective Hamiltonian

and the corresponding effective coupling operator given by [156]

Heff =HS1 +HS2 −
i

2

√
γ1γ2

(
ĉ†2ĉ1 − ĉ†1ĉ2

)
, (7.18)

L̂eff =
√
γ1ĉ1 +

√
γ2ĉ2. (7.19)
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Thus, we can model the composite system consisting of two cascaded subsystems as

a single system with an effective Hamiltonian Heff and the corresponding coupling

operator L̂eff . This Hamiltonian can be used to obtain the equation of motion for

an operator Â of the cascaded system given by Eq. (7.7).

As an example, we consider a cascaded system consisting of two empty cavities

with cavity field operators â1 and â2 with the corresponding decay rates κ1 and κ2.

We can directly write the Heisenberg-Langevin equations for the two cavities using

Eqs. (7.18) and (7.19).

˙̂a1(t) = −i
(
∆c1 +

κ1
2

)
â1(t)−

√
κ1b̂in(t), (7.20)

˙̂a2(t) = −i
(
∆c2 +

κ2
2

)
â2(t)−

√
κ1κ2â1(t)−

√
κ2b̂in(t), (7.21)

where ∆c1 and ∆c2 are the cavity detunings for the two cavities. Eq. (7.21) shows

the effect of cavity 1 on the dynamics of cavity 2, which is due to the driving of

cavity 2 by the output from cavity 1. At the same time, the dynamics of cavity 1 is

not affected by cavity 2, as seen from Eq. (7.20). The corresponding input-output

relation for this effective system becomes [156, 158]

b̂out = b̂in + L̂eff = b̂in +
√
κ1â1(t) +

√
κ2â2(t). (7.22)

which shows that the output field consists of the contribution from the input field

and the two cavities.

This description of the cascaded setup using an effective Hamiltonian becomes

useful in describing the interaction of a quantum system with pulses of radiation.

The interaction of a quantum system with an input pulse is modeled in terms of

a virtual cavity that drives the quantum system of interest in a cascaded manner

[79, 80].

7.3 Kiilerich-Mølmer input-output theory

In this section, we introduce the complete input-output theory that describes the

interaction of a local quantum system with incident pulses of radiation [79, 80]. It

is based on master equation formalism and serves as an efficient tool to study the
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dynamics of interaction of an input light pulse prepared in an arbitrary quantum

state interacting with a local quantum system which may scatter into an output

field with a single mode or multiple modes with different pulse shapes. In general,

the local quantum system here can be atom, cavity, or atom-cavity systems.

The fundamental idea behind this formalism is to model the input pulse of the

quantum field interacing with the quantum system of interest as an output field

released from a virtual input cavity that gets coupled to the quantum system with

a complex time-dependent coupling. This virtual cavity simply emits the required

pulse shape of the input field and is coupled to the quantum system of interest in

a cascaded manner which drives the quantum system of interest. Similarly, this

treatment is extended to model the scattered output field pulse as a virtual output

cavity that captures the scattered output mode shape. This modeling enables us

to solve the master equation of the full system, which gives the entire dynamics of

the system along with the input and output field modes. We start by discussing the

dynamics of the modeling of the input pulse as a virtual cavity which gets coupled

to the quantum system of interest in a cascaded manner.

7.3.1 Modeling of an input field pulse by virtual cavity

u(t)

ĉ

Figure 7.2: An atom-cavity system driven by an input field with pulse shape

u(t). ĉ is the cavity operator.

We consider an atom-cavity system with Hamiltonian Ĥs, which is driven by an

input field with temporal pulse shape u(t) through one of the mirrors as shown in

Fig. 7.2. This can be modeled by an effective cascaded quantum system consisting

of a virtual input cavity and the quantum system of interest. The input pulse is now

replaced by a virtual cavity with a complex time-dependent coupling gu(t) [79, 80].
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This complex time-dependent coupling ensures that the virtual cavity releases an

output field with the required pulse shape u(t) that drives the quantum system of

interest, as shown in Fig. 7.3.

u(t)

gu(t)

âu ĉ

Figure 7.3: The input pulse is modeled as an output from a virtual cavity with

cavity mode âu with complex time-dependent coupling gu(t) which releases the

required pulse shape u(t).

The dynamics of this cascaded system can now be obtained using the master

equation approach. For this, we can use the effective Hamiltonian approach as

discussed in Sec. 7.2 to describe the coupling between the virtual input cavity and

the quantum system. Following Eq. (7.18), this entire setup, as shown in Fig. 7.3

can be described by an effective Hamiltonian given by [79, 80]

H = Hs +
i

2

(√
κgu(t)â

†
uĉ−H.c.

)
, (7.23)

where ĉ and âu are the operators for the system cavity and the virtual cavity field

mode, respectively. κ is the decay rate of the system cavity. The Lindblad dissipator

D[L̂0] for this effective system is described by the following operator [see Eq. (7.19)]

L̂0(t) =
√
κĉ+ g∗u(t)âu, (7.24)

where the complex time-dependent coupling strength gu(t) is given in terms of the

pulse shape u(t) as [79, 80]

gu(t) =
u∗(t)√

1−
∫ t

0
|u(t′)|2dt′

. (7.25)

This time-dependent coupling results in the emission from the virtual cavity into a

wavepacket of the required shape u(t), which drives the quantum system.

The master equation for the effective system described by the combined state,
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ρus of the virtual input cavity and the quantum system is given by [80]

dρus
dt

= −i[H, ρus] +D[L̂0]ρus +
∑
i

D[L̂i]ρus, (7.26)

where L̂i represents the additional Lindblad operators for the given quantum system.

Eq. (7.26) can be further simplified by substituting Ĥ which gives

dρus
dt

= −i[Hs, ρus] +
√
κgu(t)

(
ĉρusâ

†
u − ρusâ

†
uĉ
)
+
√
κg∗u(t)

(
âuρusĉ

† − âuĉ
†ρus

)
+D[

√
κĉ]ρus +D[g∗u(t)âu]ρus +

∑
i

D[L̂i]ρus,

(7.27)

The commutator of ρus with the interaction term in the Hamiltonian in Eq. (7.23)

along with the term D[L̂0]ρus in Eq. (7.27) contribute together for the unidirectional

flow of the input field. This can be seen from Eq. (7.27), where the density matrix

ρus is only acted by the annihilation operator âu from the left and the creation

operator â†u from the right. Thus, the input field is always annihilated from the

virtual input cavity, which is the key requirement for the cascaded coupling of the

virtual cavity to the system.

7.3.2 Obtaining the intensity and mode shape of the output

field

The time-dependent Lindblad operator, L̂0(t) described in Eq. (7.24) resembles the

standard input-output relation âout(t) =
√
κĉ + âin(t), for a cavity field mode ĉ

interacting with an input field âin. This shows that the output field includes the

contribution from the emission by the quantum system and the input field. Further,

this also hints towards a direct correspondence between the Lindblad operator L̂0(t)

and the output field from the cavity. Hence, the intensity of the output field in this

theory is simply given by Iout(t) =
〈
[L̂0(t)]

†L̂0(t)
〉
.

Another important quantity of interest is the two-time autocorrelation function

of the output field which is defined as [80] (see Appendix B.1)

g(1)(t, t′) =
〈
[L̂0(t)]

†L̂0(t
′)
〉
= Tr

{
L̂†
0(t)V (t, t′)

{
L̂0(t

′)ρus(t
′)
}}

, (7.28)
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where V (t, t′) represents the time evolution operator for the density matrix ρus. The

usefulness of this two-time correlation function comes from its eigenmode decompo-

sition [80]

g(1)(t, t′) =
〈
[L̂0(t)]

†L̂0(t
′)
〉
=
∑
i

niv
∗
i (t)vi(t

′), (7.29)

which directly gives the set of most prominent orthogonal output modes in the

output field given by vi(t) along with the corresponding number of excitations ni

associated with each mode.

Since L̂0(t) represents the output field from the cavity, g(1)(t, t′) in Eq. (7.29)

denotes the correlation between the output electric field at different times. It is

well known that the Fourier transform of the standard two-time correlation function

of the electric field is used to obtain the spectrum of the field in the frequency

domain [159]. In the present case, this autocorrelation function is used to obtain the

shape of the orthogonal temporal field modes and the degree of excitation, which is

obtained using the diagonalization of the autocorrelation function over a finite time

grid, also known as the Mercer’s expansion [131, 160]. Experimentally, obtaining the

temporal modes through this method has been achieved using homodyne detection

setup [161].

7.3.3 Dynamics of full cascaded system and quantum state

of the output field

Here we discuss how one can completely determine the exact quantum state of a

given output mode with shape v(t). To gain complete knowledge about the state of

an output field mode of shape v(t), a virtual output cavity is now attached to the

quantum system of interest. It is coupled to the quantum system with the corre-

sponding time-dependent input coupling gv(t) in a cascaded manner such that the

virtual output cavity completely captures the required output mode v(t). The cor-

responding complex time-dependent coupling gv(t) in order to acquire the required

output mode v(t) is given by [79, 80]

gv(t) = − v∗(t)√∫ t

0
|v(t′)|2dt′

. (7.30)
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u(t)

gu (t)

gv(
t)

v(t)

γ

âu

âv

ĉ

Figure 7.4: Full cascaded system with virtual input cavity (with cavity mode

âu) relasing the required input mode with pulse shape u(t), and a virtual output

cavity (with cavity mode âv) which captures the output mode with mode shape

v(t). gu(t), and gv(t) are the corresponding complex time-dependent coupling

strengths of the the virtual input and output cavity, respectively.

The state of the entire system can now be described by an effective cascaded

quantum system consisting of the three components, which include: (a) The virtual

input cavity with cavity mode âu that releases the input pulse. (b) The quantum

system, which interacts with the input field and (c) the virtual output cavity with

cavity mode âv, which gradually acquires the output field mode. This is described

in Fig. 7.4.

The Hamiltonian of the entire cascaded system with the system operator ĉ and

the input and output virtual cavity field operators given by âu and âv, respectively,

reads [79, 80]

H = Hs +
i

2

(√
κgu(t)â

†
uĉ+

√
κg∗v(t)ĉ

†âv + gu(t)g
∗
v(t)â

†
uâv −H.c.

)
. (7.31)

The damping term is now described by the Lindblad dissipator D[L̂′
0(t)] with

L̂′
0(t) =

√
κĉ+ g∗u(t)âu + g∗v(t)âv, (7.32)

which shows the contributions from the system and the two virtual cavities.

Solving the master equation for this complete cascaded system (represented by

state ρusv in the Hilbert space of the virtual input cavity, the system and the virtual

output cavity) gives complete information about the quantum state of the outgoing

field mode. One can use this effective Hamiltonian to know the exact state of any
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desired output field mode. In other words, the virtual output cavity with the the

input coupling gv(t) simply acts as a filter to capture the required ouptut mode

with pulse shape v(t), while the other output modes are described as loss and get

reflected off from the virtual output cavity.

Moreover, if the output field consists of multiple modes denoted by vi(t), we can

also accommodate them using this theory. This is done by considering a sequence

of cascaded virtual output cavities with the corresponding coupling strengths gvi(t)

placed one after the other. In this approach, each virtual cavity with cavity mode

âvi acts as a filter for the corresponding output mode vi(t). (See the Appendix of

[80] for more details). In the next section, we discuss an example applying this

theory [79, 80].

7.3.4 Multiple output modes from an empty cavity with

phase noise

(a)

0 1 2 3 4 5 6 7
×10−6

−0.2

0

0.2

0.4

0.6

Time (s)

v
(t
)

n1 = 0.45
n2 = 0.18
n3 = 0.10

(b)

Figure 7.5: Input fock state |1⟩ to an empty cavity with phase noise. (a) Two

time correlation function, g(1)(t1, t2) obtained numericallly using Eq. (7.28). (b)

Shape of the first three prominent output modes along with the mean excita-

tion carried by each mode. The cavity parameters considered are (κ, κp) =

(2, 2) MHz.

Here, we consider a simple example of an empty cavity as a quantum system of
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interest that carries a phase noise corresponding to an additional Lindblad operator

L̂1 =
√
κpĉ

†ĉ in Eq. (7.26) as discussed in [80]. We consider the input field as fock

state |1⟩ with a Gaussian pulse shape given by

u(t) =
1√
τπ1/4

exp

{
−(t− t0)

2

2τ 2

}
, (7.33)

with temporal width τ centered at t0.

The output field can be obtained using the two-time correlation function, which

reveals that the output field consists of multiple orthogonal output modes. Fig. 7.5(a)

shows the plot for the two-time correlation function g(1)(t1, t2) obtained numericallly

using Eq. (7.28). Fig. 7.5(b) shows the first three prominent orthogonal modes of

the output field along with the quanta of excitation carried by each mode. This

shows that the maximum population carried by the most dominant mode is 0.45.

Further, as expected, the excitations carried by all the modes sum up to 1, i.e.,∑
i ni = 1. The numerical calculations are done using the QuTiP toolbox [102, 162].

The cavity parameters taken for the above calculations are (κ, κp) = (2, 2) MHz.

Thus, using this theory, we can solve the dynamics of arbitrary atom-cavity

systems interacting with quantum pulses of radiation and obtain the exact state of

the single or multiple field output modes. However, one should note that this is

based on solving the master equation of the full cascaded system. This can pose

difficulty if the Hilbert space dimension of the full system, N , becomes very large

as this amounts to the evolution of the density matrix of order N2. However, an

alternate approach to overcome this computational complexity is to use the Monte

Carlo wave function method (MCWF) [163], which is based on unraveling the master

equation into a set of quantum trajectories. This method uses the evolution of wave

function, which is a N dimensional state vector using an effective non-Hermitian

Hamiltonian (see Appendix B.2 for details).

In the next chapter, we use the this complete input-output theory to investigate

the photon-subtraction process using an atom-cavity system.
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Chapter 8

Photon subtraction using

atom-cavity interactions

The photon subtraction process removes a single photon from a given incident field

with state |n⟩ and converts it to state |n− 1⟩. It is an important tool in quantum

information and long-range quantum communication and is useful in generating non-

classical states of light [81, 82, 83, 84, 85, 86], verifying the fundamental nature of

quantum mechanics [87, 88], and increasing the entanglement between the Gaussian

states [164, 165].

The most common scheme to subtract a single photon from the input field has

been implemented using a beam splitter with very high transmissivity, with one

detector placed in one of the output modes. However, it is a probabilistic process

relying on the heralded detection of a single photon, which indicates that a single

photon has been subtracted from the input light field and accompanies the disad-

vantage of having low success rates [87]. Moreover, in this scheme, the subtracted

single photon is detected and lost, and only the photon subtracted state is available

and used to implement quantum information processing tasks.

Another method for single photon subtraction uses atom-cavity interactions,

which can subtract a single photon with very high efficiencies. Moreover, the sub-

tracted single photon is spatially separated and can be used to implement further
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quantum information processing tasks. The only limiting factor in the photon sub-

traction process using the atom-cavity system is the decay rate of the excited state

of the atom. The photon-subtraction scheme using atom-cavity interactions includes

a three-level atom coupled to an optical cavity [14]. The two transitions of the atom

are coupled to the two orthogonal polarization through different cavity modes. An

input pulse with state |n⟩ and carrying a particular polarization corresponding to

one of the transitions is transformed to the state |n− 1⟩ along with the emission of

a single photon state |1⟩ in the orthogonal polarization mode.

In this chapter, we investigate the photon subtraction process using complete

input-output theory as discussed in the previous chapter. This reveals the scattering

of the output field into multiple modes upon the photon subtraction process and

provides a clear picture of the photon-subtraction process. We first describe the

photon-subtraction scheme using atom-cavity interactions in Sec. 8.1. Subsequently,

in Sec. 8.2, we discuss the dynamics for the photon-subtraction process applying the

complete input-output theory [79]. We verify the photon subtraction for the input

field as the fock state |1⟩, which matches with the usual description of the photon

subtraction process [14] in Sec 8.2.1. In the subsequent sections, we discuss the

photon subtraction for the input field containing more than one photon, which does

not fit into the standard single mode description of the photon subtracted field. In

each case, we also find out the state of the prominent output modes in the output

field.

8.1 Photon subtraction scheme using atom cavity

system

The photon-subtraction process using an atom-cavity system consists of a Λ-type

three-level atom with two degenerate ground states (|g⟩, |s⟩) and one excited state

(|e⟩). The two atomic transitions |g⟩ ↔ |e⟩ and |e⟩ ↔ |s⟩ are coupled to the two

orthogonal cavity modes â and b̂ respectively, corresponding to the two orthogonal

polarization components of light. The system is shown in Fig. 8.1. Here, κ is the

decay rate of the cavity field modes, which is considered to be the same for both
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cavities.

κ

κ

|g〉 |s〉

|e〉

â b̂

Figure 8.1: Atom-cavity system used as a photon subtractor. A lambda-type

three-level atom with two ground states |g⟩, |s⟩ and one excited state |e⟩ is

considered. Here, the transition |g⟩ ↔ |e⟩ is coupled to the horizontal cavity

mode â (shown in red), while the transition |e⟩ ↔ |s⟩ is coupled to an identical

vertical cavity mode |b⟩ (shown in blue). κ is the decay rate of the two cavities.

If the initial state of the atom is |g⟩, and an input light pulse with temporal

width τ is sent as an input to drive the horizontal cavity mode â (shown in red), it

gets coupled to the atomic transition |g⟩ → |e⟩. For the case when the input pulse

with sufficient temporal pulse width, i.e., τ ≫ κ−1 (also known as the adiabatic

limit), the adiabatic following takes place which results in the transfer of the atomic

state from |g⟩ to |s⟩. This leads to the emission of a single photon into the vertical

cavity mode (shown in blue) [14] which eventually leaks out of the cavity mode b̂

with a decay rate of κ. This complete transfer of the atomic state from |g⟩ to |s⟩
resulting in the single photon emission into the vertical cavity mode has been shown

in [14] using the space-time description model.

The entire process results in the single photon subtraction from the input pulse

containing n photons giving (n−1) photons in the output from the horizontal cavity

and a single photon in the output from the vertical cavity mode. Since the atomic

state is transferred from |g⟩ to |s⟩ in this process, the atom-cavity system becomes

transparent to further photons in the input field, and there is no further subtraction

of the photons from the input field.

The extraction of a single photon from the input field has been experimentally

verified for a weak classical input pulse following a similar protocol based on a three-

level atom in which the two transitions of the atom are coupled to the different
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directions of a single mode wave-guide [166]. Here, the subtracted single photon

gets deterministically reflected, while the rest of the photons get transmitted.

Unlike other protocols, in the photon subtraction scheme based on a single three-

level atom, not more than a single photon can be subtracted since after the transition

of the atom from one ground state to another, the system becomes transparent to

the further photons in the input pulse.

The photon-subtraction using the atom-cavity system seems promising for use

in the quantum information protocols. However, one needs to be careful, as we will

see that removing a single photon from the input state does not guarantee that the

input state |n⟩ will transform to |n− 1⟩. We also need to know how a given input

state gets modified after the removal of the single photon. In this work, we show

that although there is always a single photon that is being removed from the input

field, the state after the photon subtraction gets scattered over multiple orthogonal

temporal modes. This may affect the quantum information processes and protocols

that depend on the photon subtraction.

In the upcoming section, we show that for an input field pulse consisting of more

than one photon, the usual description of the photon-subtraction process in terms

of a single mode output field as proposed in [14] does not apply. The output field

from the cavity modes in such cases is scattered over multiple orthogonal temporal

modes, with each mode carrying a different amount of excitation and having a

different quantum state. We will also discuss the example of photon subtraction

by considering different kind of states in the input field such as fock state |n⟩ (n =

1, 2, 3), superposition state (|1⟩+ |2⟩)/
√
(2) and a weak coherent state |α = 1⟩.
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8.2 Obtaining the dynamics of photon-subtraction

using complete input-output theory

We consider the atom-cavity system used as a photon subtractor as described in

Fig. 8.1. The Hamiltonian in the interaction picture for this system is given by

Hs = ℏg(|e⟩⟨g| â+ |e⟩⟨s| b̂+H.c). (8.1)

Here, it is assumed that both the transitions are in resonance with the cavity mode

frequency. As discussed in Sec. 8.1, if the initial state of the atom is |g⟩, and the

cavity mode â is driven by the input quantum pulse, the atomic state transfers from

|g⟩ to |s⟩ resulting in a single photon into the vertical cavity mode b̂.

|g〉 |s〉

|e〉

â b̂

Figure 8.2: Virtual input and output cavities attached to both cavity modes to

obtain the state of the output field mode.

In order to gain complete information about the output field from the two cavity

modes as shown in Fig. 8.1, we apply the KMIO formalism as discussed in Sec. 7.3.

To proceed, we simply consider the atom-cavity system in Fig. 8.1, and attach the

virtual input and output cavities with complex time-dependent couplings to each

cavity mode. The effective system after attaching the cascaded virtual cavities is

shown in Fig. 8.2.

Following the approach as discussed in Sec. 7.3 and using Eq. (7.31), the Hamil-

tonian for the complete system consisting of two sets of virtual cavities attached to

the quantum system as shown in Fig. 8.1 can be written as [79, 80]
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Hf = Hs+Hca +Hcb ,

= Hs+
i

2

(√
κgua(t)â

†
uâ+

√
κg∗va(t)â

†âv + gua(t)g
∗
va(t)â

†
uâv −H.c

)
+

i

2

(√
κgub(t)b̂

†
ub̂+

√
κg∗vb(t)b̂

†b̂v + gub(t)g
∗
vb(t)b̂

†
ub̂v −H.c

)
.

(8.2)

Here, Hs is the system Hamiltonian given by Eq. (8.1). Hca and Hcb denote the

Hamiltonians corresponding to the cascaded interactions of the virtual input and

output cavities with the cavity modes â and b̂ respectively. âu(b̂u) denote the cavity

field mode operators for the virtual input cavity attached to the horizontal (vertical)

cavity mode â (b̂). Similarly, âv (b̂v) represents the cavity mode operator for the

virtual output cavity coupled to the cavity mode â (b̂) as shown in Fig. 8.2.

The corresponding Lindblad operators associated with the two decay channels

corresponding to the two cavity modes â and b̂ respectively in accordance with

Eq. (7.32) are [80]

L̂a(t) =
√
κâ+ g∗ua(t)âu + g∗va(t)âv, (8.3)

L̂b(t) =
√
κb̂+ g∗ub(t)b̂u + g∗vb(t)b̂v, (8.4)

with the corresponding coupling strengths of these virtual input and output cavities

given by

gua(t) =
u∗a(t)√

1−
∫ t

0
|ua(t′)|2dt′

, gub(t) =
u∗b(t)√

1−
∫ t

0
|ub(t′)|2dt′

, (8.5)

gva(t) = − v∗a(t)√∫ t

0
|va(t′)|2dt′

, gvb(t) = − v∗b (t)√∫ t

0
|vb(t′)|2dt′

, (8.6)

where ua(t) and va(t) are the mode shpaes corresponding to the input, and the out-

put field modes of the cavity â, respectively. Similarly, ub(t) and vb(t) correspond to

the mode shapes of the input, and the output field of the cavity mode b̂, respectively.

Solving the master equation for the complete system using this Hamiltonian and

the corresponding Lindblad dissipator D[L̂a(t)] and D[L̂b(t)] gives us the required

quantum state of the outgoing field mode after the photon subtraction process. To

solve the master equation for the full system, we require the information about

the mode shapes va(t) and vb(t) corresponding to the output field modes âv and b̂v

respectively.
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The most prominent output modes can be calculated using the the two-time

auto-correlation function following the approach discussed in Sec. 7.3.2. For this,

we consider the atom-cavity system being attached to the virtual input cavities only.

Following Eq. (7.23), the Hamiltonian for such a system can be written as

H = Hs+
i

2

[√
κgua(t)â

†
uâ−

√
κg∗ua(t)âuâ

†]+ i

2

[√
κgub(t)b̂

†
ub̂−

√
κg∗ub(t)b̂ub̂

†
]
,

(8.7)

The Lindblad operators for the two decay channels corresponding to the two cavity

modes â and b̂ will simply become (from Eq. 7.24)

L̂0
a(t) =

√
κâ+ g∗ua(t)âu, (8.8)

L̂0
b(t) =

√
κb̂+ g∗ub(t)b̂u. (8.9)

Solving the master equation for this system with the Hamiltonian in Eq. (8.7) along

with the Lindblad operators in Eqs. (8.8) and (8.9) gives the required output corre-

lation functions corresponding to the two decay channels as

g(1)a (t, t′) =
〈
L̂0†
a (t)L̂0

a(t)
〉

and g
(1)
b (t, t′) =

〈
L̂0†
b (t)L̂0

b(t)
〉
. (8.10)

Here g
(1)
a (t, t′) and g

(1)
b (t, t′) denotes the two time correlation function corresponding

to the cavity mode â and b̂, respectively. Finally, the eigen mode decomposition of

the two time correlation functions g
(1)
a (t, t′) and g

(1)
b (t, t′) given by

g(1)a (t, t′) =
∑
i

naiv
∗
ai(t)vai(t

′), (8.11)

g
(1)
b (t, t′) =

∑
i

nbiv
∗
bi(t)vbi(t

′), (8.12)

gives us the output mode vai(t) and vbi(t), respectively along with the associated

photon excitation number nai and nbi, respectively.

In the next section, we consider the input field as fock state |1⟩ and verify

the photon-subtraction process using the Hamiltonian in Eq. (8.2), with the decay

channels described by Eqs. (8.3) and (8.4).

8.2.1 Input with fock state |1⟩

We start with the simplest case when the input field is a single fock state, |1⟩ with
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a Gaussian pulse shape given by

ua(t) =
1√
τπ1/4

exp

{
−(t− t0)

2

2τ 2

}
, (8.13)

with temporal width τ .

In order to obtain the complete dynamics of the photon subtraction process, we

solve the following master equation for the full system given by

dρ

dt
= −i[Hf (t), ρ] +

∑
i=a,b

D[Li]ρ, (8.14)

where ρ is the density matrix of the complete system with

D[L̂i]ρ =
1

2

(
2L̂iρL̂

†
i − L̂†

i L̂iρ− ρL̂†
i L̂i

)
. (8.15)

Here, Hf is the Hamiltonian for the full system given by Eq. (8.2), while D[L̂a(t)]

and D[L̂b(t)] describe the corresponding Lindblad dissipators in Eq. (8.3) and (8.4).

Note that we do not consider the finite decay rate of the atom into account which

will be discussed later.
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Figure 8.3: Input fock state |1⟩. (a) Output mode shape obtained from the

vertical cavity mode (red) corresponding to the fock state |1⟩ and the input

pulse with Gaussian profile ua(t) (blue). (b) Probability of the atom in |g⟩
and |s⟩ and mean excitation in the output mode nvb =

〈
b†vbv

〉
. The cavity

parameters taken for the calculations are (g, κ) = 2π × (30, 60) MHz.

Since we have a single photon pulse in the input, the photon subtraction in this

case would simply correspond to vacuum in the mode âv and a single photon in the
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mode b̂v. We expect the single photon in the output mode b̂v with the same mode

shape as that of the input pulse. To confirm this, we first calculate the two time

correlation functions corresponding to the two decay channels given by Eq. (8.11)

and (8.12). It is found that the eigenmode decomposition of the autocorrelation

function g
(1)
b (t, t′) gives a single mode with the same Gaussian pulse shape as that

of the input. This single mode carries single excitation while there is no photon in

the output mode âv. Fig. 8.3(a) shows the numerically obtained shape of the output

mode vb(t) (shown in blue) along with the input pulse shape (shown in red). From

Fig. 8.3(a), it is confirmed that we obtain the same Gaussian profile as the input

pulse except for a phase difference.

Next, we take this same Gaussian shape for the output mode and solve the

master equation in Eq. (8.14) for the full system. The initial state of the full system

given by ρ(0) = |Ψ(0)⟩⟨Ψ(0)|, with

|Ψ(0)⟩ = |ψ⟩ua ⊗ |ψ⟩ub ⊗ |ψ⟩a ⊗ |ψ⟩b ⊗ |ψ⟩A ⊗ |ψ⟩va ⊗ |ψ⟩vb
= |1⟩ua |0⟩ub |0⟩a |0⟩b |g⟩A |0⟩va |0⟩vb .

(8.16)

Here, |ψ⟩ua and |ψ⟩ub represents the initial state of the two input virtual cavities

which are coupled to the cavity modes â and b̂ respectively. Similarly, |ψ⟩va and

|ψ⟩vb represent the initial state of the two virtual output cavities. |ψ⟩a and |ψ⟩b are
the initial state corresponding to the horizontal and vertical cavity modes â and b̂

respectively, and |ψ⟩A is the initial state of the three-level atom.

Taking the initial state as specified in Eq. (8.16) and numerically solving the

master equation of the full system gives us the final state of the complete system

i.e., ρ(t). We plot the probability of the atom in the state |g⟩ and |s⟩ and the mean

excitation in the virtual output cavity mode b̂v given by nvb =
〈
b†vbv

〉
as a function

of time in Fig. 8.3(b). From Fig. 8.3(b), its clear that there is a complete transfer

of the atomic state from |g⟩ to |s⟩ with time. Furthermore, the average excitation

in the virtual output cavity i.e., nvb saturates to ∼ 1 as the atomic state goes to

|s⟩. This indicates the complete capture of the output mode vb(t) by the virtual

output cavity. Thus, the single photon in the input pulse is completely transferred

to the vertical cavity mode and confirms the photon-subtraction process. All these

numerical calculations are performed using the QuTiP toolbox [102, 162]. The cavity
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parameters taken for the above calculations are (g, κ, τ−1) = 2π × (30, 60, 3) MHz

which gives the required condition, κτ ≫ 1 for the population transfer from the

atomic state |g⟩ to |s⟩ leading to the photon-subtraction [14].

Hence, for a single photon in the input field, we get a corresponding single mode

in the output mode b̂v upon the photon-subtraction. However, as we will see, this

simplified description of single photon subtraction fails when we consider the input

fock state with more than one photon which is discussed in the subsequent sections.

8.2.2 Input with fock state |2⟩

Here, we consider the input state as fock state |2⟩ with the same Gaussian pulse

shape given by Eq. (8.13). Owing to the photon subtraction process, one expects

the subtraction of a single photon from the input state |2⟩ in this case also. It is

expected that the subtracted single photon should show up as a single mode output

from the vertical cavity mode, while the remaining single photon should come out

from the output of the horizontal cavity mode.

Surprisingly, this is not the case for the input field consisting of fock state |2⟩,
and we observe multiple output modes in the output field from both cavities. To

understand this multi-mode character of the output field, we calculate the set of

most prominent output modes and the mean excitation associated with each of

these modes.

Figs. 8.4(a) and 8.4(b) show the set of the most prominent orthogonal output

modes obtained numerically, along with the number of excitation carried by each

mode. From Fig. 8.4, it is clear that the output field from both the cavities is

scattered over multiple modes. The excitation carried by the most prominent mode

in the output from both cavities is ∼ 0.84. Thus, the single excitation in the output

field is now distributed over the multiple orthogonal modes.

Nevertheless, the sum of the total excitation corresponding to all the output

modes for each cavity is ∼ 1 i.e.,
∑

i nai =
∑

i nbi = 1. This is expected as the total

excitation has to be conserved since we did not consider the spontaneous decay
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Figure 8.4: Input fock state |2⟩. (a), (b) First three prominent output modes

from horizontal and vertical cavity modes, respectively, along with the photon

fraction corresponding to each mode.

rate of the atomic state |e⟩ into the free space modes. Thus, the total excitation

(
∑

i nai +
∑

i nbi = 2) is conserved. The effect of the finite decay rate shows up as a

decrease in the total excitation carried by the output field modes (see Appendix C

for more details). However, obtaining the correct mode shape and the corresponding

mean excitation is not enough to get the complete knowledge of the state of these

output modes. In the next section, we analyse the output state of these modes.

8.2.2.1 State of the output field

Once we get the set of most prominent output modes corresponding to the two

cavity modes, we can find out the associated state of these output modes using

Eq. (8.14). Let ρva1,va2..van,vb1,vb2,..vbn represents the total output state density matrix.

The marginal density matrix of any output mode can be calculated from here. There

are mainly two states of interest, the density matrix of the photon subtracted state

and the density matrix of the single photon state. We focus on these two states in the

output. This requires taking into account all the orthogonal modes, which increases

the numerical complexity due to the increase in the Hilbert space dimensions of the

density matrix. However, we can still find out the output state considering only the

first two prominent orthogonal modes from each cavity i.e. (va1, va2) and (vb1, vb2)

respectively since they carry most amount of the total excitation i.e., na1 + na2 =
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nb1 + nb2 ∼ 0.93.

The density matrix ρva1,va2 for the photon subtracted state coming out of the

horizontal cavity in the fock basis {|0, 0⟩ , |0, 1⟩ , |1, 0⟩ , |1, 1⟩} is given by

ρva1,va2 =


0.07 0 0 0

0 0.1 −0.08 0

0 −0.08 0.83 0

0 0 0 0

 . (8.17)

Similarly, the density matrix ρvb1,vb2 for the output from the vertical cavity mode is

obtained to be

ρvb1,vb2 =


0.07 0 0 0

0 0.1 0.07 0

0 0.07 0.83 0

0 0 0 0

 , (8.18)

which reiterates the fact that the contribution of the photon emission into the first

mode is highest, which carries maximum excitation (∼ 0.83). Also, these two density

matrix indicates that the two output modes in the photon-subtracted state as well

as the single photon state are correlated with each other.

We can also obtain the individual density matrix of the most prominent mode

for the photon subtracted and the single photon state which turn out to be the same

and are given by (in the basis {|0⟩ , |1⟩})

ρva1 ≃ ρvb1 =

0.17 0

0 0.83

 . (8.19)

In order to see whether there is any correlation between the photon subtracted

state and the single photon state, we also calculate the joint density matrix of the

most prominent output mode of the photon subtracted field and the single photon

state, which is given by
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ρva1,vb1 =


0.168 0 0 0

0 0.005 0 0

0 0 0.003 0

0 0 0 0.823

 , (8.20)

which is a diagonal matrix and does not show any entanglement between the two

modes. Note that there is a finite contribution from the vacuum in both output

modes. This is because we did not take into account all the modes except for the

first prominent mode from the output of each cavity i.e., va1(t) and vb1(t).

8.2.3 Input with fock state |3⟩

For the case when the input state is the fock state |3⟩, we follow the same approach

as in the previous section. Fig. 8.5 shows the first three dominant orthogonal output

modes from both cavity modes and the mean excitation carried by each mode. The

most prominent output mode from the vertical cavity mode carries ∼ 0.8 quanta of

excitation [Fig. 8.5(b)]. The primary output mode from the horizontal cavity mode

carries ∼ 1.76 as the mean excitation number [Fig. 8.5(a)].
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Figure 8.5: Input fock state |3⟩. (a), (b) First three prominent output modes

from horizontal and vertical cavity, respectively, along with the photon excita-

tion corresponding to each mode.

If we consider the total excitation number carried by the output from each cavity,
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it follows that
∑

i nai = 2 and
∑

i nbi = 1. This confirms that, on average, one

photon is subtracted and shows up in the vertical output modes, while the remaining

two are present in the output modes of the photon subtracted state. In order to

confirm the fock state components associated with each output, we do the output

state analysis as discussed in the previous section. The joint density matrix ρva1,va2

for the photon subtracted state in the basis

{|0, 0⟩ , |0, 1⟩ , |1, 0⟩ , |0, 2⟩ , |1, 1⟩ , |2, 0⟩ , |1, 2⟩ , |2, 1⟩ , |2, 2⟩} is obtained as

ρva1,va2 =



0.01 0 0 0 0 0 0 0 0

0 0.01 1.15× 10−3 0 0 0 0 0 0

0 1.15× 10−3 0.079 0 0 0 0 0 0

0 0 0 0.01 −2.36× 10−3 0.061 0 0 0

0 0 0 −2.36× 10−3 0.12 −0.11 0 0 0

0 0 0 0.061 −0.11 0.77 0 0 0

0 0 0 0 0 0 6.24× 10−5 −7.06× 10−5 0

0 0 0 0 0 0 −7.06× 10−5 7.98× 10−5 0

0 0 0 0 0 0 0 0 0



.

(8.21)

It is clear from the above density matrix that it is divided into smaller diagonal

blocks where the total number of photons is conserved. Similarly, the density matrix

for the single photon state ρvb1,vb2 for the output from the vertical cavity mode in

the basis {|0, 0⟩ , |0, 1⟩ , |1, 0⟩ , |1, 1⟩} is given by

ρvb1,vb2 =


0.094 0 0 0

0 0.116 0.066 0

0 0.066 0.790 0

0 0 0 0

 , (8.22)

which again indicates a correlation between the two prominent output modes.

The density matrix of the first two prominent modes of the photon subtracted

state in the basis {|0⟩ , |1⟩ , |2⟩} are
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ρva1 =


0.031 0 0

0 0.199 0

0 0 0.77

 , ρva2 =


0.86 0 0

0 0.13 0

0 0 0.01

 , (8.23)

which reveals that in the photon subtraction from the fock state |3⟩, although the

photon subtracted modes contain 2 photon excitation, the state of the prominent

modes consists of contribution from both |1⟩ as well as |2⟩ fock state. However,

the subtracted single photon which shows up in the output from the vertical cavity

mode still consists of only fock state |1⟩ component.

8.2.4 Input with superposition state
|1⟩+ |2⟩√

2

Here, we discuss the case when the input is in a superposition of fock states |1⟩
and |2⟩ respectively which is an interesting state since it carries 1.5 mean number

of photons. To understand how the atom-cavity system interacts with this state

as the input, we first obtain the most prominent mode as earlier. Fig 8.6 shows

the first three dominant output modes along with the excitation number carried by

each mode for the output from both cavities. From Fig. 8.6(b), it is clear that the

most prominent mode in the output from the vertical cavity mode carries ∼ 0.88

excitation number. Also, the sum of the mean excitation number carried by all

modes in this case, is 1 i.e.,
∑

i nbi = 1, which reiterates that even when we send

a superposition state, all the vertical output modes still carry 1 excitation in total.

While the remaining 0.5 excitation is being carried by the output modes from the

horizontal cavity (
∑

i nai = 0.5) [Fig. 8.6(a)] where the dominant mode carries most

of the excitation (∼ 0.42). Thus, on average, one photon is being subtracted even

when we send a superposition state and shows up in multiple orthogonal output

modes.

A close inspection of the orthogonal output modes of the photon subtracted state

corresponding to different inputs reveals that the mode shapes are almost the same

in each case and do not change when we change the input state. In contrast, the

mode shapes of the subtracted single photon differ and depend on the input state
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Figure 8.6: Input state (|1⟩+ |2⟩)/
√
2. (a), (b) First three prominent output

modes from horizontal and vertical cavity, respectively, along with the photon

excitation corresponding to each mode.

we send (comparing Fig. 8.6 with Figs. 8.5 and 8.4). The state analysis gives the

following joint states for the first two dominant output modes for the single photon

field in the basis {|0, 0⟩ , |0, 1⟩ , |1, 0⟩ , |1, 1⟩}

ρvb1,vb2 =


0.05 0 0 0

0 0.078 −0.061 0

0 −0.061 0.872 0

0 0 0 0

 , (8.24)

and the density matrix for the photon subtracted field in the basis

{|0, 0⟩ , |0, 1⟩ , |1, 0⟩ , |1, 1⟩ , |2, 0⟩ , |2, 1⟩} reads

ρva1,va2 =



0.537 −0.004 −0.417 0 0 0

−0.004 0.050 −0.039 7.070× 10−6 −1.281× 10−4 0

−0.417 −0.038 0.413 6.023× 10−6 −1.096× 10−4 0

0 7.070× 10−6 6.023× 10−6 1.208× 10−7 −3.186× 10−6 0

0 −1.281× 10−4 −1.096× 10−4 −3.186× 10−6 5.792× 10−5 0

0 0 0 0 0 0


.

(8.25)
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8.2.5 Input with weak coherent pulse |α = 1⟩

Studying photon subtraction for the coherent state is challenging as it amounts

dealing with large Hilbert space dimensions of the density matrix. Here, we consider

a weak coherent pulse with α = 1 having a Gaussian pulse shape and calculate only

the shape of the output mode obtained from each cavity mode. The output field

due to the coherent state is also scattered over multiple modes. Fig. 8.7 shows the

first three prominent output modes from each cavity along with the mean excitation

contained in each mode.

0 0.1 0.2 0.3 0.4
−0.6

−0.4

−0.2

0

0.2

0.4

0.6

Time (µs)

v a
i(
t)

na1 = 0.32
na2 = 0.03
na3 = 0.01

(a)

0 0.1 0.2 0.3 0.4
−0.6

−0.4

−0.2

0

0.2

0.4

0.6

Time (µs)

v b
i(
t)

nb1 = 0.55
nb2 = 0.05
nb3 = 0.01

(b)

Figure 8.7: Input coherent state |α = 1⟩. (a), (b) First three prominent output

modes from horizontal and vertical cavity, respectively, along with the photon

excitation corresponding to each mode.

Interestingly, for the coherent state with α = 1, the vertical output mode carries

0.63 excitation in total, indicating that one photon is not subtracted in this case.

However, this can be understood, if we look at the expression for the coherent state

in fock basis which is given by

|α⟩ =
∑
n

cn |n⟩ (8.26)

where cn = e−|α|2/2 α
n

√
n!

denotes the coefficient corresponding to the fock state |n⟩.
Here, the coefficient c0 indicates the coefficient corresponding to the vacuum compo-

nent, and for α = 1, c0 = 0.607. Thus, the remaining excitation probability, which

does not correspond to the vacuum, is given by 1 − |c0|2 ≃ 0.63, which matches

with the total number of excitations obtained from the vertical cavity mode i.e.
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∑
i nbi ∼ 0.63 (with

∑
i nbi + nai ∼ 1). This suggests that in order to perform pho-

ton subtraction using the coherent state, one needs to go for coherent states with

higher values of α such that contribution from vacuum component c0 ∼ 0. This

behaviour of photon subtraction has been observed in [166], where the efficiency of

the photon subtraction is less for lower values of α and increases as the strength of

the input light increases. Thus, this theory verifies this observation.

Although its difficult to obtain the photon subtracted state as it requires huge

hilbert space dimesnions, however, we can obtain the density matrix of the most

prominent mode of the single photon state which reads (in the basis

{|0, 0⟩ , |0, 1⟩ , |1, 0⟩ , |1, 1⟩})

ρvb1,vb2 =


0.4 0 0 0

0 0.052 −0.037 0

0 −0.037 0.548 0

0 0 0 0

 , (8.27)

which shows the highest contribution from the single photon in the first mode.

This confirms that although there is always a single photon being removed from

the input field, however, for the input containing more than one photon, the pho-

ton subtracted field, as well as the single photon field, gets scattered into multiple

temporal modes with different states for each of the temporal modes.

8.3 Implementation

In the above calculations, we have assumed two degenerate transitions |g⟩ ↔ |e⟩ and
|s⟩ ↔ |e⟩ are coupled to two orthogonal polarizations. If we consider the transition

|g⟩ ↔ |e⟩ interacts with the right circularly polarized light and |s⟩ ↔ |e⟩ interacts

with the left circularly polarized light, the input field in this case will be selected

to be right circularly polarized. To implement this, we can consider the hyperfine

levels of an atom in the absence of the external magnetic field, and the atom is

coupled to a single bimodal cavity, which can support two degenerate polarization

modes. The quantization axis, in this case, is chosen along the cavity axis, and such
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setup has also been used to implement atom-photon gates [167, 168]. Alternatively,

one can also implement this scheme without using a bimodal cavity by considering

an experimental setup as described in [166, 169], where the two degenerate states

are used as the two ground states and the corresponding transitions are coupled

through a single microresonator deterministically to two different directions of a

waveguide. The subtracted single photon, in this case, gets reflected while the rest

of the photons are transmitted [166].
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Chapter 9

Conclusion

Photons are essential for long-range quantum communication and quantum com-

putation. Quantum teleportation, quantum entanglement, and quantum key dis-

tribution are significant areas where photonic quantum information processing has

shown dominance. Even though the photons work as excellent flying qubits, spe-

cific quantum computation tasks need to store the quantum information encoded in

photons which requires quantum memory, which can store and retrieve single pho-

tons on demand. Another critical requirement in quantum information processing is

to engineer and manipulate the quantum states of light. This can be accomplished

through atom-cavity interactions which provide strong coupling between single atom

and photons and work as as an interface between the photonic and atomic qubits.

In this thesis, we have reviewed the dynamics of atom-field interactions and

their usage in the photonic quantum memory with a particular focus on I-AFC-

based quantum memory. We have also discussed the atom-cavity interactions and

how they can be used to manipulate the quantum states of light. As an application,

we have presented the storage of vector vortex states of light using I-AFC quantum

memory. We show that an atomic ensemble consisting of an I-AFC structure and the

homogeneous number density in the transverse plane can efficiently store the OAM

modes of light. Further, the ensemble of atoms with dual I-AFC, with two frequency

combs having similar mean frequencies, can efficiently store the polarization states

of light. These two features together result in a quantum memory for VV states.
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We have also discussed the factors that affect the quality of the quantum memory

and show that the Cs and Rb atoms can serve as promising candidates for storing

VV states of light.

We have also presented a scheme to store photons using only a single atom

coupled to an optical cavity. The atom exhibits an I-AFC, which enables the joint

atom-cavity system to store photons. Ideally, this quantum memory protocol can

store photons with ∼ 100% efficiency. We have also discussed the implementation

of this scheme using single Cesium and Rubidium atoms coupled to nanophotonic

cavities. It allows us to realize an on-chip quantum memory suitable for integrated

photonic chips. Although we have presented this quantum memory protocol using

trapped atoms, this can also be achieved using quantum dots and quantum defect

centers. Since deterministic single photon sources have already been realized using

quantum dots, combining them with the on-chip quantum memory can provide a

robust integrated platform for photonic quantum computation.

Further, we have also reviewed the atom-cavity interactions in the context of

complete input-output theory with quantum pulses, which is an effective tool to

obtain the quantum state of the output field mode upon the interaction of an input

pulse with atom-cavity systems. Using this, we describe the multi-modal nature

of the photon subtraction process using the atom-cavity systems, which provides a

clear and better understanding of the photon-subtraction process.

The next step would be to realize the quantum memory using quantum dots.

This can provide an integrated and robust platform to achieve scalable quantum

information processing. We also plan to utilize the understanding of atom-cavity

interactions to implement quantum operations and manipulate the quantum states

of light efficiently, which can provide a complete platform for quantum information

processing using atom-cavity systems.
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Appendix A

Propagation of LG modes in

medium

The generalized paraxial wave equation inside a medium reads [Eq. (2.33)][
∇2

⊥ + 2ik

(
∂

∂z
+

1

c

∂

∂t

)]
E(r, t) = −k

2

ϵ0
P(r, t), (A.1)

where P is the induced atomic polarization. Fourier transform of Eq. (A.1) in the

transverse plane and the time coordinate results in

∂Ẽ(q, z, ω)
∂z

=
1

2ik

[
(q2 +

2wk

c
)Ẽ(q, z, ω)− wLk

cϵ0
P̃(q, z, ω)

]
. (A.2)

The atomic polarization amplitude P in terms of atomic coherence ρnm between

the atomic transition |n⟩ ↔ |m⟩ can be written as [49]

P(r⊥, z, t) = 2N (r⊥)
∑
n,m

dnmρnm(r⊥, z, t), (A.3)

where N (r⊥) is the atomic distribution function in the transverse plane. The same

equation can be written upon taking the Fourier transform in the transverse plane

and time, which reads

P̃(q, z, ω) =2Ñ (q) ∗
∑
n,m

dnmρ̃nm(q, z, ω). (A.4)

The dynamical equation for the atomic coherence reads

∂ρnm(r⊥, z, t)

∂t
+
(
i∆nm +

γ

2

)
ρnm(r⊥, z, t) = i

dnmE(r⊥, z, t)
2ℏ

ρmm. (A.5)
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We can solve for ρnm(q, z, w) by taking the Fourier transform of Eq. (A.5) w.r.t t

and r⊥. The expression for the Fourier transform of ρnm(q, z, w) reads

ρ̃nm(q, z, w) =
idnmẼ(q, z, ω)ρmm

2ℏ
[
i(∆nm + w) +

γ

2

] . (A.6)

Substituting Eq. (A.6) in Eq. (A.4) yields

P̃(q, z, ω) = 2Ñ (q) ∗
∑
n,m

id2nmẼ(q, z, ω)ρmm

2ℏ
[
i(∆nm + w) +

γ

2

] . (A.7)

Substituting above in Eq. (A.2) gives

∂Ẽ
∂z

=

(
q2

2ik
− iω

c

)
Ẽ(q, z, ω)− Ñ (q) ∗ D′

(ω)Ẽ(q, z, ω), (A.8)

where

g′mm =
ωLρmm

2cℏϵ0
, D′

(ω) =
∑
nm

g′mm[
i(∆nm + ω) +

γ

2

]d2nm. (A.9)

Solving Eq. (A.8) will yield the solution for the propagation of electric field through

a medium. However, in general solving this equation is difficult.

A simple scenario is the homogeneous medium, where N is a constant. In this

case, the equation can be simplified and the solution reads

Ẽ(q, z, ω) = exp

[(
q2

2ik
− iω

c
−D(ω)

)
z

]
Ẽ(q, 0, ω). (A.10)

where D(ω) = ND′(ω) follows from Eq. (4.45) Again, taking inverse Fourier trans-

form (w → t)

Ẽ(q, z, t) = exp

(
q2z

2ik

)
F−1[exp (−D(ω)z)] ∗ F−1

[
exp

(
− iωz

c

)
Ẽ(q, 0, ω)

]
,

(A.11)

and applying convolution gives

Ẽ(q, z, t) = exp

(
q2z

2ik

)[
N(z, t)) ∗ Ẽ(q, 0, t− z

c
)
]

=exp

(
q2z

2ik

)[∫
N(z, t− τ)Ẽ(q, 0, τ − z

c
)dτ

]
,

(A.12)
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where

N(t, z) = F−1[exp (−D(ω)z)] =
1

2π

∫
eiωte−D(ω)zdw. (A.13)

Now, taking inverse Fourier transform (q → r⊥) and using Eq. (2.45) gives

E(r⊥, z, t) =F−1

[
exp

(
q2z

2ik

)]
∗ F−1

[∫
N(t− τ, z)Ẽ(q, 0, τ − z

c
)dτ

]
,

=M(r⊥, z) ∗
[∫

N(t− τ, z)E(r⊥, 0, τ −
z

c
))dτ

]
,

=

∫
M(r⊥ − r′⊥, z)

[∫
N(t− τ, z)E(r′⊥, 0, τ −

z

c
)dτ

]
d2r′⊥.

(A.14)
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Appendix B

B.1 Two time correlation function

The two time correlation function in general is defined as ⟨A(t+ τ)B(t)⟩ where

A and B are the system operators in the Heisenberg picture. It can be written

as [159, 170]

⟨A(t+ τ)B(t)⟩ =Tr[A(t+ τ)B(t)ρtot] = Trs{Trb{A(t+ τ)B(t)(ρs ⊗ ρb})} (B.1)

where ρs and ρb represents the system and bath density matrix respectively. This can

be further simplified by using the time evolution for the operators and the density

matrix [159, 170]

A(t+ τ) =eiH(t+τ)Ae−iH(t+τ), (B.2)

B(t) =eiHtBe−iHt, (B.3)

ρtot(t) =e
−iHtρtote

iHt, (B.4)

which gives

⟨A(t+ τ)B(t)⟩ =Trs
{
Trb
{
eiH(t+τ)Ae−iH(t+τ)eiHtBe−iHt(ρs ⊗ ρb)

}}
=Trs

{
Trb
{
Ae−iHτBρtot(t)e

iHτ
}}

=Trs
{
A Trb

{
e−iHτBρtot(t)e

iHτ
}}

=Trs{A Trb{X(τ, t)}},

(B.5)

where X(τ, t) = e−iHτBρtot(t)e
iHτ .

127



In order to solve it further, we consider the equation of motion for the quantity

X(τ, t) w.r.t τ which is given by [159]

∂

∂τ
X(τ, t) =

1

iℏ
[H,X(τ, t)], (B.6)

where X(0, t) = Bρtot(t). To obtain the reduced dynamics of the system alone, we

need to calculate the trace over X(τ, t) w.r.t bath which can be written as 1

Trb{X(τ, t)} =V (t+ τ, t)Trb{X(0, t)} = V (t+ τ, t){Bρ(t)}, (B.7)

where ρ(t) = Trb{ρtot} is the reduced density matrix for the system alone in the

Schrodinger picture. Thus, the final expression for the two-time correlation function

can be written as

⟨A(t+ τ)B(t)⟩ =Trs{A V (t+ τ, t){Bρ(t)}}, (B.8)

which is entirely in terms of the system operators and the reduced density matrix

for the system.

Following the similar procedure, we can write the correlation function corre-

sponding to ⟨A(t)B(t+ τ)⟩ which is given by

⟨A(t)B(t+ τ)⟩ =Trs
{
Trb
{
eiHtAe−iHteiH(t+τ)Be−iH(t+τ)ρtot

}}
=Trs

{
B Trb

{
e−iHτρtot(t)Ae

iHτ
}}

=Trs{B V (t+ τ, t){ρ(t)A}}.

(B.9)

Note that if the operators A and B are Hermitian conjugate of each other i.e.,

A = B†, then

⟨A(t+ τ)B(t)⟩ = ⟨A(t)B(t+ τ)⟩† . (B.10)

Using this, one can calculate the two-time correlation function g(1)(t, t′) =
〈
L̂†
0(t)L̂0(t

′)
〉

as

g(1)(t, t′) = Tr
{
L̂†
0(t)V (t, t′)

{
L̂0(t

′)ρus(t
′)
}}

= Tr
{
L̂†
0(t)V (t, t′)

{
L̂0(t

′)V (t′, 0)ρus(0)
}}

.

(B.11)

1In the same way as the density matrix ρ satisfies the master equation ρ(t) = V (t, t0)ρ(t0),

with V (t, t0) being the time evolution operator, the quantity Trb{X(τ, t)} also satisfies the master

equation as a function of τ .
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B.2 Monte Carlo wave-function method

Solving the dynamics of quantum system interacting with a reservoir using the

master equation approach can pose difficulty if the Hilbert space dimensions of the

quantum system of interest, N is large. The corresponding order of density matrix

is N2 which creates difficulty for solving the dynamics for large value of N . Monte

Carlo wave-function method is an alternate and equivalent approach, This method

serves as an efficient computational tool that reduces the dimensionality from N2

elements to N and is a very useful technique to study the quantum systems with

large values of N . In this section, we give a brief overview of this technique.

The evolution in this approach is governed by the Schrödinger equation using an

effective non-Hermitian Hamiltonian and the random quantum jumps which which

is used to evolve the wave function which is basically a N dimensional state vector.

The following steps describe the Monte Carlo wave function procedure [163]

1. Consider a system in a state ψ(t) at time t, which is a normalized wave func-

tion. To evolve the system from time t to a time t + δt, an effective non-

Hermitian Hamiltonian is used which is given by

H = HS − iℏ
2

∑
n

L†
nLn, (B.12)

where HS is the system Hamiltonian and Ln are the collapse operators or the

Lindblad jump operators corresponding to the Lindblad dissipator [Eq. (2.37)].

2. This gives the wave function at time t+ δt, for a small time-step δt as

|ψ(t+ δt)⟩ =e−iHδt/ℏ |ψ(t)⟩

≃
(
1− iHeff

ℏ
δt

)
|ψ(t)⟩

≡
∣∣ψ(1)(t+ δt)

〉
.

(B.13)

3. This wave function after the evolution is not normalized due to the non-

Hermitian Hamiltonian which reduces the norm of the evolved wave function
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to

⟨ψ(t+ δt)|ψ(t+ δt)⟩ =1− δt
i

ℏ
⟨ψ(t)|Heff −H†

eff |ψ(t)⟩

=1− δt
∑
n

⟨ψ(t)|L†
nLn|ψ(t)⟩

=1−
∑
n

δpn

=1− δp,

(B.14)

where δp =
∑

n δpn, with δpn = δt ⟨ψ(t)|L†
nLn|ψ(t)⟩.

Here the time step δt is chosen such that δp(=
∑

n δt ⟨ψ(t)|L†
nLn|ψ(t)⟩) ≪ 1.2

Thus the probability of remaining in the state ψ(t) is 1−δp, while δp represents
the probability of making a quantum jump.

4. The next step of the evolution of the wave function involves a quantum jump,

which is directly related to the probability δp. To decide whether a quantum

jump occurs or not, a random number, r is drawn between 0 to 1 and compared

with δp.

5. If r is greater than δp, (which occurs most of the times since δp ≪ 1), no

quantum jump occurs, and the new normalized wave-function is taken at time

t+ δt which reads

|ψ(t+ δt)⟩ |No jump=
|ψ(t+ δt)⟩√

1− δp
, (r > δp) (B.15)

6. If r is less than δp, a quantum jump occurs, and the new wave function is

chosen out of the different states Ln |ψ(t)⟩ with the corresponding probability

Pn = δpn/δp (
∑

n Pn = 1) giving the final normalized wave-function after

jump as

|ψ(t+ δt)⟩ |Jump=
Ln |ψ(t)⟩√
δpn/δt

=
Ln |ψ(t)⟩√

⟨ψ(t)|L†
nLn|ψ(t)⟩

, (r < δp)

(B.16)

7. The system is evolved further using the steps from 2 to 6 to get the new

normalized wave function at time t+2δt and continued till the state is evolved

2This ensures that the probability of more than one quantum jump in the same time step is

zero.
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to a final time tf . The entire process of evolving the state to final time is

repeated multiple times which gives different trajectories in each run and the

final state is the average over all possible outcomes for sufficiently large number

of runs.

It can be shown that the above procedure is equivalent to the master equation

approach [163]. For this we consider the quantity σ(t) which is averaged over σ(t) =

|ψ(t)⟩⟨ψ(t)| obtained from different trajectories after the evolution from |ψ(0)⟩ to

|ψ(t)⟩. For a Monte Carlo wave function |ψ(t)⟩, at time t, the average value of

σ(t+ δt) at time t+ δt, can be written as

σ(t+ δt) = (1− δp)

∣∣ψ(1)(t+ δt)
〉

√
1− δp

〈
ψ(1)(t+ δt)

∣∣
√
1− δp

+ δp
∑
n

δpn
δp

Ln |ψ(t)⟩√
δpn/δt

⟨ψ(t)|L†
n√

δpn/δt
.

(B.17)

Using (B.13), the above equation can be simplified to

σ(t+ δt) = σ(t) + δt
i

ℏ
[σ(t), HS] + δt

∑
n

D[Ln]σ(t), (B.18)

where Ln are the jump operator with

D[Ln]σ(t) =
1

2

[
2Lnσ(t)L

†
n − L†

nLnσ(t)− σ(t)L†
nLn

]
. (B.19)

Averaging the above equation over σ(t) yields

dσ(t)

dt
=

i

ℏ

[
σ(t), HS

]
+
∑
n

D[Ln]σ(t), (B.20)

which is the Lindblad master equation in terms of σ(t) 3. Thus, for a large number

of trajectories, the Monte Carlo method is similar to the master equation approach.

Furthermore, the expectation value of any system observable, A in terms of

system density matrix is given by ⟨A⟩ = Tr[ρs(t)A]. This can be extended to Monte

Carlo method in order to obtain the expectation values. This requires to calculate

the quantum average over all the possible outcomes
∣∣ψ(i)(t)

〉
using Monte Carlo

3Here, it is assumed that the the the density matrix ρs(0) at time t = 0 coincides with

|ψ(0)⟩⟨ψ(0)|.
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method i.e., obtaining
〈
ψ(i)(t)

∣∣A∣∣ψ(i)(t)
〉
. The expectation value of the observable

A is then given by the average over all the posible outcomes
∣∣ψ(i)(t)

〉
and reads

⟨A⟩m =
1

m

m∑
i=1

〈
ψ(i)(t)

∣∣A∣∣ψ(i)(t)
〉
, (B.21)

where m is the number of trajectories, and is chosen to be sufficiently large such

that

⟨A⟩m ≡ ⟨A⟩ . (B.22)

Thus, the Monte Carlo method is an efficient and effective technique which reduces

the Hilbert space dimensions from N2 to N and takes lesser memory and computa-

tional time for very large values of N .
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Appendix C

Effect of the atomic decay rate on

the photon subtraction process

Here, we discuss the effect of decay rate of the excited state |e⟩ on the photon

subtraction. The finite decay rate of the excited state affects the probability of the

photon-subtracion. We consider the spontaneous decay rate of the excited state |e⟩
to the two ground states |g⟩ and |s⟩ to be γa. To incorporate this into the dynamics,

we consider two additional Lindblad terms corresponding to the two decay channels,

L̂1 =
√
γa |g⟩⟨e|, and L̂2 =

√
γa |s⟩⟨e|.
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Figure C.1: Input fock state |2⟩ including finite decay rate of atom. (a), (b) First

three prominent output modes from horizontal and vertical cavity respectively

along with the photon excitation corresponding to each mode.
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We consider an example of the input state as fock state |2⟩ with a Gaussian

pulse shape and solve the dynamics for the photon-subtraction including the decay

rate of the excited state. Fig. C.1 shows the prominent modes from the output from

of both cavities. The atom-cavity parameters for the calculations are taken to be

(g, κ, γa) = 2π × (30, 60, 3) MHz. However, in this case the total photon number

number in the output field is not conserved, because of the spontaneous emission of

into the free space modes. The total excitation carried by the output field from the

vertical cavity is
∑

i nbi = 0.94, while the total excitation contained in the subtracted

field from the horizontal cavity mode is
∑

i nai = 0.96. The total excitation sums to

1.9 indicating the loss due to spontaneous emission. Nevertheless, we still get the

single photon subtraction as before.

This small drop in the total excitation is observed for the case of other input

states also. Thus, the effect of the decay rate of the atom shows up as a decrease in

the total excitation carried by the output field, while it does not affect the shape of

the multiple output modes.
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[30] S. A. Moiseev and S. Kröll. Complete reconstruction of the quantum state

of a single-photon wave packet absorbed by a doppler-broadened transition.

Phys. Rev. Lett., 87:173601, Oct 2001.

[31] B. Kraus, W. Tittel, N. Gisin, M. Nilsson, S. Kröll, and J. I. Cirac. Quantum
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[165] Carlos Navarrete-Benlloch, Raúl Garćıa-Patrón, Jeffrey H. Shapiro, and Nico-

las J. Cerf. Enhancing quantum entanglement by photon addition and sub-

traction. Phys. Rev. A, 86:012328, Jul 2012.

151



[166] Serge Rosenblum, Orel Bechler, Itay Shomroni, Yulia Lovsky, Gabriel Guen-

delman, and Barak Dayan. Extraction of a single photon from an optical pulse.

Nature Photonics, 10(1):19–22, 2016.

[167] Adrien Borne, Tracy E Northup, Rainer Blatt, and Barak Dayan. Efficient

ion-photon qubit swap gate in realistic ion cavity-qed systems without strong

coupling. Optics express, 28(8):11822–11839, 2020.

[168] Kazuki Koshino, Satoshi Ishizaka, and Yasunobu Nakamura. Deterministic

photon-photon
√
swapgate using a Λ system. Phys. Rev. A, 82:010301, Jul

2010.

[169] Itay Shomroni, Serge Rosenblum, Yulia Lovsky, Orel Bechler, Gabriel Guen-

delman, and Barak Dayan. All-optical routing of single photons by a one-atom

switch controlled by a single photon. Science, 345(6199):903–906, 2014.

[170] Howard Carmichael. An open systems approach to quantum optics: lectures
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