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Abstract

Mathematical models established on partial differential equations (PDEs) are om-

nipresent these days, emerging in all fields of science and engineering. Example

implementation areas include fluid dynamics, quantum theory, general and special

relativity, nonlinear dynamics, biology, cellular automata, cardiac modeling, finance

and option pricing. Unfortunately, it is almost always impossible to acquire closed-

form solutions of PDE equations, even in very simple cases. Therefore, numerical

schemes for finding approximate solutions to PDE problems are of great importance.

For the opulence in both developed and developing countries, efficient traffic sys-

tems are indispensable. However, due to an overall increase of mobility and trans-

portation during the last two decades, the capacity of the road infrastructure has been

reached. Many mega cities already suffer from daily traffic collapses and their environ-

mental consequences. More fuel consumption and air pollution is caused by impeded

traffic and stop-and-go traffic. Due to such reasons, several models for freeway traffic

have been proposed. Such models are used for developing traffic optimization mea-

sures like on-ramp control, variable speed limits or re-routing systems.

The continuum modeling approach to transportation models is now gaining much

attention because of its advantages in dealing with macroscopic problems, initial phase

planning and dense-network models. In this text we provide a comprehensive review

of the of the development and application of the predictive continuum dynamic user-

optimal (PDUO-C) modeling approach. We first discuss the theoretical development

and then discuss some results of PDUO-C in regard of the density profiles and the

cost-potential. Such profiles are useful in study of facility location, route choice,

pedestrian flow, and policy and socio-economical analysis.

We examine the numerical solution to the system of partial differential equations

for the conservation law governing the density, in which the flow direction is deter-

mined, and a Hamilton-Jacobi equation to compute the total travel cost using the

Lax-Friedrichs scheme. The intertwined system of equations is solved by self-adaptive

method of successive averages (MSA) using the least square fitting. Numerical results

are demonstrated through computer simulation in MATLAB.
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Chapter 1

Introduction

1.1 Introduction to Traffic Flow

Traffic problems have racked man long before the dawn of the automobile. Traffic flow

modeling has been rapidly developed in the last two decades. In many applications,

the models are merged with actual data concerned with the current traffic state and

with fast computational methods. Because of this combination it has become possible

to make precise and useful short term forecast about the advancement of the traffic

state. Transportation problems which are governable to a scientific analysis include:

where to install traffic lights or stop signs; how long the cycle of light should be; how

to develop a progressive traffic light system; whether to change a two way street to

one way street; whether to construct entrances, exits and overpasses; how many lanes

to build for a new highway. This scientific analysis can be used to guide and notify

road users, for example about substitute routes. Moreover, the forecast can be used

in controlling traffic in an efficient way in order to avoid or minimize delays. The

forecast in particular is useful in the case of unexpected circumstances such as an

accident, uttermost weather conditions. In particular, the ultimate aim is to study

traffic phenomenon in order to make decisions which may attenuate congestion, max-

imize traffic flow, annihilate accidents, minimize automobile exhaust pollution and

other desirable ends.

In this text we do not propose to formulate all kinds of transportation problems. In-

stead we will focus on a problem which has recently received a mathematical formula-

tion; how traffic flows along a unidirectional road. Instead of analyzing the behavior

of individual cars, we principally study traffic situations of whole population.

In this text begin our audit of transportation problems by discussing the fundamental
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traffic variables: velocity, density and flow. Conservation of cars and experimental

relationship between car velocity and traffic density.

1.1.1 Automobile Velocity and a Velocity Field

Imagine a car moving along a highway. If the position of the car is designated x0(t),

then its velocity is given by, dx0(t)/dt and its acceleration is d2x0(t)/dt2. Consider a

situation on highway with many cars each designated by a position xi(t), as shown in

figure.

Figure 1.1: Highway (position of cars denoted by xi).

The velocity can be measured in two ways. The most common is to measure the

velocity ui of each car, ui = dxi/dt. With N cars there are N different velocities,

each depending on time, ui(t); i = 1, ..., N . In many situations the number of cars is

so large that it is not possible to keep track of each car. Rather than recording the

velocity of each individual car, we associate to each point in space (at each time) a

unique velocity, u(x, t), called a velocity field. This would be the velocity measured

at time t by an observer fixed at position x. This velocity (at x, at time t) is the

velocity of a car at that place (if car is there at that time). Expressing this statement

in mathematical terms, the velocity field u(x, t) at the car’s position xi(t) must be

the car’s velocity ui(t),

u(xi(t), t) = ui(t). (1.1)

Thus the existence of such a velocity field u(x, t) implies that there exists a single ve-

locity at each x and t. Consequently this model does not allow cars to pass each other

(since at the point of passing there simultaneously must be two different velocities!).

1.1.2 Traffic Density and Traffic Flow

The number of cars per mile (per lane) is defined as the density of cars, ρ. In our text

we assume that all vehicles are the same; the word car loosely represents any vehicle.

For simplicity it is assumed that all vehicles have same length, L. If the distance
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between cars is d (the distance d + L is called the spacing), then the number of cars

per mile(kilometers) is

ρ =
1

d+ L
. (1.2)

The average number of cars passing per hour (per lane) is defined as traffic flow,

q. At different positions along the road, the flow might be different. Similarly the

flow differs from time to time. Therefore the flow depends on space and time, and we

write flow as a function of space and time, q(x, t).

1.1.3 Fundamental Law of Traffic Flow

Consider a situation on highway where traffic is moving at a constant velocity u0 with

a constant density ρ0. Since the velocity is constant the distance between cars remains

constant.

In τ hours each car has moved u0τ distance, and hence the number of cars that pass

the observer in τ hours is the number of cars in u0τ distance. Since ρ0 is the number

of cars per mile and there are u0τ miles, then ρ0u0τ is the number of cars passing

the observer in τ hours. Thus the number of cars per hour which we have called the

traffic flow, q, is

q = ρ0u0. (1.3)

If the traffic variables depend on x and t, then we write,

q(x, t) = ρ(x, t)u(x, t). (1.4)

1.1.4 Conservation of the Number of Cars [3]

On some interval of roadway, between x = a and x = b, the number of cars N is the

integral of the traffic density:

N =

∫ b

a

ρ(x, t)dx. (1.5)

If there are no entrances nor exits in the road, then the number of cars between

x = a and x = b might still change in time. Assuming that no cars are created nor

destroyed in between, then the changes in the cars result from crossing at x = a and

x = b only. If cars are flowing at a rate of q(a, t) at x = a, but flowing at a rate of

3



Figure 1.2: Cars entering and leaving a segment of roadway.

q(b, t) at x = b, then the rate of change of the cars is given by

dN

dt
= q(a, t)− q(b, t), (1.6)

Since the number of cars per unit time is the flow q(x, t).

Combining equations (1.4) and (1.5), yields

d

dt

∫ b

a

ρ(x, t)dx = q(a, t)− q(b, t). (1.7)

This equation expresses the fact that changes in the number of cars is only due to

flow across the boundary. The number of cars is conserved. Equation (1.6) is called

a conservation law in integral form or, more concisely, an integral conservation law.

Consider an extremely long highway which we model by a highway of infinite

length. let us assume that the flow of cars approaches zero as x approaches both ±∞,

lim
x →±∞

q(x, t) = 0,

From equation (1.7), it follows that

d
dt

∫∞
−∞ ρ(x, t)dx = 0.

Integrating this yields ∫∞
−∞ ρ(x, t) = constant,

which states that the total number of cars is constant for all time.

The integral conservation law, equation (1.6), is expressed as a local conservation

law, valid at each position of the roadway. The endpoints of the segment of the
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roadway, x = a and x = b, are considered as additional independent variables.∗ Thus

the full derivative with respect to time must be replaced by partial derivative,

∂

∂t

∫ b

a

ρ(x, t)dx = q(a, t)− q(b, t), (1.8)

Consider the integral conservation of cars over a small interval of highway from x = a

to x = a+ ∆a. Thus from equation (1.7),

∂
∂t

∫ a+∆a

a
ρ(x, t)dx = q(a, t)− q(a+ ∆a, t).

Divide by −∆a and take the limit ∆a→ 0:

lim
∆a→0

∂

∂t

1

−∆a

∫ a+∆a

a

ρ(x, t)dx = lim
∆a→0

q(a, t)− q(a+ ∆a, t)

−∆a
(1.9)

The right-hand side of equation (1.8) is exactly definition of the derivative of q(a, t)

with respect to a (properly a partial derivative should be used, since t is fixed),

(∂/∂t)q(a, t). On the left-hand of the equation (1.8) the limit is performed as follows:

(a) The integral is the area under the curve ρ(x, t) between x = a and x = a + ∆a.

Since ∆a is small, the integral can be approximated by one rectangle; as shown in

figure. The number of cars between a and a+ ∆a can be approximated by the length

of roadway ∆a times the traffic density at x = a, ρ(a, t). Thus,

− 1

∆a

∫ a+∆a

a

ρ(x, t)dx ≈ −ρ(a, t). (1.10)
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The error vanishes as ∆a→ 0. Consequently we derive from equation (1.7) that

∂

∂t
ρ(a, t) +

∂

∂a
q(a, t) = 0. (1.11)

(b) On the other hand, introduce the function N(x̄, t), the number of cars on the

roadway between any fixed position x0 and the variable position x̄,

N(x̄, t) ≡
∫ x̄
x0
ρ(x, t)dx.

Then, the average number of cars per mile between a and a+ ∆a is

− 1
∆a

∫ a+∆a

a
ρ(x, t)dx = N(a+∆a,t)−N(a,t)

−∆a
.

In the limit as ∆a → 0, the right-hand side is −∂N(a, t)/∂a. Using the definition of

N(a, t), again from the Fundamental Theorem of Calculus,

∂N(a,t)
∂a

= ρ(a, t).

Thus the left-handed side of equation (1.8) again equals −(∂/∂t)ρ(a, t). By either

method (a) or (b), equation (1.10) holds for all values of a, it is more appropriate to

replace a by x, in which case
∂ρ

∂t
+
∂q

∂x
= 0. (1.12)

This is a hyperbolic partial differential equation. It expresses a relationship between

traffic density and traffic flow derived by assuming that the number of cars is con-

served. It is valid everywhere (all x) and for all time. It is called the equation of

conservation of cars.

1.1.5 A Velocity-Density Relationship

In this subsection a observed traffic phenomenon is described to which we all are no

doubt familiar. If traffic is light, the driver of each car has the freedom to do as s/he

wishes with certain limitations(example speed limits), each driver will occasionally

slow down because of presence of the other vehicles. As traffic increases to mediocre

level, each driver encounters a slower moving vehicles more often. Although it is not

difficult to pass slower-moving vehicles, but still drivers speed is a wee less than the

desired speed. However, in heavy traffic conditions changing lanes becomes difficult,

and hence the average speed of the traffic is lowered.
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On basis of such observations, a basic simplifying assumption is formulated that at

any point along the road the velocity of a vehicle depends only on the density of cars,

u = u(ρ). (1.13)

Lighthill, M.J. and Whitham, G.B. and independently Richards, P.I. in mid-1950s

suggested this type of mathematical model of traffic flow.

If there are no cars on the highway, then the car would travel at the maximum speed

umax,

u(0) = umax. (1.14)

umax is generally referred to as the ”mean free speed” corresponding to the velocity of

the cars would move as if they were free from interference from other cars. However,

as the density increases gradually the presence of the other cars would slow the car

down. As the density increases further the velocities of the cars would continue to

decline, and thus
∂u

∂ρ
≡ u′(ρ) 6 0. (1.15)

At a certain density cars stand still. This maximum density, ρmax, generally corre-

sponds to what is called bumper-to-bumper traffic,

u(ρmax) = 0. (1.16)

Consequently, the general type of curve shown in figure, u = u(ρ), relating the two

traffic variables (velocity and density) is sensible.

Figure 1.3: Car velocity diminishes as traffic density increases.
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1.1.6 Traffic Flow

The traffic flow has certain general properties. The flow may be zero in two significant

ways;

1. if there is no traffic (ρ = 0), or

2. if the traffic is not moving (u = 0 and thus ρ = ρmax).

For other values of density (0 < ρ < ρmax), the traffic flow must be positive.

Thus in general, the traffic flows dependence on density is as illustrated in the figure.

This flow-density relationship is generally called the Fundamental Diagram of Road

Traffic. This shows that a maximum of traffic flow occurs at some density (with a

corresponding velocity).

Figure 1.4: Fundamental Diagram of Road Traffic (flow-density traffic).

Where |F | is the flow intensity, Fmax is the maximum flow which can be attained

and ρc is the critical density.

1.2 Traffic Assignment Modeling

Traffic assignment models primarily aim to regulate the number of trips on different

links of a network with a given travel demand between different pairs of nodes. Such

models aspires to mathematically represent the route choice phase of the sequential

demand analysis procedure. There are several models of traffic assignment, all of

these models assume that travel time on the link is the only factor which trip makers

8



consider while choosing a route. These models, however, vary in their assumptions

regarding the variation in link travel times with the link flow.

Traffic phenomena are nonlinear and complex, depending on the interactions of a

large number of vehicles. Due to the individual response of human drivers, vehicles

do not interact simply following the laws of mechanics, but rather show phenomena of

cluster formation and shock wave propagation, in both forward and backward direction

depending on traffic density in a given area. Some mathematical models in traffic flow

make use of a vertical queue assumption, where the vehicles along a congested link

do not spill back along the length of the link.
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Chapter 2

Literature Survey

This chapter covers the critical research carried out in traffic flow including substantive

findings, as well as theoretical and methodological contributions to the concerned

topic.

2.1 First Order Models

First order traffic flow models have been studied for long time, since they represent

the simplest way to begin with the understanding of such a complex system. In this

section we provide a brief literature survey of the first order models of traffic flow.

2.1.1 LWR Model [9]

After the names of Lighthill, Whitham and Richards, LWR model considers a unidi-

rectional road on which number of vehicles between any two points are conserved if

there are no entrances or exits. The model is given by

∂q

∂x
+
∂ρ

∂t
= 0 (2.1)

where

q = ρv (2.2)

and q is the flow, ρ is the density and v is the velocity, and the relationship between

the traffic density and the mean velocity under steady state is given by

v = ve(ρ) (2.3)
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Where ve(ρ) is the equilibrium velocity.

LWR model exhibits a wide range of phenomena such as shock waves and rarefaction

waves.

Drawbacks The major drawback of LWR model was that it could not explain

magnification of small perturbation in heavy traffic. LWR model also failed to explain

different instabilities in traffic flow such as cluster formation. This infact was a issue

because all vehicles traveled at equilibrium velocity, ve.

2.1.2 Greenshield’s Experimental Model [12]

Greenshield performed the experiment at the University of Michigan in 1934. His field

method of collecting data was quite simple. He used a 16-mm simple movie camera

to take pictures on highways. A battery operated camera was used to capture the

pictures at regular time intervals. The model is given by:

Ve(ρ) = Vmax(1−
ρ

ρmax
) (2.4)

Figure 2.1: (a) A linear velocity-density curve, (b) Fundamental traffic diagram (flow-
density curve).

2.2 Higher Order Models

The higher order model of traffic flow, i.e. models with more than on equation (mass,

momentum, pressure, etc.) lead to non-physical effects prolly because they try to

imitate the gas dynamics equation, with a dependence of acceleration.
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2.2.1 H.J. Payne’s Model [15]

Adding a dynamic equation describing the dynamic of the velocity v. The model is

∂q

∂x
+
∂ρ

∂t
= 0

∂v

∂t
+ v

∂v

∂x
=
V ′e (ρ)− v

τ
+
Ve(ρ)

2τρ

∂ρ

∂x
(2.6)

where τ is a relaxation time constant, which is the time taken by a driver to adjust

its velocity due to front stimuli. This model was the first to explain the formation of

cluster effect.

Drawbacks The major drawback of the first order models was that the characteris-

tic speed was greater than the flow velocity, which is also better known as wrong way

travel problem. This problem defies the general assumption of the traffic flow that

flow of a vehicle only travels in one direction and responds to the front stimuli.

2.2.2 Rui Jiang’s Model [5]

Jiang et al. developed a new continuum traffic flow model based on an improved car-

following model. The density gradient in this model was replaced by speed gradient

in the equation of motion, which guaranteed that the characteristic speeds will always

be less than or equal to the macroscopic flow speed. This model also overcomes back-

ward travel problem which existed in many higher models.

A New Continuum Model This model assumes that the state of the car n+ 1 at

position x represents the average traffic condition at [x− 1
2
∆, x+ 1

2
∆], which is deter-

mined by the average traffic condition in the preceding region [x+ 1
2
∆, x+ 3

2
∆]. Here

∆ corresponds to ∆x in car-following theory, and it varies with different inter-vehicle

spaces between different successive vehicles. The new improved continuum model

consistent with other high-order models, comprises two partial differential equations

as follows:

∂k

∂t
+
∂(ku)

∂x
= g(x, t) (2.7)
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∂u

∂t
+ u

∂u

∂x
=
ue − u
T

+ c0
∂u

∂x
(2.8)

where u is space mean speed, ue is equilibrium speed, T is relaxation time, g(x, t)

is the generation rate and define

c0 = ∆
τ

,

Where τ is the time needed for the backward propagated disturbance to travel a

distance of ∆ and c0 represents the propagation speed of the disturbance.

Numerical Scheme Assuming g(x, t) = 0 and applying the finite difference method

to discretize above equations, we obtain the following difference equations:

kj+1
i = kji +

∆t

∆x
kji (u

j
i − u

j
i+1) +

∆t

∆x
uji (k

j
i−1 − k

j
i ) (2.9)

(a) if the traffic density is high (uji < c0)

uj+1
i = uji +

∆t

∆x
(c0 − uji )(u

j
i+1 − u

j
i )−

∆t

∆T
(uji − ue) (2.10)

(b) if the traffic is light (uji ≥ c0)

uj+1
i = uji +

∆t

∆x
(c0 − uji )(u

j
i − u

j
i−1)− ∆t

∆T
(uji − ue) (2.11)

where index i represents the road section and index j represents time. For the dis-

cretization of the conservation eq. (2.9), the difference format suitable for physical

sense of traffic flow is applied. For the motion equations of (2.10) and (2.11), one-

order upwind scheme is applied.

Shock waves and Rarefaction waves In order to evaluate whether the new model

can constitute important traffic flow conditions such as shock waves and rarefaction

waves, numerical tests are carried out. Traffic flow fronts between a congested and a

nearly free traffic evolve under two Riemann initial conditions are investigated further.

These two initial conditions are

k1
u = 0.04(veh/m), k1

d = 0.18(veh/m), (2.12)

k2
u = 0.18(veh/m), k2

d = 0.04(veh/m), (2.13)
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where ku and kd are upstream and downstream densities, respectively. Condition

(2.12) corresponds to a situation where a nearly free-flow traffic meets a traffic jam,

i.e., a shock wave situation. Condition (2.13) corresponds to a situation of a dissolving

traffic jam, that is a rarefaction wave situation. Initial speed conditions are

u1,2
u = ue(k

1,2
u ), u1,2

d = ue(k
1,2
d ). (2.14)

Free boundary conditions are used here, i.e.,

∂k

∂x
= 0,

∂u

∂x
= 0. (2.15)

on both sides. The equilibrium speed-density relationship developed by Del Castillo

and Benitez (1995) is applied

ue = uf

[
1− exp

(
1− exp

(
cm
uf

(
km
k
− 1

)))]
(2.16)

where uf is the free-flow speed; km is the maximum density; and cm is the kinematic

wave speed under the jam density. The test road section is 20km long, and it is divided

into 100 meshes equally, the time interval is 1sec. Parameter values used are as follows:

uf = 30m/sec; km = 0.2 veh/m; T = 10 sec; cm = c0 = 11m/sec.

Figure 2.2: Rarefaction wave under the Riemann initial condition: temporal develop-
ment of speed u(x, t).
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Figure 2.3: Rarefaction waves under the Riemann initial condition: temporal devel-
opment of density k(x, t)

From figure, we see that Jiang’s new model provides correct predictions under the

two Riemann initial condition. Different Riemann initial conditions lead to different

fronts between the congested and the free-flow traffic.
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Chapter 3

A Continuum Model for Urban

Cities

Jiang et al. proposed a predictive continuum dynamic user-optimal (PDUO-C) model

to investigate the dynamic characteristics of traffic flow and the corresponding route-

choice behavior of travelers. The modeled region is a dense urban city, which is

arbitrary in shape and has a single central business district (CBD).

3.1 Problem Description

Figure 3.1: The Modeling Domain

The modeled region is an urban city denoted by Ω. Let Γ0 be the outer boundary

of the city, let Γc be the boundary of the compact CBD, and let Γi be the boundary
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of an obstruction such as a lake or an undeveloped area, where traffic is not allowed

to enter. Thus, the boundary of Ω is,

Γ = Γ0

⋃
Γc
⋃

Γi.

The travelers homes are assumed to be continuously located along (x, y) ∈ Ω. Ev-

eryone travels to the CBD within the modeling region for a given time-dependent

demand.

The variables are noted as follows:

• ρ(x, y, t) (in (veh/km2)) is the density of the travelers at the location (x, y) at

time t.

Since it is assumed that no traveler is allowed to leave the city by crossing

boundary Γ0 or to enter the obstruction through Γi, we have

ρ(x, y, t) = 0, ∀(x, y) ∈ Γ0

⋃
Γi, t ∈ T

Where T = [0, tend] (in h) is the modeling period.

• V = (u(x, y, t), v(x, y, t)) is the velocity vector at location (x, y) at time t.

• U(x, y, t) (in (Km/h)) is the speed, which is the norm of the velocity vector,

i.e, U = |V |.

• F = (f1(x, y, t), f2(x, y, t)) is the flow vector at location (x, y) at time t, which

is defined as F = ρV .

• q(x, y, t) (in (veh/km2/h) is the travel demand at location (x, y) at time t.

• c(x, y, t) (in (Rs./km)) is the travel cost per unit distance of travel at location

(x, y) at time t.

• φ(x, y, t) is the total travel cost incurred by a traveler who departs from location

(x, y) at time t to travel to the CBD.

A path-choice strategy is constructed and a model to this problem is developed

in order to investigate the relationship between different variables. Road network is

assumed to be very dense and travelers are free to move around it. This model also

assumes that travelers have complete information about traffic conditions over time,

so that they choose their path such that the actual travel cost (not the instantaneous

travel cost) is minimized, thus resulting in a predictive user-equilibrium for a dynamic

system.
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3.2 Inconsistency of the Jiang’s model

3.2.1 Original Model (Jiang et al.) [7]

Jiang et al. (2011) developed a PDUO model to solve this problem. In their path-

choice strategy, the following two conditions were required:

(u, v, 1)‖ − (φx, φy, φt) (3.1)

and

|∇̄φ| = cU√
U2 + 1

, (3.2)

Where ‖ denotes that two vectors are parallel and ∇̄ = ( ∂
∂x
, ∂
∂y
, ∂
∂x

).

It has been proved that under these two conditions, travelers choose their path to

the CBD in a dynamic predictive user-optimal manner.

The model proposed by Jiang et al. can be solved by:

ρt +∇.F = q, ∀(x, y) ∈ Ω, t ∈ T,

F = −ρU ∇φ
|∇φ| , ∀(x, y) ∈ Ω, t ∈ T,

|∇φ| = cU2

U2+1
, ∀(x, y) ∈ Ω, t ∈ T,

φt + 1
U
|∇φ|, ∀(x, y) ∈ Ω, t ∈ T,

(3.3)

subject to the initial boundary conditions
ρ(x, y, 0) = ρ0(x, y), ∀(x, y) ∈ Ω,

ρ(x, y, t) = 0, ∀(x, y) ∈ Γ0

⋃
Γi, t ∈ T,

φ = φCBD, ∀(x, y) ∈ Γc, t ∈ T,

(3.4)

Where ∇ = ( ∂
∂x
, ∂
∂y

).

3.2.2 The Inconsistency [2]

Considering a steady state problem, where the cost φ is time independent, i.e., φt = 0.

In this case, eq. (3.1) becomes (u, v, 1)‖(φx, φy, 0), which is evidently undesirable, on

the other hand the last equation of the model in eq. (3.3) is derived from a deficient

path choice strategy. Clearly the units of the terms in this equation are inconsistent
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i.e., equation is dimensionally incorrect.

3.3 An Improved Model (Du et al.) [2]

Due to the inconstancy in the original PDUO-C model, an improved model is devel-

oped to solve the PDUO-C problem. Hence a path-choice strategy for the case in

which the only cost is the travel time is constructed.

3.3.1 The derivation of the path-choice strategy in the special

case that the cost is the time

Consider a case in which the cost is the travel time in the domain, as shown in figure

(3.2). x− y plane is used to represent the space domain in which the vehicles move.

The vertical axis represents the time. Let the coordinate of point A in the x−y plane

be (x, y). The curve that passes point (x, y, t) represents the 3D trajectory of a vehicle

passing point A at time t and heading toward the CBD in the time-space domain.

Definition 3.1. The Departure Time

We denote z(x, y, tD) as the departure time at point (x, y), such that a vechile can

arrive CBD at time tD along the speed trajectory.

Consider the derivation of the equation to compute z(x, y, tD). For a time tD, we

see z(x, y, tD) as a surface in the time-space domain. A vehicle can reach the CBD at

time tD on this surface, when moving along the given speed trajectory. Define a path

on this surface as (x(t), y(t), t) with the parameter t, and the position of the CBD is

(x(tD), y(tD)). We have

z(x(t), y(t), tD) = t. (3.5)

Hence along this path, we have

dz

dt
=
∂z

∂x

dx

dt
+
∂z

∂y

dy

dt
= 1. (3.6)

Since dx
dt

= u(x, y, t) = u(x, y, z(x, y, tD)) and dy
dt

= v(x, y, t) = v(x, y, z(x, y, tD)), we

can obtain the following equation to compute z(x, y, tD):
∂z(x,y,tD)

∂x
u(x, y, z(x, y, tD)) + ∂z(x,y,tD)

∂y
v(x, y, z(x, y, tD)) = 1,

z(CBD, tD) = tD.
(3.7)
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For each tD, the initial condition is set at time tD, and this equation can be solved

outwards from the CBD, by backtracking in time.

Theorem 1. If we choose the speed vector V such that the resulting ∇z is always

parallel to V and has the same direction, then the dynamic predictive user equilibrium

in terms of total travel time to the CBD is satisfied.

Figure 3.2: The 3D trajectory of a vehicle.

Proof Appendix A.

with the condition ∇z‖V , we obtain:|∇z| = 1
U
,

z(CBD, tD) = tD.
(3.8)

3.3.2 Derivation of the path choice formula with a more gen-

eral cost

So far, the total travel time was used to represent the cost. A more general path-

choice strategy for a general local cost function is constructed further. If the speed

vector (u(x, y, t), v(x, y, t)) in the time-space domain is known, then the cost potential

function φ(x, y, t) can be determined and hence (φx, φy) can be determined. (u, v) can

be arbitrary, and need not be parallel with (φx, φy). However, the next theorem shows

that if we choose the vector (u, v) such that the resulting −(φx, φy) is parallel to (u, v),

then the dynamic user equilibrium is satisfied.

Theorem 2. If (u, v)‖(−φx,−φy) , then the predictive dynamic user equilibrium prin-

ciple is satisfied.
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Proof Appendix B.

φ(x, y, t) is now computed when the speed vector is known. The vector (u, v)

requires to be defined in a way such that the resulting −(φx, φy) is parallel to it.

Also a path is defined along this given speed vector as (x(t), y(t), t) with parameter

t. Along this path, we have

dφ

dt
= φx

dx(t)

dt
+ φy

dy(t)

dt
+ φt (3.9)

By the definition of derivative, we have

dφ

dt
= lim

∆t→0

φ(x(t+ ∆t), y(t+ ∆t), t+ ∆t)− φ(x(t), y(t), t)

∆t

= −U(x(t), y(t), t) lim
∆t→0

φ(x(t), y(t), t)− φ(x(t+ ∆t), y(t+ ∆t), t+ ∆t)

∆tU(x(t), y(t), t)
.

(3.10)

By combining eqs. (3.9) and (3.10), we obtain the equation to solve φ:

1

U
φt − |∇φ| = −c, (3.11)

which is Hamilton Jacobi Equation.

3.3.3 Relation between the Special Case and the General

Case

In Section 3.3.1, we denoted z(x, y, tD) as the departure time from point (x, y) such

that the vehicle can arrive at the CBD at time tD. Thus, in the special case in which

the cost φ(x, y, t) is the travel time from point (x, y, t) to the CBD, we have

φ(x, y, z(x, y, tD)) = tD − z(x, y, tD). (3.12)

we can then obtain φx + φt · zx = −zx,

φy + φt · zy = −zy,
(3.13)

i.e., φx = −(φt + 1)zx,

φy = −(φt + 1)zy
(3.14)
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Theorem 3. In the case that the cost φ(x, y, t) is the travel time in the domain, we

have φt ≥ −1.

Proof Appendix C.

Using Theorem (3) and eq.(3.14), we have

−(φx, φy)‖(zx, zy).

Hence, the requirement of (u, v)‖ − (φx, φy) and (u, v)‖(zx, zy) are actually the

same.

3.4 The complete model and the discussion of ini-

tial boundary conditions [2]

So far, a general path-choice strategy has been discussed. In this section, some proper

equations and their initial boundary conditions are presented to construct a complete

model using this new path-choice strategy.

3.4.1 The conservation law and its initial boundary condi-

tions

Similar to flow conservation in fluid dynamics, the density ρ(x, y, t) is governed by the

following flow conservation law:

ρt +∇ · F = q,∀(x, y) ∈ Ω, t ∈ T, (3.15)

where ρt = ∂ρ
∂t

and ∇ = ( ∂
∂x
, ∂
∂y

), a vector v = (u, v) is chosen in a way such

that the resulting −(φx, φy) is parallel to (u, v), then the dynamic user equilibrium is

satisfied. Hence, we have

F = ρv = −ρU ∇φ
|∇φ|

, (3.16)

With the assumption that no vehicle is allowed to enter the restricted area through

the boundary Γc or leave the city through Γ, we define the boundary condition

ρ(x, y, t) = 0,∀(x, y) ∈ Γ0

⋃
Γi, t ∈ T, (3.17)
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In the physical sense, the density in the current time results from the density at

present and its variation in the past. Hence, the initial time is set as t = 0 and the

conservation law is solved along the positive time direction. Here, let ρ0(x, y) be the

density of traffic at location (x, y) at the beginning of the modeling period, and set

the initial condition as

ρ(x, y, 0) = ρ0(x, y),∀(x, y) ∈ Ω. (3.18)

3.4.2 The Hamilton-Jacobi equation and its initial boundary

conditions

To solve the aforestated conservation law, the travel cost φ is still required to compute

the flow vector. The travel cost is then solved by the Hamilton-Jacobi equation,

1

U
φt − |∇φ| = −c, (3.19)

Let φCBD represents the boundary value of φ and can be explicated as the cost

incurred to the traveler entering the CBD:

φ(x, y, t) = φCBD,∀(x, y) ∈ Γc, t ∈ T, (3.20)

The initial condition to the Hamilton Jacobi still requires to be defined. Note that

the travel cost to the CBD only depends on the events that will occur in the future,

and has nothing to do with events that happened in the past. Hence, it seems sensible

to solve the Hamilton-Jacobi equation along the negative time direction, thus we set

the initial time at t = tend . Here, all travelers are assumed to be entered the CBD

and there is no traffic in the city at t = tend. This can be considered as a static state

and the travel cost to the CBD is the instantaneous cost. Following Huang et al.[4]

(2009), a 2D Eikonal equation is used to solve the initial values φ0(x, y):|∇φ0(x, y)| = c(x, y, tend), ∀(x, y) ∈ Ω

φ(x, y, t) = φCBD, ∀(x, y) ∈ Γc.
(3.21)

24



3.4.3 The Complete Model

We can write our model in two parts.

The CL part is: 

ρt +∇.F = q, ∀(x, y) ∈ Ω, t ∈ T,

F = −ρU ∇φ
|∇φ| , ∀(x, y) ∈ Ω, t ∈ T,

ρ(x, y, t) = 0, ∀(x, y) ∈ Γ0

⋃
Γi, t ∈ T,

ρ(x, y, 0) = ρ0(x, y), ∀(x, y) ∈ Ω.

(3.22)

The HJ part is:


1
U
φt − |∇φ| = −c, ∀(x, y) ∈ Γ, t ∈ T,

φ(x, y, t) = φCBD, ∀(x, y) ∈ Γc, t ∈ T,

φ(x, y, tend) = φ0(x, y), ∀(x, y) ∈ Γ.

(3.23)

where the initial value φ0(x, y) is computed by a 2D Eikonal equation:|∇φ0(x, y)| = c(x, y, tend), ∀(x, y) ∈ Ω,

φ(x, y, t) = φCBD, ∀(x, y) ∈ Γc.
(3.24)

3.5 Solution Algorithm [2]

In this section, solution algorithms used to solve the improved model are discussed,

including the Lax-Friedrichs scheme to solve the conservation law equation, the Lax-

Friedrichs scheme to solve the Hamilton-Jacobi equation, the fast sweeping method

to solve the Eikonal equation, and the self-adaptive MSA to solve the fixed-point

problem.

3.5.1 Lax-Friedrichs scheme to solve the conservation law

In this subsection, the cost potential function φ(x, y, t) is assumed to be known for all

(x, y) ∈ Γ and t ∈ T , and hence the numerical method to solve the conservation law

is focused:
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

ρt +∇.F = q, ∀(x, y) ∈ Ω, t ∈ T,

F = −ρU ∇φ
|∇φ| , ∀(x, y) ∈ Ω, t ∈ T,

ρ(x, y, t) = 0, ∀(x, y) ∈ Γ0

⋃
Γi, t ∈ T,

ρ(x, y, 0) = ρ0(x, y), ∀(x, y) ∈ Ω.

(3.25)

The conservative difference scheme is used to approximate the point values ρni,j ≈
ρ(xi, yj, t

n):

ρn+1
i,j = ρni,j −

∆t

∆x
(f̂i+ 1

2
,j − f̂i− 1

2
,j)−

∆t

∆y
(ĝi,j+ 1

2
− ĝi,j− 1

2
), (3.26)

where qi,j = q(xi, yj, t
n) is defined as the given travel demand at location (xi, yj)

at time tn, ∆x and ∆y are the mesh sizes in x and y directions, respectively, and

f̂i+ 1
2
,j and ĝi,j+ 1

2
are the numerical fluxes in the x and y directions, respectively and

are defined as,

f̂i+ 1
2
,j =

1

2
[f(ρni,j) + f(ρni+1,j)− αf (ρni+1,j − ρni,j)] (3.27)

ĝi,j+ 1
2

=
1

2
[f(ρni,j) + f(ρni,j+1)− αg(ρni,j+1 − ρni,j)] (3.28)

Where αf = max|f ′(ρ)| and αg = max|g′(ρ)|.

3.5.2 Lax-Friedrichs scheme to solve the Hamilton-Jacobi equa-

tion

In this subsection, the density ρ(x, y, t) is assumed to be known for all (x, y) ∈ Ω and

t ∈ T , and hence the numerical method to solve Hamilton-Jacobi equation is focused:
1
U
φt − |∇φ| = −c, ∀(x, y) ∈ Γ, t ∈ T,

φ(x, y, t) = φCBD, ∀(x, y) ∈ Γc, t ∈ T,

φ(x, y, tend) = φ0(x, y), ∀(x, y) ∈ Γ.

(3.29)

Note that the initial time is t = tend and the initial value φ0(x, y) is computed

by the Eikonal equation. In this subsection φ0(x, y) is assumed to be known. As the

initial time is t = tend, define

τ = tend − t,Φ(x, y, τ) = φ(x, y, tend − t), (3.30)
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thus the time-dependent HJ equation is rewritten into the usual form:
1
U

Φτ − |∇Φ| = c, ∀(x, y) ∈ Γ, τ ∈ T,

Φ(x, y, τ) = φCBD, ∀(x, y) ∈ Γc, τ ∈ T,

Φ(x, y, 0) = φ0(x, y), ∀(x, y) ∈ Γ.

(3.31)

Define

H(Φx,Φy) = U(|∇Φ| − c), (3.32)

then the scheme to solve Φτ +H(Φx,Φy) = 0 is

Φn+1
i,j = Φn

i,j −∆tĤ((Φx)
−
i,j, (Φx)

+
i,j, (Φy)

−
i,j, (Φy)

+
i,j), (3.33)

where

(Φx)
−
i,j =

Φi,j − Φi−1,j

∆x
, (Φx)

+
i,j =

Φi+1,j − Φi,j

∆x
(3.34)

(Φy)
−
i,j =

Φi,j − Φi,j−1

∆y
, (Φy)

+
i,j =

Φi,j+1 − Φi,j

∆y
(3.35)

and Ĥ is a Lipschitz continuous monotone flux consistent with H. Here, global

Lax-Friedrichs flux is used:

Ĥ(u−, u+, v−, v+) = H(
u− + u+

2
,
v− + v+

2
)− 1

2
αx(u− + u+)− 1

2
αy(v− + v+), (3.36)

where αx and αy are the viscosity constants and are defined as

αx = max
A≤u≤B,C≤v≤D

|H1(u, v)|, αy = max
A≤u≤B,C≤v≤D

|H2(u, v)| (3.37)

H1(H2) is the partial derivative of H in terms of Φx(Φy), [A,B] is the value range

of u± and [C,D] is the value range of v±.

3.6 Fixed-point problem and MSA

The two parts of the model are completely intertwined. While computing the density

φ by solving the CL, the total cost φ of getting to the CBD from every point must

be known, and thus the direction of flow needed to compute the density at the next
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time level can be decided. While computing the cost φ by solving the HJ, the density

information must be known in order to obtain the local cost. However, neither ρ

nor φ is known initially, also these two parts cannot be solved together as they have

different initial times. As a matter of fact this model is in fact a fixed-point problem

that can be solved by the Method of Successive Averages (MSA).

Define the vector of the numerical solutions at each grid point and each time level

as

~ρ = {ρni,j, i = 1, · · · , Nx, j = 1, · · · , Ny, n = 1, · · · , Nt} (3.38)

~φ = {φni,j, i = 1, · · · , Nx, j = 1, · · · , Ny, n = 1, · · · , Nt} (3.39)

where Nx, Ny and Nt are the number of grid points in x, y and t, respectively.

Definition of one iteration, which contains two steps is discussed further,

Step 1 With a given vector ~φold the CL eq. is solved from t = 0 to t = tend using

Lax-Friedrichs Scheme, thus the vector ~ρ is obtained

~ρ = g(~φold) (3.40)

Step 2 The HJ eq. is solved from t = tend to t = 0 using the Lax-Friedrichs scheme

so as to obtain the updated vector ~φnew. This step is denoted as

~φnew = h(~ρ) (3.41)

Step 1 and Step 2 are considered as one iteration and is further denoted as

~φnew = h(g(~φold)) = f(~φold) (3.42)

With the definition of one iteration and the function f , the model translates to a

fixed-point problem

~φ = f(~φ) (3.43)
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Figure 3.3: Solution Procedure

which can be solved by the MSA.

The MSA was first introduced by Robbins and Monro[10], (1951) to solve the fixed-

point problem. A general MSA is an iterative process. Denote the solution before kth

iteration as ~φk, then computing the MSA to obtain ~φk+1 involves the following steps:

Step 1. Solve the temporary solution ~yk = f(~φk) during the kth iteration.

Step 2. Choose a step size λk and use the following equation to obtain ~φk+1:

~φk+1 = (1− λk)~φk + λk · ~yk, k = 1, 2, · · · (3.44)

Convergence is declared if

‖~φk+1 − ~φk‖ 6 δ. (3.45)

where δ is a given convergence threshold value. We use δ = 10−2 and L2 as the

norm in our computation.

3.6.1 A self-adaptive MSA [2]

Assume a smooth function f , which derives the following formula:

‖~φk+1 − f(~φk+1)‖2

‖~φk − f(~φk)‖2
→ r∗(λ) (3.46)

where k is the constant step size and r∗(λ) is a convex quadratic function that is

pointing up. In addition, r∗(0) = 1 and ∂r∗

∂λ
(0) < 0. Any constant step size such that

r∗(λ) < 1 results in convergence.
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Based on the formula, least squares method is used to fit the curve r∗(λ), and set

the minimum point λ∗ as the updated step size. The procedure for determining the

optimal step size used in the self-adaptive MSA is as follows.

1. Predetermined step sizes have been used for the first several iterations,

λ1 = 1.0, λ2 = 0.4, λ3 = 0.3, λ4 = 0.2, λ5 = 0.15, λ6 = 0.1, λ7 = 0.05,

(3.47)

2. After the kth iteration (k > 2), the step size λk−1 is recorded which is used

before this iteration and the resulting ratio of the error

rk−1 =
‖~φk − f(~φk)‖2

‖~φk−1 − f(~φk−1)‖2
(3.48)

thus constituting a discrete point (λk−1, rk−1) to fit the curve r∗(λ).

3. For the step size n + 1(n ≥ 7), least squares method is used to fit the discrete

points (λk, rk), k = 1, , n and hence the fitted quadratic curve r∗(λ) is obtained.

The new step size λn+1 is defined as the minimum of r∗(λ), i.e., r∗(λn+1) =

minλr
∗(λ).

4. Invalid step size such that λn+1 ≤ 0 or λn+1 ≥ 1 is abandoned, and step size is

set as λn+1 = 0.5λn.

There are several other points to note about the self-adaptive MSA.

• The quadratic curve r∗(λ) must pass though the point (0, 1), i.e.,

r∗(0) = 1, (3.49)

and as such only two parameters must be determined to fit the curve.

• The least squares method is not used until the eighth step because the accuracy

of the discrete points (λk, rk) is low for the first several iterations due to the

non-linearity of f .

• The first several step sizes λk, k = 2, · · · , 7 are distributed on the interval [0, 0.4]

to avoid concentrating the step size distribution into too narrow a range, which

may lead to a poor least squares estimate.
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• The descent speed of λk, k = 1, · · · , 7 is much faster than the conventional step

size λk = 1/k (Robbins and Monro[10], 1951) and hence avoids too large an

amplification of the error.

• λn+1 = 0.5λn is reset when λn+1 ≤ 0 or λn+1 ≥ 1 to avoid trying the same

non-optimal step size repeatedly, which would not produce a better estimate of

the quadratic curve. A small step size can also guarantee convergence.

• The self-adaptive MSA uses the information from the iterations and adjusts the

step size accordingly. The step size may be inaccurate at the beginning, but

becomes increasingly accurate as the number of iterations, k, increases.

3.7 Numerical Setting [2]

We consider a rectangular domain that is 35 km long and 25 km wide in the numerical

computation which is discretized in spatially as 140 grids in x-direction and 100 grids

in y-direction. The center of the compact CBD is located at (10 km, 10 km), and a

lake is located at (25 km, 15 km). We assume that there is no traffic at the beginning

or the end of the modeling period (i.e., ρ0(x, y) = 0,∀(x, y) ∈ Ω), and that no cost is

incurred by entering the CBD (φCBD = 0,∀(x, y) ∈ Γc, t ∈ T ). We set tend = 6, and

so the modeling period is T = [0h, 6h]. The traffic demand function q is defined as

q(x, y, t) = qmax[1− γ1d(x, y)]g(t), (3.50)

Figure 3.4: The modeling domain.

where qmax = 240 veh/km2/h is the maximum demand, γ1 = 0.01 km−1 is a

positive scalar and d(x, y) =
√

(x− 10)2 + (y − 10)2 is the distance from location
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(x, y) to the center of the CBD. The factor [1 + γ1d(x, y)] is used to express the

higher traffic demand generated in the domain closer to the CBD, where more of the

population is located. g(t) is a non-negative and time-varying function defined by

g(t) =



t, t ∈ [0h, 1h]

1, t ∈ [1h, 2h]

−4
5
(t− 3) + 1

5
, t ∈ [2h, 3h]

1
5
, t ∈ [3h, 5h]

0, t ∈ [5h, 6h]

(3.51)

The speed function is defined as U(x, y) = Ufe
−βρ2 , in which β = 2×10−6 km4veh2

and Uf (x, y) is the free-flow speed given by

Uf (x, y) = Umax[1 + γ2d(x, y)], (3.52)

where Umax = 56 km/h is the maximum speed and γ2 = 4 × 10−3 km−1. The

factor [1 + γ2d(x, y)] is used to express the faster free-flow speed in the domain far

from the CBD, where there are fewer junctions. With this definition, we can compute

the critical density of ρc as 500 veh/km2. The local travel cost per unit of distance is

defined as c(x, y, t) = κ
(

1
U

+ π(ρ)
)
, where κ = 90 Rs./h and π(ρ) = 10−8ρ2. Because

we assume that the capacity of the CBD is large enough to accommodate all of the

travelers in the city, |F | should maintain the maximum flow intensity Fmax at the

CBD boundary under the congested condition.

We now use the composed algorithm described in the previous section to perform

the numerical simulation. A uniform mesh with an Nx × Ny grid is used. The mesh

grids inside the CBD and the mesh grids inside the lake are not computed. The

numerical boundary conditions are summarized as follows.

1. On the solid wall boundaries, i.e., the outer boundary of the city, Γo, and the

boundary of the obstruction, Γi, we let the normal numerical flux be 0. We set

ρ = 0 at the ghost points inside the wall. In the Hamilton-Jacobi equation, the

numerical boundary values of φ are obtained by extrapolation from inside the

computational domain. In the Eikonal equation, we set φ = 1012 at the ghost

points.

2. On the boundary of the compact CBD, i.e., Γc, we set φ = 0 in both the HJ

equation and the Eikonal equation. The boundary conditions for ρ inside the
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CBD are obtained by extrapolation from the grids outside the CBD. To maintain

the maximum flow intensity |F | = Fmax on the boundary of the CBD under the

congested condition, we set U(x, y, t) = Uf inside the CBD.

3.8 Numerical Results

Figure 3.5: Density mesh at t = 0.5h

As predicted the density increases near CBD after 0.5 h but the magnitude remains

low.

Figure 3.6: Density mesh at t = 1h
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After 1 h the density around CBD becomes more prominent and magnitude be-

comes high.

Figure 3.7: Density mesh at t = 2h

At 2 h the density profile around CBD remains same but the magnitude increases.

Figure 3.8: Density mesh at t = 3h

At 3 h the density profile around the CBD still remains the same but now the

magnitude has started decreasing. This is because a considerable vehicles in the city

have now entered the CBD.
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Figure 3.9: Density mesh at t = 4h

At 4 h the density is now scaled down on the side where the city boundaries are

near to the CBD but the density is still high on the other side.

Figure 3.10: Density mesh at t = 5h

At 5 h the density profile resembles as that of 0.5 h. This is because the traffic in

the city has now almost saturated.
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Figure 3.11: Density mesh at t = 6h

At 6 h every one in the city has entered the CBD and hence the density is zero.

Figure 3.12: Cost potential mesh and contour at t = 0h

Initially at 0 h when the density in the city is zero, the cost potential on the

boundaries of CBD is zero and keeps on increasing as we move away from it.
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Figure 3.13: Cost potential mesh and contour at t = 1h

At 1 h when the density around the CBD is high the cost incurred to a traveler to

move towards the CBD increases.

Figure 3.14: Cost potential mesh and contour at t = 2h

As the time advances to the end of 2 h the density becomes even high resulting in

the increased cost potential profile.
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Figure 3.15: Cost potential mesh and contour at t = 3h

By the end of 3 h we observed a diminution in the density profile to which cost

potential must also decrease rationally, but our cost potential plots failed to verify

this result.

Unfortunately our code was unable to produce the logical results of cost potential

profile due to some complexities, since the reason for this uncertainty is still unknown

hence a further effort is required to check the computational code and the mathemat-

ical model through analysis. The density profiles, however were able to explain few

characteristics and was able to capture the complex phenomenon of traffic behavior.

3.9 Conclusions

This project deals with the development and analysis of a mathematical model for

traffic assignment problem. A hypothetical test city with one lake and one CBD is

modeled and the resulting system of complex partial differential equations is solved

numerically. It is shown that the proposed model is able to capture complex phenom-

ena of traffic flow in an urban city. Though the proposed model is able to explain

some important characteristics and the results discussed are complete, yet the pro-

posed model will be extended in future to incorporate many important factors like

multiple user classes and multiple CDB urban city.
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Appendix A

The detailed proof of Theorem 1 [2]

Theorem If we choose the speed vector v such that the resulting ∇z is always

parallel to v and has the same direction, then the dynamic predictive user equilibrium

in terms of total travel time to the CBD is satisfied.

Proof If ∇z‖v, then we have

∇z.v = |∇z||v| = |∇z|U, (A.1)

where U =
√
u2 + v2 is the given isotropic speed in the time-space domain. Using

eq. (3.7), we can obtain

|∇z|U = 1, (A.2)

and hence

|∇z(x, y, tD)| = 1/U(x, y, z(x, y, tD)). (A.3)

Next, consider fig. (A.1), in which the larger circle has a radius ∆tU , which is

the boundary of distance movement in ∆t time, as the isotropic speed is U . Here,

we assume that ∆t is small enough such that z(x, y, tD) can be treated as a linear

function of x and y in such a small area. The dotted curve represents the used path

from (x, y) to the CBD based on the parallel condition ∇z‖v. The total travel time

along this used path becomes the difference between the departure time z(x, y, tD)

from (x, y, z(x, y, tD)) and the arrival time tD at the CBD, and thus

φ(x, y, z(x, y, tD)) = tD − z(x, y, tD). (A.4)
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We need to show that for any path from (x, y, z(x, y, tD)) that deviates from this

used path (3D trajectory), the arrival time will be no earlier than tD, i.e., the to-

tal travel time will be no less than φ(x, y, z(x, y, tD)). We can prove this using the

following two steps.

Step 1 Let us first consider an unused path that deviates from the used path only

in the first ∆t time and then reverts back to the used path. As shown in fig. (A.1),

we consider the path that moves away from the starting point with a vector ∆tṽ =

∆t(ũ, ṽ), where |ṽ| = U is the isotropic speed, followed by the dashed curve that

represents the 3D used trajectory from (x̃, ỹ) to the CBD, where (x̃, ỹ) is the position

at which the vehicle arrives at the dotted circle boundary in ∆t time with the vector

∆tṽ. As ṽ = (ũ, ṽ) is not parallel with ∇z = (zx, zy), by defining the angle between

v and ṽ as θ, we can show that the change in z at point (x, y, z(x, y, tD)) along the

movement vector ∆tṽ is

z(x̃, ỹ)− z(x, y, tD) = ∇z∆tṽ = |∇z||ṽ| cos θ∆t = |∇z|U cos θ∆t ≤ |∇z|U∆t (A.5)

Here, the first equal sign comes from the assumption that z(x, y, tD) is a linear

function of x and y in this small area. Even without this assumption, as ∆t is small

enough, the non-linear item in the Taylor expansion is the high order infinitesimal,

which makes no difference to our discussion and can be neglected. Using eq. (A.3),

we have

z(x̃, ỹ)− z(x, y, tD) ≤ ∆t

U
U = ∆t, (A.6)

Figure A.1: The used and unused paths.

i.e.

z(x, y, tD) + ∆t ≥ z(x̃, ỹ). (A.7)
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Figure A.2: Two used paths from (x̃, ỹ) to the CBD.

This means that the arrival time at (x̃, ỹ) along this unused path, i.e., z(x, y, tD)+

∆t, will not be earlier than the departure time from (x̃, ỹ) that is required to reach the

CBD at time tD, i.e., z(x̃, ỹ). The central question is whether a vehicle that departs

from (x̃, ỹ) at a later time could arrive at the CBD earlier than tD, even if the vehicle

follows the used path for the reminder of the journey. We can show that this is not

possible by contradiction.

To illustrate this, consider fig. (A.2). Suppose that it is possible to arrive at the CBD

at an earlier time t̃D, as shown by the dotted-dashed line, even if the vehicle departs

later. As z(x, y, tD) is a closed surface emanating from (CBD, tD), the dotted-dashed

curve that leaves (x̃, ỹ) at time z(x, y, tD) + ∆t ≥ z(x̃, ỹ) and arrives at the CBD at

t̃D < tD must cut through the closed surface z(x, y, tD) somewhere at (x̂, ŷ, z(x, y, tD)).

However, by definition, if a vehicle departs from this time-space point, it can reach

the CBD at both tD and t̃D, which is impossible.

Therefore, if the vehicle moves in any direction other than v = (u, v) in the first ∆t

time, it will not arrive at the CBD earlier than tD, resulting in a total travel time of

no less than φ(x, y, z(x, y, tD)) along the used path.

Step 2 Now let us consider the more general case. In step 1, if a vehicle moves along

ṽ = (ũ, ṽ) in the first ∆t time, it will arrive at the CBD at time t̃D ≥ tD. However, if

it does not revert back to the used path in the next step and continues to move in a

direction other than the speed vector, then by the same token it will arrive even later

at ˜̃tD ≥ t̃D ≥ tD. Therefore, for any unused path, the total travel time must be no

less than that of the used path.
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Appendix B

The detailed proof of Theorem 2 [2]

Theorem If (u, v)‖(−φx,−φy), then the predictive dynamic user equilibrium prin-

ciple is satisfied.

Figure B.1: The used and the unused path.

Proof Recall from the definition in the problem description section that φ(x, y, t) is

the total travel cost incurred by a traveler who departs from location (x, y) at time t to

travel to the CBD using the constructed path-choice strategy. This requires traveling

along the path that satisfies (u, v)‖(−φx,−φy), i.e., the used path. We need to show

that for any unused path from O(x0, y0, t0) that deviates from the used path, the total

cost must be no less than φ(x0, y0, t0). We can prove this using the following two steps.

Step 1 We first consider the unused path that deviates from the used path only at

the initial ∆t time and reverts back to the used path thereafter. Again, we assume
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that ∆t is small enough such that we can neglect the high order infinitesimal in the

Taylor expansion. Consider fig. (B.1), in which the circle has a radius ∆tU , i.e.,

the boundary of moving ∆t time from location O(x0, y0, t0). A(x, y) is the position

at which the vehicle arrives along the used path with a vector ∆t(u, v) based on the

parallel condition (u, v)‖(−φx,−φy), where U =
√
u2 + v2 is the given isotropic speed

in the time-space domain. Ã(x̃, ỹ) is the position at which the vehicle arrives along

the unused path with a vector ∆t(ũ, ṽ). The arrival times at A and Ã are obviously

both t0 + ∆t. We can show that the change in φ along the used path is

φ(x, y, t0 + ∆t)− φ(x0, y0, t0) = (φx, φy, φt).(u, v, 1)∆t

= ∆t[(φx, φy).(u, v) + φt]

= ∆t(−|∇φ|U + φt).

(B.1)

The change in φ along the unused path is

φ(x̃, ỹ, t0 + ∆t)− φ(x0, y0, t0) = (φx, φy, φt).(ũ, ṽ, 1)∆t

= ∆t[(φx, φy).(ũ, ṽ) + φt]

= ∆t(−|∇φ|U cos θ + φt)

≥ ∆t(−|∇φ|U + φt).

(B.2)

Hence, we have

φ(x̃, ỹ, t0 + ∆t)− φ(x0, y0, t0) ≥ φ(x, y, t0 + ∆t)− φ(x0, y0, t0), (B.3)

φ(x̃, ỹ, t0 + ∆t) ≥ φ(x, y, t0 + ∆t). (B.4)

Note that the travel costs from pointO(x0, y0, t0) toA and Ã are both ∆tUc(x, y, t).

We clearly have

φ(x0, y0, t0) = ∆tUc(x, y, t) + φ(x, y, t0 + ∆t). (B.5)

and the cost along the unused path that deviates from the used path only in the

first ∆t period is

φ̃ = ∆tUc(x, y, t) + φ(x̃, ỹ, t0 + ∆t). (B.6)

As φ(x̃, ỹ, t0 + ∆t) ≥ φ(x, y, t0 + ∆t), the total cost along the unused path must

be no less than φ(x0, y0, t0).
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Step 2 In the aforementioned case, if a vehicle moves along (ũ, ṽ) in the first ∆t

period, it will arrive at the CBD with the cost φ̃ ≥ φ(x, y, t0 + ∆t). However, if it

does not revert back to the used path in the next step and continues to move in a

direction other than that of the speed vector, then by the same token it will arrive at

the CBD with a cost ˜̃φ ≥ φ̃ ≥ φ(x, y, t0 + ∆t). Therefore, for any unused path, the

total cost must be no less than that of the used path.
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Appendix C

The detailed proof of Theorem 3 [2]

Theorem In the case that the cost φ(x, y, t) is the travel time in the domain, we

have φt ≥ −1.

Figure C.1: Two used paths.

Proof The proof is similar to the proof of the dynamic user equilibrium principle

in Theorem (1). As shown in fig. (C.1), suppose a vehicle can arrive at the CBD at

time tD along the used path from point (x, y, t0), and can arrive at the CBD at time

t̂D along the used path from (x, y, t0 + ∆t). From Section (3.3.1), we know that if a

vehicle departs from (x, y) at a later time, it will arrive at the CBD later, so we havet̂D ≥ tD, if∆t ≥ 0,

t̂D < tD, if∆t < 0.
(C.1)

Now we can estimate the value of φt as follows:
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φt = lim
∆t→0

φ(x, y, t0 + ∆t)− φ(x, y, t0)

∆t

= lim
∆t→0

[t̂D − (t0 + ∆t)]− [tD − t0]

∆t

= lim
∆t→0

t̂D − tD
∆t

− 1.

(C.2)

Using eq. (C.1), we get φt ≥ −1.
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Appendix D

Fast sweeping method to solve the

Eikonal equation [2]

Before solving the HJ equation, we need the initial value for φ0(x, y) to start the

numerical computation, which is computed using an Eikonal equation:|∇φ0(x, y)| = c(x, y, tend), ∀(x, y) ∈ Ω,

φ0(x, y) = φCBD, ∀(x, y) ∈ Γc,
(D.1)

where c(x, y, t) = 90( 1
U

+ 10−8ρ2) and U(x, y, t) = Ufe
−βρ2 .

The Eikonal equation is in fact a special steady-state Hamilton-Jacobi equation.

We use the first-order Godunov fast sweeping method (Zhao[13], 2005) to solve it.

We first assign the exact boundary values φ0(x, y) = φCBD to Γc. Large values are

assigned as the initial guess values at all other grid points. The following Gauss-Seidel

iterations with four alternating direction sweepings are performed:

(1) i = 1 : Nx, j = 1 : Ny; (2) i = Nx : 1, j = 1 : Ny;

(3) i = Nx : 1, j = Ny : 1; (4) i = 1 : Nx, j = Ny : 1,

where i and j are the grid indexes in x and y, respectively. Nx and Ny are the

number of grid points in x and y, respectively. When we loop to the point (i, j), the

following formula is used to update the solution:

φnewi,j =

min(φxmin
i,j , φymin

i,j ) + ci,jh, if |φxmin
i,j − φymin

i,j | ≥ ci,jh,

φ
xmin
i,j +φ

ymin
i,j +(2c2i,j−(φ

xmin
i,j −φymin

i,j )2)
1
2

2
, otherwise,

(D.2)
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where ci,j = c(xi, yj, tend), φ
xmin
i,j and φymin

i,j are defined asφ
xmin
i,j = min(φi−1,j, φi+1,j),

φymin

i,j = min(φi,j−1, φi,j+1).
(D.3)

Convergence is declared if

‖φnew − φold‖ ≤ δ, (D.4)

where δ is a given convergence threshold value. We use δ = 10−9 and L1 as the

norm in our computation.
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