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Abstract

This dissertation is an exposition of the theory of branch groups. We organized this

study in two parts. In first part, we discuss the construction and distinctive properties

of a finitely generated branch group, the Grigorchuk group. The second part is the

study of the characterization theory of branch group. We also see the classification of

the just infinite group in which branch groups form a partition.
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Introduction

The concept of branch groups is introduced by R. I. Grigorchuk at St. Andrews

Group Theory Conference in Bath 1997. He defines branch group as a group whose

lattice of subnormal subgroups is similar to the structure of a spherically homoge-

neous rooted tree. In [Gri00], he gave a second, equivalent definition, based on a

geometrical point of view: branch groups are groups acting spherically transitively on

a spherically homogeneous rooted tree T and having subnormal subgroups similar to

the corresponding structure in the full automorphism group Aut(T ) of the tree T.

The class of branch group is an important area of research. This class contains

groups which are answers to a number of long-standing problems in group theory.

They provide easiest counterexamples to general Burnside problem, solutions to John

Milnor’s question on the existence of a group with intermediate word growth, examples

of groups which are amenable but not elementary amenable, examples of groups with

finite width etc.

Branch groups are defined in both abstract and profinite cases. The interest of this

dissertation is limited to the study abstract branch groups. Our primary objective is

to discuss the characterization theory of branch group developed by P. D. Hardy in

[Har02].

This thesis is organized into three chapters. The first chapter is an introduction

to spherically homogeneous rooted trees. Here, we see some definitions of subgroups

of a group acting on a rooted tree and discuss their properties.

The second chapter is a detailed survey of the Grigorchuk group G, which is

treated as one of the most famous examples of a finitely generated branch group. The

Grigorchuk group is an automorphism group of the regular binary rooted tree. It first

appeared in [Gri80] by Grigorchuk at 1980, as a counterexample to general Burnside

problem. We see that the Grigorchuk group is a finitely generated infinite group in
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which every element has finite order. We study some of the normal subgroups of G

and show that G has congruence property, the word problem of G is solvable and G

is not finitely presented. This chapter also deals with the description of the terms of

the derived series of G [Gri00] and compute their indices in G.

The Grigorchuk group has other remarkable properties like; it is the first con-

structed group with intermediate growth [GP08],[Gri85], it has bounded width prop-

erty [BG+00], it is an example of amenable group which is not elementary amenable

[Gri98], etc. Prominent examples of branch groups are studied in [BGŠ03].

The theory of branch group is studied in the last chapter of this dissertation. This

chapter is divided into two parts, titled as just infinite groups and structure theory

of branch groups.

Branch group naturally arises as a subclass of just infinite group, these are the

infinite groups in which every proper quotient is finite. The class of just infinite group

is of great importance because every finitely generated infinite group can be mapped

onto a just infinite group (see Proposition (3): [Gri00]). In the first part we discuss

the fundamental work of Wilson [Wil71], [Wil00] on the classification of just infinite

groups. We also study the following trichotomy established by Grigorchuk in [Gri00]:

every just infinite group G is either a branch group, or G contains a finite index

normal subgroup that is isomorphic to the direct product of a finite number of copies

of a group L, where L is either simple or hereditarily just infinite (residually finite

groups with all finite index normal subgroups are just infinite).

The second part of the third chapter is a generalization of Wilson’s work on just

infinite groups to a larger class of groups. We end this study with the proof of the

characterization of branch group.

The class of branch group is connected to other fields such as analysis, geome-

try, combinatorics, probability and computer science. Many branch groups show the

property of self-similarity; hence it is the starting point of the study of the fractal

theory [Nek05].
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Chapter 1

Spherically homogeneous rooted

trees

In this chapter, we define some of the subgroups of a group acting on a rooted tree and

study their properties. We follow [Nek05] for definitions and notations. For further

details one may refer to [BGŠ03] and [Gri00].

1.1 The trees

Let m̄ = {mn}∞n=1 be a sequence of integers with mn ≥ 2 and let X̄ = {Xn}∞n=1 be a

sequence of alphabets with |Xn| = mn.

We define a word w of length n over X̄ as a sequence of letters of the form

w = x1x2 . . . xn where xi ∈ Xi for all i. The length of the word w is denoted by |w|.

Let X̄∗ denotes the set of all finite words over X̄, including the unique zero length

word, the empty word, ∅.

We introduce a partial order on X̄∗ by the prefix relation ≤, i.e., u ≤ v if u =

u1 . . . un, v = v1 . . . vk, n ≤ k, then ui = vi for all i ≤ n, where u, v ∈ X̄∗. The

partially ordered set of words X̄∗ is called a spherically homogeneous rooted tree, Tm̄.

The sequence m̄ is called the branching index of Tm̄. The set of all words of length n

forms the nth level of Tm̄ and is denoted by Ln. The product Nn = m1 · · ·mn gives

the number of vertices of the level Ln.

If all mi are equal, to say m, and all Xi are equal, to say X, then the resulting

tree is said to be a regular rooted tree and it is denoted by Tm.
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∅

x1,1

x1,1x2,1 x1,1x2,m1

x1,2 x1,m1

x1,m1
x2,1 x1,1x2,m2

Figure 1.1: The tree Tm̄, where Xi = {xi,1, . . . , xi,mi
}.

For any u ∈ X̄∗, Tu denotes the subtree hanging below the vertex u with u as the

root. If |u| = n, then for any v ∈ Ln we have Tu ∼= Tv. We use the notation T〈n〉 to

denote the tree isomorphic to all subtrees with root vertex u, where u ∈ Ln.

A map f : X̄∗ −→ X̄∗ is an endomorphism of the tree Tm̄ if f preserves the prefix

relation and the root. A bijective endomorphism is called an automorphism of the

tree Tm̄. It can be easily observed that f permutes the vertices of Ln of the tree Tm̄

for every n ≥ 1. The set of all automorphisms of the tree Tm̄ forms a group and is

denoted by AutTm̄. The automorphism group of the subtree Tu (T〈n〉) is denoted by

Aut(Tu) (AutT〈n〉 respectively) for all vertex u ∈ Ln.

1.2 Group acting on a rooted tree

Let G be a group acts on a rooted tree T = Tm̄ by the automorphism of the tree T .

The action of G on T is said to be faithful if the kernel of the action is trivial. Then

G can be viewed as a subgroup of Aut(T ).

Definition 1.2.1 Let G ≤Aut(T ) be an automorphism group of the rooted tree

T = Tm̄.
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1. An action of a group G by automorphisms of the tree T is said to be level-

transitive if it is transitive on every level Ln of the tree T .

2. The vertex stabilizer is the subgroup StG(v) = {g ∈ G : g(v) = v}, where v is a

vertex of T .

3. The nth level stabilizer is the subgroup StG(n) =
⋂
v∈Ln

StG(v).

4. The rigid vertex stabilizer of a vertex v of T is the subgroup RiStG(v) = {g ∈

G : g(u) = u for all u /∈ Tv}.

5. The nth level rigid stabilizer RiStG(n) is the subgroup 〈RiStG(v) : v ∈ Ln〉

generated by the union of rigid stabilizers of the vertices of the nth level.

Proposition 1.2.2 Let G be a level transitive automorphism group of the rooted tree

T = Tm̄. Then

1. A vertex stabilizer StG(v) for a vertex v of T is a subgroup of index |Ln| in G.

2. For every vertex v of T and g ∈ G , g · StG(v) · g−1 = StG(g(v)) and

g ·RiStG(v) · g−1 = RiSt(g(v)).

3. The level stabilizers StG(n) are normal finite index subgroups of G and⋂∞
n=1 StG(n) = 1.

4. If u, v be two vertices of Tm̄ and u ≤ v then St(v) ≤ St(u) and

RiSt(v) ≤ RiSt(u).

5. If u, v be two vertices of Tm̄ which are not comparable then

RiSt(u)
⋂
RiSt(v) = [RiSt(u), RiSt(v)] = 1.

6. The level rigid stabilizer RiStG(n) is a normal subgroup, which is equal to the

direct product
∏

v∈Ln
RiSt(v) of its subgroups.

Proof:

(1) It can be easily proved that StG(v) for a vertex v of T is a subgroup of G.

Consider the action of G on Ln. Clearly, for all v ∈ Ln, stabilizer of v under the

action of G on Ln is the subgroup StG(v). By orbit-stabilizer theorem we have

|G|
|stabG(v)|

= |orbit(v)|
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But orbit(v) = Ln since the action of G on Ln is transitive. Hence we get,

|G|
StabG(v)

= |Ln|.

(2) Let g ∈ G and h ∈ StG(v). Consider the action of ghg−1 on g(v).

ghg−1(g(v)) = gh(g−1g(v)) = gh(v) = g(v).

Since g and h were arbitrary, we have g · StG(v) · g−1 ≤ StG(g(v)).

Now, consider g′ ∈ StG(g(v)). Then

g′(g(v)) = g(v)

g−1(g′(g(v))) = g−1(g(v))

g−1g′g(v) = v.

This gives g−1g′g ∈ StG(v) and g′ ∈ g ·StG(v) ·g−1. Hence StG(g(v)) ≤ g ·StG(v) ·g−1

and we get the equality.

Similarly, we can show that g ·RiStG(v) · g−1 = RiSt(g(v)) for v ∈ Tm̄.

(3) Let g ∈ G and g′ ∈ StG(n). Consider the action of gg′g−1 on a vertex v ∈ Ln.

gg′g−1(v) = gg′(g−1(v)) = g(g−1(v)) = v,

since g−1(v) ∈ Ln and g′ acts trivially on it. The set of all conjugates of the elements

of StG(n) by the elements of G is in StG(n), hence StG(n)EG.

We define a homomorphism φ from G to symmetric group of |Ln| elements. The

function is well defined since the action of G on Ln is transitive. Clearly, the kernel

of this homomorphism is the subgroup StG(n). By first isomorphism theorem,

G

ker(φ)
= image(φ),

where image(φ) is a subgroup of Sym(|Ln|). Hence the subgroup StG(n) has finite

index in G.

Let 1 6= g ∈ StG(n). Then there exists some vertex x in T with |x| = m such that

g(x) 6= x. Hence g /∈ StG(m), so that g /∈
⋂∞
n=1 StG(n). Therefore

⋂∞
n=1 StG(n)

(4) Let u, v ∈ T and u ≤ v. If g ∈ G fixes v, then it has to fix u. Thus

StG(v) ≤ StG(u). Similarly, RiStG(v) ≤ RiStG(u).

(5) The result is an easy consequence of the definition of the subgroup RiStG(v)

of a vertex v of the tree T .

6



(6) The normality of the subgroup RiStG(n) can be proved as similar to that of

the subgroup StG(n). It follows from the result above that

RiStG(n) = 〈RiStG(v) : v ∈ Ln〉 =
∏
v∈Ln

RiSt(v).

�

7



8



Chapter 2

The Grigorchuk first group

Here we discuss the construction and some of the distinctive properties of the Grig-

orchuk group. All the discussions of this chapter are based on chapter VIII of [dLH00].

The chapter does not include the study of the growth property of the Grigorchuk

group. One may refer to [Gri85] and [dLH00] for the details.

2.1 Preliminaries

Let G be a group and S be a non-empty subset of G.

The normal closure of the set S in G is the smallest normal subgroup of G which

contains S. It is denoted by 〈S〉G. If S is subgroup of G, then we use the expression

SG to denote the normal closure of S in G. We write NG(S) for the normalizer of S

in G.

The set S is called a generating set of G if every element of G can be expressed

as a product of finitely many members of S and their inverses. We write G = 〈S〉 and

G = {g ∈ G : g = sε11 · · · s
εi
i , si ∈ S, εi ∈ {1,−1}}.

The group G is said to be finitely generated if the cardinality of S is finite.

Let F be a free group on a set X of generators. A letter is an element of the set

X ∪ X−1. A word w is a finite string of letter of the form w = x1x2 · · ·xn, where

9



xi ∈ X ∪X−1. We denote the identity element of F by 1. Each element of F other

than the identity element can be represented by a unique element called the reduced

word. A reduced word w is of the form w = x1x2 · · · xm in which no two successive

letters xixi+1 form an inverse pair xix
−1
i or x−1

i xi. We denote the length of a reduced

word w by |w|.

Presentation of groups: Suppose there is a one to one correspondence between

the set of generators, X, of F and the set of generators, S, of G. The identification

of the set generators of F with G extends to an epimorphism φ : F −→ G. By first

isomorphism theorem G is isomorphic to the quotient of F by the kernel of φ. If there

exists a subset R of F such that 〈R〉F is equal to the kernel of φ, then the group G

can be determined up to isomorphism by the sets X and R. The expression 〈X|R〉 is

called a presentation of G, where X is identified with a set of generators of G and R

is identified with a set of relators of G. If the cardinality of X and R are finite then

G is said to be finitely presentable.

Free products: Let G = 〈XG|RG〉 and H = 〈XH |RH〉 be two groups with XG∩XH =

φ. The free product of G and H is the group G ∗H which is defined to be

G ∗H = 〈XG ∪XH |RG ∪RG〉.

Let 1 6= g ∈ G ∗H. The element g has a unique expression of the form

g = g1g2 . . . gn,

where gi ∈ (G ∪H)− {1} and gi, gi+1 do not belong to the same group G or H.

For further clarification in the definitions of group presentation and free product, one

may refer to [Bog08].

Let H be a subgroup of G. We use the notation H ≤f G to denote H is a sub-

group of finite index in G and we write H Ef G for H EG and H ≤f G.

Definition 2.1.1 A group G is said to be residually finite if for any 1G 6= g ∈ G,

there exists a homomorphism ψ : G −→ A such that ψ(g) 6= 1A, where A is a finite

group.

10



Proposition 2.1.2 G is residually finite if
⋂
HEfG

H = 1.

Proof: For any 1 6= g ∈ G there exists a normal subgroup H of finite index in G

such that g /∈ H. Then the epimorphism from G to G/H maps g to a non-trivial

element in G/H. �

Definition 2.1.3 A group G is said to be Hopfian if every epimorphism from G to

G is an isomorphism.

Proposition 2.1.4 Every finitely generated residually finite group is Hopfian.

Proof: Suppose that G be a finitely generated residually finite group and φ : G −→ G

be an epimorphism which is not injective. Let g0 be a non-trivial element in G such

that g0 ∈ ker(φ). Since G is residually finite there exists a homomorphism, say π,

from G to a finite group A such that image of g0 in A is non-trivial. For each n ≥ 1,

we may choose gn ∈ G such that φn(gn) = g0, where φn is the composition of φ n

times. Define a homomorphism πn : G −→ A as πn(g) = π(φn(g)) for any g ∈ G.

Then we have

πn(gn) = π(φn(gn)) = π(g0) 6= 1.

Consider m > n. Then πm(gm) 6= 1.

πm(gn) = π(φm(gn)) = π(φm−n−1(φ(φn(gn)))) = π(φm−n−1(φ(g0))) = 1.

Thus all πi are distinct. This gives infinite number of homomorphisms from G to A.

Since G is finitely generated and A finite, only finite number of homomorphisms are

possible from G to A. Hence we get a contradiction, and the result follows. �

2.2 The Grigorchuk group

The Grigorchuk group G acts faithfully on a regular binary rooted tree T and can thus

be regarded as a subgroup of the full automorphism group Aut(T ). Let X = {0, 1}

be a 2-element alphabet. The set X∗ of words over X (i.e., finite sequence of symbols

in X, including the empty word) can be identified naturally with the vertices of T .

The action of G, generated by a, b, c, d ∈ Aut(T ), is given recursively as follows:

a(0w) = 1w, a(1w) = 0w; b(0w) = 0a(w), b(1w) = 1c(w);

c(0w) = 0a(w), c(1w) = 1d(w); d(0w) = 0w, d(1w) = 1b(w),

11



for any w ∈ X∗.

The element a permutes the vertices in the first level. The element b fixes the first

level and acts as (a, c); i.e., on the first tree hanging from the root b acts as a, and on

the second tree it acts as c. Similarly, the elements c and d fix the first level and act

as (a, d) and (1, b) respectively.

Using induction the following can be verified:

a2 = b2 = c2 = d2 = 1,

bc = cb = d, bd = db = c, cd = dc = b.

This implies the subset {1, b, c, d} forms a subgroup of G which is isomorphic to

Z/2Z × Z/2Z, the Klein four-group (V ). Every element of G can be expressed as a

reduced word of the form

s0as1as2a · · · sm−1asm,

where si ∈ {b, c, d} for i = 1, . . . ,m− 1 and s0, s1 ∈ {1, b, c, d}. The set of all reduced

words in letters of {a, b, c, d} can be seen as a free product of {1, a} and {1, b, c, d}.

Hence G is isomorphic to a quotient of the free product (Z/2Z) ∗ V.

Denote StG(1) to be the subgroup, stabilizer of first level, of G which is defined as

StG(1) = {g ∈ G : g(x) = x for all x ∈ X}.

Clearly, a /∈ StG(1) and it consists of those elements of G which have even number

of occurrence of the element a. Hence the subgroup StG(1) of G is generated by the

elements b, c, d, aba, aca and ada. We have,

b = (a, c) aba = (c, a)

c = (a, d) aca = (d, a)

d = (1, b) ada = (b, 1).

This induces a homomorphism from StG(1) into G×G as follows:

ψ1 = (φ0, φ1) : StG(1) −→ G×G,

φ0(b) = a φ1(b) = c φ0(aba) = c φ1(aba) = a

φ0(c) = a φ1(c) = d φ0(aca) = d φ1(aca) = a

φ0(d) = 1 φ1(d) = b φ0(ada) = b φ1(ada) = 1.

12



The homomorphism ψ1 defined as above is injective and φi : StG(1) −→ G is onto

for i = {0, 1}. Injectivity is clear from the definition of ψ1. Surjectivity is followed

from the fact that the image of StG(1) under ψi contains the elements a, b, c, d which

generate the whole group G. Then group G has a proper subgroup which is mapped

onto G so that G can not be finite. Hence the Grigorchuk group G is infinite.

We can generalize the notion of the level stabilizer StG(1) and the homomorphism

φ1 associated to it. We define StG(n), the nth level stabilizer, as the subgroup of

G consists of all those elements that stabilize the vertices of the nth level. The

homomorphism ψn is defined as

ψn = (φ0,...,0, . . . , φ1,...,1) :

StG(n) −→ G× · · · ×G

g 7−→ (g0,...,0, . . . , g1,...,1)n

,

where the subscript n indicates that there are 2n copies of G, where 2n-uplets are

indexed by the {0, 1} sequence of length n, and where φi1,...,in is in fact the composition

of φin◦· · ·◦φi1 . As in the case of n = 1 above, ψn is injective and φi1,...,in : StG(n) −→ G

is onto.

Proposition 2.2.1
⋂∞
n=1 StG(n) = 1.

Proof: By Proposition 1.2.2 (3). �

Corollary 2.2.2 G is residually finite.

Proof: For each n ≥ 1, the normal subgroups StG(n) are of finite index in G. Hence

the result follows by Proposition 2.1.2. �

Corollary 2.2.3 G is Hopfian.

Proof: By Proposition 2.1.4. �

Theorem 2.2.4 Every g ∈ G there exists n ∈ N such that g2n = 1.

Proof: For any g ∈ G we have the following representation:

g = s0as1as2a · · · sm−1asm,

where si ∈ {b, c, d} for i = 1, . . . ,m − 1 and s0, sm ∈ {1, b, c, d}. We define length of

g as the number of non-unit generators in the shortest representation of g. We will

proceed by inducting on the length k of g.
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1, a, b, c, d are the elements of length one in G. Clearly, g2 = 1 for k = 1. For

k = 2 consider the elements ab, ac and ad.

(ad)4 = ((b, 1)(1, b))2 = (b, b)2 = 1

(ac)8 = ((d, a)(a, d))4 = (da, ad)4 = 1

(ab)16 = ((c, a)(a, c))8 = (ca, ac)8 = 1.

The other elements of length 2 are the conjugates of above elements hence have the

same order.

For k ≥ 3, assume that for any g ∈ G of length less than equal to k there exists

n ∈ N such that g2n = 1. Let g = s0as1as2a · · · sm−1asm be the shortest representation

for g. There are three possibilities:

1. g starts and ends with a: take the conjugate of g by a which is of length k − 2.

2. first and last letter of g belong to {b, c, d}: consider the conjugate of g by first

letter of g which represent a word of length k − 1 or k − 2.

In both cases, induction hypothesis apply.

3. g starts with a and ends with an element of {b, c, d} (after conjugating, if nec-

essary g by b, c or d).

Then,

g = as1as2a · · · ask/2, for si ∈ {b, c, d}.

Now, there are two more cases.

Case 1: k/2 is even.

We can write g as g = (as1a)·s2·(as3a) · · · sk/2 = (g0, g1), where asia ∈ {b, c, d}×{a, 1}

and si ∈ {a, 1} × {b, c, d}. The length of gi ≤ k/2 for i = {0, 1}. Then by induction

hypothesis, there exists n ∈ N such that g2n

0 = g2n

1 = 1

g2n = (g2n

0 , g2n

1 ) = 1

Case 2: k/2 is odd.

We have g2 = (as1a) · s2 · (as3a) · · · (ask/2a) · s1 · (as2a) · · · sk/2 = (h0, h1), and the

length of hi ≤ 2 · k/2 = k for i = {0, 1}.

We will consider three more cases.
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(i) Some of sj is equal to d.

We will have once d = (1, b) and once ada = (b, 1). Then the length of hi ≤ k − 1.

By induction hypothesis there exists n ∈ N such that h2n

0 = h2n

1 = 1. This implies

g2n+1
= 1.

(ii) Some of sj is equal to c.

Then sj = (a, d) and asja = (d, a). Each of hi has length less than k or is equal to

a word of length k involving d. In the first case we apply induction hypothesis, for

second case use (i).

(iii) If neither (i) not (ii) holds, then g = abab · · · ab, which is of order at most

16.

Every element of G is of order a power of 2. Hence G is an infinite 2-group. �

Remark 2.2.5 It can be observed that for 1 6= g ∈ StG(1) and ψ1(g) = (g0, g1)1, we

have l(gi) ≤ l(g)+1
2

for i ∈ {0, 1} and g0 6= g and g1 6= g.

2.3 Some normal subgroups of G

We write gh to denote the conjugation of g by h for g, h ∈ G and 〈g〉G to denote the

normal closure of g in G.

Let x = (ab)2, y = (bda)2, z = (bad)2 be the elements of G. We define two normal

subgroups of G as B = 〈b〉G, K = 〈(ab)2〉G and D = 〈a, d〉. D is a copy of the dihedral

group of order 8.

Proposition 2.3.1 The group B is generated by the elements b, ba, y, z and has index

8 in G.

Proof: Cleraly, b, ba ∈ B. We can write y = [b, da] and z = [b, da]a. Hence y, z ∈ B

because B contains the subgroup [B,G].

Let B1 = 〈b, ba, y, z〉. Then B1 ≤ B. We will show that B1 is normal in G. Then

by minimality of B we get B1 = B. To prove the normality of B1, it suffices to show

that the set of all conjugates of the generators of B1 by the generators of G is in B1.

Since c = bd we only need to check for the conjugation by a, b and d.

Clearly, all the conjugates of b are in B1. An easy verification shows that the

conjugation of the generators of B1 by a and b are also in B1.
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We have,

ψ1(x) = (ca, ac)

ψ1(y) = (x, 1)

ψ1(z) = (1, x).

Now,

dbad = ba(bad)2 ∈ B1

dyd = (1, b)(x, 1)(1, b) = (x, 1) = y ∈ B1

dzd = (1, b)(1, x)(1, b) = (1, (ba)2) = (1, (ab)14) = z7 = z−1 ∈ B1.

The last step follows from the fact that ab is of order 16. This completes the first

part of the proof.

Now we will show that B has index 8 in G.

Let G denotes the quotient of G by the kernel of the canonical homomorphism π

from G to the symmetric group of 8 vertices of the third level of the binary rooted

tree. Let 1, 2, . . . , 8 denote the vertices (0, 0, 0), (0, 0, 1), . . . (1, 1, 1) of the third level.

Then,

π(a) = (1, 5)(2, 6)(3, 7)(4, 8)

π(b) = (1, 3)(2, 4)(5, 6)

π(c) = (1, 3)(2, 4)

π(d) = (5, 6).

This generate the groupG = G/StG(3) and is isomorphic to
(
(Z/2Z)o(Z/2Z)

)
o(Z/2Z).

Let B denotes the image of B under π. The group B is generated by the elements

π(b) = (1, 3)(2, 4)(5, 6)

π(ba) = (1, 2)(5, 7)(6, 8)

π(y) = (1, 2)(3, 4)

π(z) = (5, 6)(7, 8).

The elements π(y) and π(z) are contained in the centre of B, and they generate a

group of order 4. Furthermore, (π(b)π(ba))2 = π(y)π(z). Thus B is a group of order
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16, so that |G : B| = 27/24 = 23. Hence

|G : B| ≥ 23 (2.1)

Now consider a map from G to G/B. Clearly, b maps to the identity element.

Since c = bd, the image of c in G/B equals to the image of d in G/B. Thus the group

G/B is generated from the image of a and d. Therefore,

|G : B| ≤ 23, (2.2)

since a, d is the dihedral group of order 8. From the equations (2.1) and (2.2) we get

|G : B| = 23.

This completes the proof. �

Proposition 2.3.2 The group K is generated by the elements x, y, z and has index

16 in G.

Proof: The elements y, z are in K since y = ab[(ab)2, d]ba and z = ya. Let K1

denotes the group generated by the elements x, y, z. Then K1 ≤ K and it suffices to

show that K1 / G. The following calculations show that the set of all conjugates of

the generators of K1 by the generators of G are in K1.

a(ab)2a = (ba)2, a(bda)2a = (bad)2, a(bad)2a = (bda)2,

b(ab)2b = (ba2), b(bda)2b = (bda)−2 b(bad)2b = (ab)−2(bad)−2(ab)2,

d(bda)2d = (bda)2, d(bda)2d = (bda)2, d(bad)2d = (bad)−2.

Then K1 is normal in G, so is in B. Now consider the group B/K. The group is

generated by the image of b which is of order two in B/K. Thus |B : K| = 2 and

|G : K| = |G : B||B : K| = 23 · 2 = 24.

�

We use the notation Km to denote the direct product of 2m copies of K.

Proposition 2.3.3

1. StG(3) ≤ K ≤ StG(1).
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2. K is self-replicating, that is K geometrically contains the direct product K ×K

(i.e., K � K ×K).

3. For the element (ac)4 ∈ K we have the following relations:

(ac)2 ≡ (ad)2 mod K,

(ab)4 ≡ (ac)4 mod K1.

4. The group K/K1 is isomorphic to the cyclic group of order four and is generated

by the image of (ab)2.

5. The equality K ′ = K2 holds and StG(5) ≤ K ′ ≤ StG(3).

6. For each n ≥ 1, StG(n) contains the subgroup Kn which is the product of 2n

copies of K acting on the subtrees of the binary tree which begin at the nth level.

Proof: (1) The generators of K are contained in the subgroup StG(1), hence K ≤

StG(1). Let K denote the image of K under π, where π is the homomorphism as

defined earlier. We have |π(G)| = 27 and |π(K)| = 23.

|π(G) : π(K)| = |G/StG(3) : (K · StG(3))/StG(3)| = |G : K · StG(3)| = 24.

But, K is of index 24 in G and K ≤ K · StG(3). This implies K = K · StG(3) hence

StG(3) ≤ K.

(2) We have y = ((ab)2, 1) ∈ K. Since φi is an epimorphism from StG(1) to G, for

any g ∈ G there exists an element γ in StG(1) (hence in K) such that ψ1(γ) = (g, ∗),

where ∗ be an element of G. Then,

ψ1(γyγ−1) = (g(ab)2g−1, 1).

This implies (〈(ab)2〉G, 1) is contained in ψ1(K), i.e., K × 1 ≤ ψ1(K). Similarly, for

z = (1, (ab)2) we get 1×K ≤ ψ1(K). Hence K×K ≤ ψ1(K). We say that K contains

K ×K geometrically and is denoted by K � K ×K.

(3) Note that (ad)2 /∈ K. If (ad)2 ∈ K then ad ≡ da(modK). The elements a

and d commute in G/K. This is a contradiction to the fact that index of K in G is

16. Consider the conjugate of (ab)2 by ca.

ac(abab)ca = acabada = acacdada = (ac)2(ad)−2.
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Then (ac)2(ad)−2 is a conjugate of (ab)2 in K, hence the relation (ac)2 ≡ (ad)2

mod K. Thus (ac)2 /∈ K. Since (ab)4 = ((ca)2, (ac)2), we have (ab)4 /∈ K. Also since

(ac)4 = ((da)2, (ad)2), it follows that (ab)4 ≡ (ac)4 mod K1. Therefore (ac)4 ∈ K,

and (ab)8 = ((ca)4, (ac)4) ∈ K1.

(4) Consider the quotient of K by K1. Clearly, the elements y and z are identity

in K/K1 and the group is generated by image of (ab)2. We see that (ab)4 /∈ K1 but

(ab)8 ∈ K1. Hence (ab)2 is of order 4 in K/K1. The quotient K/K1 is isomorphic to

the cyclic group of order 4.

(5) The derived subgroup K ′ of K is generated from the elements [x, y], [x, z] and

[y, z]. They have the following decomposition;

[x, y] = ((ba)2, 1, 1, 1)2;

[x, z] = (1, 1, 1, ((bad)2)−1(ab)2)2;

[y, z] = (1, 1, 1, 1)2.

Clearly, the above elements belong to K × K × K × K = K2, hence K ′ ≤ K2.

Using the argument as in the proof of Proposition 2.3.3 (2), we can show that

(〈(ba)2〉G, 1, 1, 1) is contained K ′ since ((ba)2, 1, 1, 1) ∈ K ′. Thus K×{1}×{1}×{1} ≤

K ′. Furthermore, we have

b[x, y]b = (1, (ba)2, 1, 1)2; (2.3)

a[x, y]a = (1, 1, (ba)2, 1)2; (2.4)

ab[x, y]ba = (1, 1, 1, (ba)2)2. (2.5)

The equations (2.3) to (2.5) together imply that K2 ≤ K ′. Hence we get the equality

K ′ = K2.

It is easy to see that

ψn(StG(n+ k)) = StG(k)× · · · × StG(k),

(2n factors respectively for each vertex of level n).

From Proposition 2.3.3 (1) we get,

ψ2(StG(5)) = StG(3)× StG(3)× StG(3)× StG(3) < K ×K ×K ×K = K ′.
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From the decomposition of the generating elements of K ′ we can see that they belong

to StG(3) . Consequently, StG(5) ≤ K ′ ≤ stG(3).

(6) The proof proceeds by induction on n of StG(n). For n = 1 we have seen that

K < StG(1) and K ×K ≤ ψ1(K). Thus StG(1) contains K ×K. Assume that Kn is

contained in StG(n).

Let

xn = ((bda)2, 1, . . . , 1)n ∈ Kn ≤ StG(n).

xn ∈ StG(n+ 1) since (bda)2 ∈ StG(1). So we can apply ψn+1 to xn and get

ψn+1(xn) = ((ab)2, 1, . . . , 1)n+1.

This gives K ×{1} · · · × {1} ≤ StG(n+ 1). Thus the direct product of 2n+1 copies of

K is contained in StG(n+ 1) follows from the fact that G acts transitively on T . �

Theorem 2.3.4 For any n ∈ N, there exists g ∈ G such that g2n 6= 1.

Proof: We will first prove the following result.

For an integer n ≥ 1 and an element gn ∈ K such that g2n

n 6= 1, then there exists an

element hn ∈ StG(5) < K such that

ψ5(hn) = (gn, 1, . . . , 1)5 ∈ K5

and the element gn+1 = (ab)8hn ∈ K satisfies g2n+1

n+1 6= 1.

Suppose gn ∈ K such that g2n

n 6= 1. From Proposition 2.3.3 (6) we have K5 ≤ StG(5).

In particular,

K × {1} × · · · {1} ≤ StG(5),

with 25 − 1 copies of {1}. Thus we can choose hn ∈ StG(5) such that

ψ5(hn) = (gn, 1, . . . , 1)5 ∈ K5.

For convenience we may write

ψ4(hn) = ((gn, 1), (1, 1), . . . , (1, 1))4 ∈ K4.
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Set gn+1 = (ab)8hn ∈ K. We have,

ψ4((ab)8) = (a, c, a, c, a, c, a, c, a, c, a, c, a, c, a, c)4,

ψ4(g2
n+1) = (a(gn, 1)a(gn, 1), c(1, 1)c(1, 1), . . . , a(1, 1)a(1, 1), c(1, 1)c(1, 1))4

= ((1, gn)(gn, 1), (1, 1), . . . , (1, 1))4

= (gn, gn, 1, . . . , 1)5.

Consequently,

ψ5(g2n+1

n+1 ) = (g2n

n , g
2n

n , 1, . . . , 1)5 6= 1 ∈ G32.

Hence g2n+1
n+1 6= 1 in G. Now, the proof of the theorem follows by induction on n. �

2.4 Congruence subgroups of G

We define a congruence subgroup of G as a subgroup which contains StG(n) for large

n.

Theorem 2.4.1 Any normal subgroup of G distinct from {1} is a congruence sub-

group.

Proof: Let 1 6= g ∈ G and N be the normal closure of g in G. By Proposition 2.2.1

we can find an integer n ≥ 1 such that g ∈ StG(n) but g /∈ StG(n+ 1). Let

ψn(g) = (g0,...,0, . . . , g1,...1)k.

Since g /∈ StG(n + 1), at least one component of g which is not contained in StG(1).

We may assume that g0,...,0 /∈ StG(1). Thus we can write

g0,...,0 = ha,

where h ∈ StG(1) and ψ1(h) = (h0, h1). By Proposition 2.3.3 (6) we can choose k ∈ K

and u ∈ StG(n+ 1) such that

ψn+1(u) = (k, 1, . . . , 1)n+1 = ((k, 1), (1, 1), . . . , (1, 1))n.

Then

ψn([g, u]) = (g−1
0,...,0(k, 1)−1g0,...,0(k, 1), (1, 1) . . . , (1, 1))n,
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where

g−1
0,...,0(k, 1)−1g0,...,0(k, 1) = (ha)−1(k, 1)−1(ha)(k, 1)

= a(h0, h1)−1(k, 1)−1(h0, h1)a(k, 1)

= a(h−1
0 k−1h0, 1)a(k, 1)

= (1, h−1
0 k−1h0)(k, 1)

= (k, h−1
0 k−1h0).

Hence

ψn+1([g, u]) = (k, h−1
0 k−1h0, 1, . . . , 1)n+1.

Now, we choose l ∈ K and v ∈ StG(n+ 1) such that

ψn+1 = (l, 1, . . . , 1)n+1.

Then

ψn+1([[g, u], v]) = ([k, l], 1 . . . , 1)n+1.

Since N is normal in G, [N,G] ≤ N . Hence we have [[g, u], v] ∈ N and for any

element m ∈ K ′ we can find t ∈ N such that

ψn+1(t) = (m, 1, . . . , 1)n+1,

(as k and l are arbitrary in K).

Hence, K ′ × {1} × · · · × {1} ≤ N,

with 2n+1 − 1 copies of {1}. It follows from the fact that G acts transitively on the

levels of T ,

K ′ × · · · ×K ′ ≤ N

with 2n+1 copies of K ′. By Proposition 2.3.3 (5),

StG(5)× · · · × StG(5) ≤ N

with 2n+1 copies of StG(5). But we have

ψn+1(StG(n+ 6)) = StG(5)× · · · × StG(5),

thus

StG(n+ 6) ≤ N.

�
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2.5 The derived series of G

The derived series G(n), n ≥ 1 of the group G is defined as follows:

G(1) = G′ = [G,G],

G(n+1) = [G(n), G(n)].

Theorem 2.5.1 The following relations hold:

1. G(1) = 〈[a, d], K〉 and G(1)/K ∼= C2.

2. G(2) = 〈y2, yz,K(1)〉 and G(2)/K(1) ∼= C2 × C4.

3. K1 = 〈y,G(2)〉 and K1/G
(2) ∼= C2.

4. G(n) = K2n−3 if n ≥ 3.

The indices satisfies

[G : G(n)] =


23 if n = 1

27 if n = 2

222n−2+2 if n ≥ 3.

Proof: Through out in this proof we assume that G is a 3 generated group and G

is generated from the elements a, b, d.

(1) Let P := 〈[a, d], K〉, where K is generated as the normal closure of the element

(ab)2 in G. Since (ab)2 = [a, b] ∈ G(1), it is clear that P ≤ G(1). We have G(1) =

〈[a, d], [a, b]〉G. We will prove that P is normal in G, then G(1) ≤ P , since G(1) is the

minimal normal subgroup of G containing [a, d] and [a, b]. To prove the normality of

P , it suffices to show that the conjugates of [a, d] and [a, b] by the generates of G are

in P :

[a, d]a = [d, a]; [a, d]d = [d, a]; [a, d]b = (bad)2[a, d] ∈ P.

As [a, b] = (ab)2 ∈ K and K E G, the set of all conjugates of [a, b] are in P . Hence

the result follows and G(1) = P.

Now, we have G(1) = 〈[a, d], K〉. Consider the canonical epimorphism from G(1)

to G(1)/K. Then, G(1)/K is is isomorphic to the image of [a, d] in G(1)/K, since

[a, d] /∈ K (from Proposition 2.3.3 (3)), i.e., G(1)/K ∼= C2.
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(2) Let Q := 〈y2, yz,K(1)〉. It follows from the fact that G(1) = 〈[a, d], K〉 and

K = 〈x, y, z〉;

G(2) = [G(1), G(1)] = [〈[a, d], K〉, 〈[a, d], K〉]

= 〈[[a, d], K], K(1)〉

= 〈〈[[a, d], x], [[a, d], y], [[a, d], z]〉G, K(1)〉.

But [[a, d], z] = (1, (ab)4) = [[a, d], y]a, so

G(2) = 〈〈[[a, d], x], [[a, d], y]〉G, K(1)〉.

Since 〈〈[[a, d], x], [[a, d], y]〉G and K(1) are normal in G so are in G(2). Thus we have,

G(2) = 〈[[a, d], x], [[a, d], y]〉G ·K(1).

An easy computation shows that ([[a, d], x])bd = yz and [[a, d], y] = y2. This gives the

one way inclusion, Q ≤ G(2).

The reverse inclusion follows from the normality of Q in G. If we can show that Q

is normal in G then 〈〈[[a, d], x], [[a, d], y]〉G ≤ Q, and since K ′ ≤ Q we have G(2) ≤ Q.

We prove the normality of Q by showing that [Q,G] ≤ Q. Since K(1) is normal in G

it suffices to show that the set of all conjugates of y2 and yz by the generators of G

are in Q. We do the computations as similar to the case of P and get the equality,

G(2) = Q.

We have G(2) = 〈y2, yz,K(1)〉. Consider a canonical epimorphism from G(2) to

G(2)/K(1). Then G(2)/K(1) is generated from the image of yz and y2 in G(2)/K(1).

But,

y4 = (x4, 1) = ((ca)4, (ac)4, 1, 1) ≡ 1 mod K(1),

(yz)4 = (x4, x4) ≡ (1, 1) = 1 mod K(1)(from Proposition 2.3.3(3)).

And since [yz, y2] ≡ 1 mod K(1), the image of yz and y2 commute in G(2)/K(1).

Thus G(2)/K(1) = 〈image(y2)〉 × 〈image(yz)〉 = C2 × C4, as image(y2) has order 2 in

G(2)/K(1) and image(yz) has order 4 in G(2)/K(1).

(3) Let R := 〈y,G(2)〉, with G(2) = 〈y2, yz,K(1)〉.

It follows from Proposition 2.3.3 (2) that K(1) = K2 ≤ K1. Furthermore, y = (x, 1)1 ∈

K1 and z = (1, x)1 ∈ K1. So the group R is contained in the group K1.
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Since K1 contains the elements y and x, K1 together with x generates K. Then we

have,

K = 〈x,K1〉

K1 = K ×K = 〈x,K1〉 × 〈x,K1〉

K1 = 〈(x, 1)1, (1, x)1, K2〉

= 〈y, z,K(1)〉.

Clearly, K1 ≤ R. Thus the equality follows. Now consider the canonical epimorphism

from K1 to K1/G
(2). Then the group K1/G

(2) is generated from the image of y in

K1/G
(2). From Theorem 2.5.1 (2) above it is clear that y /∈ G(2). Hence K1/G

(2) ∼= C2.

(4) The proof proceeds by induction on n, of G(n).

Let n = 3. We will prove that G(3) = K3. By definition G(3) = [G(2), G(2)]. Using the

expression for G(2) and the fact that K(1) = K2 = 〈(x, 1, 1, 1)2, (y, 1, 1, 1)2〉G, we get

G(3) = [〈y2, yz,K(1)〉, 〈y2, yz,K(1)〉]

= 〈[y2, yz], [y2, K(1), ][yz,K(1)], K(2)〉

= 〈[y2, K(1), ][yz,K(1)], K(2)〉 (∵ [y2, yz] = 1)

= 〈〈[y2, η], [y2, ζ], [yz, η], [yz, ζ]〉G, K(2)〉

= 〈[y2, η], [y2, ζ], [yz, η], [yz, ζ]〉G ·K(2) (∵ K(2) EG),

where η = (x, 1, 1, 1)2 and ζ = (y, 1, 1, 1)2 = (x, 1, 1, 1, 1, 1, 1, 1)3.

We have the following decomposition:

[y2, η] = [(x2, 1)1, (x, 1, 1, 1)2] = [(ca)2, (ab)2], 1, 1, 1]

= (x−1, x, 1, 1, 1, 1, 1, 1)3 ∈ K3

[yz, η] = [(x, x)1, (x, 1, 1, 1)2] = ([(ca)2, (ab)2], 1, 1, 1)2

= (y−1, 1, 1, 1)2 = (x−1, 1, 1, 1, 1, 1, 1, 1)3 ∈ K3,

and [y2, η] · [yz, η] = (1, x, 1, 1, 1, 1, 1, 1)3. As G acts transitively on the levels of T ,

K3 ≤ G(3).
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Moreover,

[y2, ζ] = [(x2, 1)1, (x, 1, 1, 1, 1, 1, 1, 1)3] = [[(ca)2, (bda)2], 1, 1, 1]

= (z−1x2, 1, 1, 1, 1, 1, 1, 1)3 ∈ K3

[yz, ζ] = [(x, x)1, (x, 1, 1, 1, 1, 1, 1, 1)3] = [[ca, (bda)2], 1, 1, 1]

= (x, x, 1, 1, 1, 1, 1, 1)3 ∈ K3.

For the reverse inclusion it remains to show that K(2) ≤ K3. Indeed we will show that

K(2) = K4 ≤ K3.

K(2) = [K(1), K(1)] = [K2, K2]

= [〈(x, 1, 1, 1)2, (y, 1, 1, 1)2〉G, 〈(x, 1, 1, 1)2, (y, 1, 1, 1)2〉G]

= 〈[(x, 1, 1, 1)2, (y, 1, 1, 1)2]〉G,

where

[(x, 1, 1, 1)2, (y, 1, 1, 1)2] = ([x, y], 1, 1, 1)2

= (y, 1, 1, 1, 1, 1, 1, 1)3

= (x, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1)4.

Consequently, K(2) = K4, which implies G(3) ≤ K3 and the equality G(3) = K3.

Now, assume for n ≥ 3, G(n) = K2n−3. We will prove for n+ 1, G(n+1) = K2(n+1)+3.

G(n+1) = [G(n), G(n)] = [K2n−3, K2n−3]

= [〈(x, 1, . . . , 1)2n−3, (y, 1, . . . , 1)2n−3〉G, 〈(x, 1, . . . , 1)2n−3, (y, 1, . . . , 1)2n−3〉G]

= 〈[(x, 1, . . . , 1)2n−3, (y, 1, . . . , 1)2n−3]〉G,

where

[(x, 1, . . . , 1)2n−3, (y, 1, . . . , 1)2n−3] = ([x, y], 1, . . . , 1)2n−3

= (y, 1, . . . , 1)2n−2

= (x, 1, . . . , 1)2n−1 ∈ K2n−1.

Thus G(n+1) = K2n−1 = K2(n+1)−3. Hence the proof is completed by induction.
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We have KEG(1)EG. This induces a canonical epimorphism from G/K to G/G(1)

with the kernel G(1)/K. Then the first isomorphism theorem implies that,

G/K

G(1)/K
∼= G/G(1) and,

[G : G(1)] = |G/G(1)| = |G/K|
|G(1)/K|

= 24/2 = 23 (from Theorem 2.5.1(1) and (2)).

Now, we get a chain of subgroups with finite indices

G(2) E2 K1 E22 K E2 G
(1) E23 G.

Thus,

[G : G(2)] = 2 · 22 · 2 · 23 = 27.

For n ≥ 3, G(n) = K2n−3 and observe that |Kn : Kn+1| = 42n . Then one may get the

following chain;

K2n−3 E422n−4 K(2n−4) E422n−5 . . . K3 E422 K2 E42 K1 E4 K E24 G.

[G : G(n)] = [G : K2n−3]

= 24 · 4 · 42 · 422 · · · 422n−5 · 422n−4

= 24 · 4(20+21+22+···22n−5+22n−4)

= 24 · 4(
(1−22n−3)

1−2
)

= 24 · 4(22n−3−1)

= 24 · 222n−2−2

= 222n−2+2.

The theorem is thus proved. �

2.6 Word problem for G

Let S = {a, b, c, d} be the set of generators of G. Let S∗ denotes the set of all finite

words in S including the empty word ∅, and S∗red denotes the set of all reduced words

of S∗. The set S∗red is in one to one correspondence with the free product (Z/2Z) ∗ V.

For a word w ∈ S∗, w denotes the element in G represented by w.
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A word problem for a group G with respect to a set of relations of its elements is

the algorithmic problem of deciding whether two given words w,w′ ∈ S∗ represent the

same element w = w′ in G (or equivalently the word w ∈ S∗ represents w = 1 ∈ G).

Let |w|i denotes the number of occurrence of the letter i in a word w ∈ S∗, where

i ∈ {a, b, c, d}. We define a length function, l, for any w ∈ S∗ and g ∈ G as follows,

l : S∗ −→ N

l(w) = |w|a + |w|b + |w|c + |w|d,

and

l : G −→ N

l(g) = inf{l(w)|w ∈ S∗, w = g}.

Let r : S∗ −→ S∗red denotes the reduction map and S∗,a≡0
red := {w ∈ S∗red : |w|ais even}.

The set S∗,a≡0
red can be identified with the set of words in {b, c, d, aba, aca, ada}. Let

φ̃0, φ̃1 : S∗,a≡0
red −→ S∗ be two maps defined recursively by

φ̃0(b) = a φ̃1(b) = c

φ̃0(c) = a φ̃1(c) = d

φ̃0(d) = ∅ φ̃1(d) = a

φ̃0(aba) = d φ̃1(aba) = a

φ̃0(aca) = d φ̃1(aca) = d

φ̃0(ada) = b φ̃1(ada) = ∅

and φ̃j(uv) = φ̃j(u)φ̃j(v) for u ∈ {b, c, d, aba, aca, ada}, and v is a word in {b, c, d, aba, aca, ada},

where |v| < |uv|.

The following observations can be easily verified.

Observations:

1. w ∈ StG(1)⇐⇒ w ∈ S∗,a≡0
red .

2. For w ∈ S∗,a≡0
red , we have

φ̃0(w) = φ0(w) and φ̃1(w) = φ1(w).

3. For w ∈ S∗red, we have

|w|a is even and φ̃j(w) = 1 ∈ G for j ∈ {0, 1} ⇐⇒ w = 1 ∈ G.
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4. For ∅ 6= w ∈ S∗,a≡0
red , set wj = r(φ̃j(w)), g = w and gj = φj(g)(= wj) for j = 0, 1.

(a) We have l(wj) ≤ l(w)+1
2

.

(b) If w starts with a and ends with some u ∈ {b, c, d}, then l(wj) ≤ l(w)
2
.

(c) l(gj) ≤ l(g)+1
2

.

(d) If g is not a conjugate to an element of shorter length in G, then l(gj) ≤ l(g)
2
.

For any w ∈ S∗ we develop an algorithm to decide whether w represents 1 of G or

not as follows:

1. Compute |w|a,

If |w|a is odd then w 6= G.

If |w|a is even, compute r(w),

if r(w) is empty then w = 1 ∈ G,

if l(r(w)) ≥ 1 go to next step.

2. Compute wj = r(φi(w)) for j = {0, 1} and return to step (1) and repeat the

algorithm for wj.

It is clear from the observations above that the algorithm terminates. Thus the word

problem for G is solvable.

2.7 Presentation of G

Let π : (Z/2Z) ∗ V −→ G defines an epimorphism by mapping w ∈ (Z/2Z) ∗ V to

w ∈ G, as the set S∗red is in one to one correspondence with (Z/2Z) ∗ V.

For each w ∈ S∗red, wj with j = j1, . . . , jk where ji ∈ {0, 1} defines a set of reduced
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words as follows

w∅ = w

wj1 =

r(φ̃j1(w)) if w ∈ S∗,a≡0
red

is not defined otherwise

· · ·

wj1,...,jk−1,jk =

r(φ̃jk(wj1,...,jk−1
)) if wj1,...,jk−1

is defined and wj1,...,jk−1
∈ S∗,a≡0

red

is not defined otherwise .

Let Kn := {w ∈ S∗red : wj1,...,jn = ∅, ∀ j1, . . . , jn ∈ {0, 1}}, for each n ≥ 1. Clearly,

Kn ≤ ker(π) for each n ≥ 1.

Lemma 2.7.1 For each n ≥ 0, the set Kn is a normal subgroup of (Z/2Z) ∗ V and

K0 := {1} ≤ K1 ≤ · · · ≤ Kn ≤ Kn+1 ≤ · · · ≤
∞⋃
n=0

Kn = ker(π).

Proof: Set F = (Z/2Z) ∗ V.

It is clear from the definition that Kn ≤ Kn+1 for n ≥ 0. We will prove the lemma in

the following three steps.

1. For each n ≥ 0, Kn is a subgroup of F .

The proof proceeds by induction. For n = 0, K0 = {1} is a subgroup of F .

Assume that Kn−1 is a subgroup of F . We identified Kn with a subset of F as,

Kn = {w ∈ F : |w|a is even and w0, w1 ∈ Kn−1},

where wj = r(φ̃j(w)) for j = {0, 1}.

Let w ∈ Kn with w0, w1 ∈ Kn−1. Then w−1
0 , w−1

1 ∈ Kn−1 as Kn−1 is a subgroup

of G. Observe that w−1
0 = (w−1)0 and w−1

1 = (w−1)1 ⇒ w−1 ∈ Kn.

For any w,w′ ∈ Kn, we have w0, w1, w
′
0, w

′
1 ∈ Kn−1. Hence ww′ ∈ Kn since

w0w
′
0, w1w

′
1 ∈ Kn−1. Thus by induction, we get Kn as a subgroup of F for each

n ≥ 0.

2. For each n ≥ 0, Kn is a normal subgroup of F .

The proof proceeds by induction. For n = 0, K0 = {1}C F. Assume that Kn−1

is a normal subgroup of F and we have

Kn = {w ∈ F : |w|a is even and w0, w1 ∈ Kn−1}.
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For any w ∈ Kn we will show that conjugates of w by the set of generators

{a, b, c, d} of F is in Kn. This gives that the conjugate of w ∈ Kn by any word

in {a, b, c, d} is in Kn. Thus Kn E F.

For w ∈ Kn , we will compute |awa|a, |bwb|b, |cwc|c and |dwd|a.

Note that for any w ∈ Kn, |w|a is even.

We get

|awa|a ≡ |w|a(mod 2),

|bwb|b = |cwc|c = |dwd|a = |w|a

and

(awa)0 = w1 (awa)1 = w0

(bwb)0 = aw0a (bwb)1 = cw1c

(cwc)0 = aw0a (cwc)1 = dw1d

(dwd)0 = w0 (dwd)1 = bw1b.

It follows from the induction hypothesis that awa, bwb, cwc, dwd ∈ Kn. Hence

the result follows.

3.
⋃∞
n=0Kn = ker(π).

Clearly,
⋃∞
n=0Kn ≤ ker(π). Let w ∈ ker(π). Then w = 1 ∈ G. By the algo-

rithm developed for the word problem of G above there exists n ≥ 1 such that

wj1,...,jn = ∅. Thus w ∈ Kn and ker(π) ≤
⋃∞
n=0 Kn. Hence the equality follows.

Thus the proof is completed. �

Lemma 2.7.2 For each n ≥ 0, Kn is strictly contained in Kn+1.

Proof: Let σ̃ be a function defined on the set of generators {a, b, c, d} of S∗red as,

σ̃(a) = aca, σ̃(b) = d, σ̃(c) = b, σ̃(d) = c.

This will extends as a transformation σ̃ : S∗red −→ S∗red of the set of all reduced words.

Observe that,

1. The image of φ̃0 ◦ σ̃ in S∗red is in bijection with Z2 ∗ Z2 as

φ̃0 ◦ σ̃(a) = d, φ̃0 ◦ σ̃(b) = 1, φ̃0 ◦ σ̃(c) = a, φ̃0 ◦ σ̃(d) = a.
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2. The image of φ̃1 ◦ σ̃ is the identity map as,

φ̃1 ◦ σ̃(a) = a, φ̃1 ◦ σ̃(b) = b, φ̃1 ◦ σ̃(c) = c, φ̃1 ◦ σ̃(d) = d.

Let σ̃n denotes the nth iterate of σ̃. For all n ≥ 0, we will prove that σ̃n((ad)4) is in

Kn+1 and not in Kn (for each n ≥ 0, Kn is viewed as a subset of S∗red).

For n = 0, consider (ad)4 = (b2, b2)1 = (1, 1)1, which is contained in K1 and not in

K0.

For n = 1, consider σ̃((ad)4) = (acac)4 = (da, ad)4
1, which is contained in K2 and not

in K1.

For n = 2, consider σ̃2((ad)4),

σ̃2((ad)4) = σ̃((acac)4) = (acab)8 = (da, ac)8
1 = (1, 1, (da)4, (ad)4)2 = (1, 1, 1, 1, 1, 1, 1, 1)3.

Thus σ̃2((ad)4) ∈ K3 and not in K2.

Assume that n ≥ 3 and the hypothesis is valid upto n− 1.

Set w = σ̃n((ad)4). We use the algorithm developed for solving word problem of G to

compute w. By the definition of σ̃, |w|a is a multiple of 8. Since |w|a is even, go to

the second step of the algorithm and compute wj = r(φ̃j(w)) for j = 0, 1. It can be

seen from the observation (1) above that w0 is a reduced word in a and d of exponent

4. Hence w0 ∈ 〈a, d〉, which of exponent 4 in G. We get w0 = 1. Observation (2)

provides w1 = r(σ̃n−1(ad)4). By induction hypothesis, w1 is contained in Kn and not

in Kn−1. Hence we get w ∈ Kn+1 and w /∈ Kn. Since we can identify the subset Kn

with the subgroup Kn of F , the proof is completed by induction. �

Remark 2.7.3 The containments in the lemma Lemma 2.7.1 are strict.

Theorem 2.7.4 The group G is not finitely presentable.

Proof: Suppose G has a finite presentation. That is G can be presented by the finite

set of generators {a, b, c, d} and a finite set of relators {r1, r2, . . . , rk},

G =
〈
a, b, c, d, |a2 = b2 = c2 = d2 = bcd = r1 = r2 = · · · = rk = 1

〉
.

But this would be a contradiction to Lemma 2.7.1 and Lemma 2.7.2. Thus G does

not have a finite presentation. �

32



The group G has a finite recursive presentation of the form

G =
〈
a, b, c, d, |a2 = b2 = c2 = d2 = bcd = 1, w4

n = (wnwn+1)4 = 1(n ≥ 0)
〉

where (wn)n≥0 is a sequence of words defines as w0 = ad and wn+1 = σ̃(wn) (refer

[Lys85]).
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Chapter 3

Branch groups

In this chapter, we state the two equivalent definitions of branch group. Here, we

explicitly discuss the classification of just infinite group by John Wilson and [Wil00]

R. I. Grigorchuk [Gri00]. We will see how this work of Wilson is generalized by P. D.

Hardy to derive the structure theory of branch group [Har02].

Definition 3.0.1 (R. I. Grigorchuk, [Gri00]) The group G is a branch group if

it has trivial centre and contains descending chains of subgroups {Hn}∞n=1, {Ln}∞n=1

where each Ln is a subgroup of Hn and such that the following hold:

1. Hn is normal in G, the index |G : Hn| is finite and
⋂∞
n=1Hn = {1}.

2. There is a sequence {Nn}∞n=1 of natural numbers such that Nn divides Nn+1,

and there are subgroups L
(1)
n , . . . , L

(Nn)
n of G, each isomorphic to Ln = L

(1)
n ,

such that Hn can be represented as the direct product

H = L(1)
n × · · · × L(Nn)

n (3.1)

in such a way that the product decomposition (3.1) of Hn+l refines that of Hn;

that is, each factor L
(i)
n from (3.1) contains a product of mn+1 = Nn+1/Nn factors

L
(j)
n+1, (i − 1)mn+1 + 1 ≤ j ≤ imn+1 from the corresponding decomposition of

Hn+l.

3. When G acts on itself by conjugation, for each n = 1, 2, . . . the factors in (3.1)

are permuted transitively among themselves.

Definition 3.0.2 (R. I. Grigorchuk, [Gri00]) A faithful action of a group G on a

rooted tree T = Tm̄ is said to be a branch action if G satisfies the following conditions:
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1. The action of G on T is level-transitive,

2. |G : RiStG(n)| <∞, for all n ≥ 1.

A group G is said to be a branch group if there is a branch action of G on some rooted

tree T .

Remark 3.0.3 Definition 3.0.1 and Definition 3.0.2 are equivalent.

Example 3.0.4 The first Grigorchuk group is a branch group. It follows from Propo-

sition 2.3.3 that each subgroup StG(n) of G contains 2n copies of the subgroup

K = 〈(ab)2〉G, for all n ≥ 1. We have seen that StG(n) are normal subgroups of

finite index in G, and
⋂∞
n=1 StG(n) = 1. Therefore by Definition 3.0.1, Grigorchuk

group is a branch group.

One may refer to [BGŠ03] for more examples of branch groups.

3.1 Just infinite branch groups

A group G is said to be just infinite if G is infinite and all of its proper quotients are

finite. A residually finite group G is hereditarily just infinite if every normal subgroup

of finite index is just infinite [see [Gri00]].

The main theorem of this section is the ternary classification of the just infinite

groups by John Wilson and Grigorchuk. The structure theory of just infinite group

was developed by J. S. Wilson [see [Wil71], [Wil00]]. According to his work the just

infinite group splits into two classes. The trichotomy of just infinite groups were later

proved by Grigorchuk in the paper [Gri00]. The notations, definitions and results we

follow here are based on the paper [Wil00].

3.1.1 Subnormal subgroups

Let G be a group and T be a subset of G. For a subgroup H of G we denote HT for

the subgroup 〈H t|t ∈ T 〉. We use the expression coreK(H) to denote the subgroup⋂
(H t|t ∈ T ).
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A subgroup H of G is said to be subnormal (H sn G) if there exists a finite chain of

subgroups of the form

H = Gn CGn−1 C · · ·CG1 CG0 = G. (3.2)

We write H Cn G and least such n is called the defect of H in G. We recursively

define the terms of a normal closure series for the subgroup H in G as H0 = G and

Hr+1 = HHr for r ≥ 1. Clearly, Hr+1CHr. It can be easily observed that if the chain

(3.2) exists then Hr ≤ Gr for each r and H is subnormal in G if and only if Hn = H.

The next result is by Wielandt [see chapter 1 of [Sto87]].

Lemma 3.1.1 Let H,K sn G and suppose that H C 〈H,K〉. Then 〈H,K〉 sn G.

Proof: Let H Cn G and

H = Hn CHn−1 C · · ·CH1 CH0 = G (3.3)

be the normal closure series of H in G. We claim that K normalizes each term of the

normal closure series (3.3). Clearly, K normalizes G and observe that K normalizes

H since H C 〈H,K〉. Thus for each r ≥ 1, we get

HK
r = (HHr−1)K = (HK)Hr−1 = (HHr−1) = Hr.

Hence for each r ≥ 1, 〈Hr, K〉 = HrK and Hr+1 C HrK. Since K sn HrK we get

Hr+1K sn HrK. Consequently,

〈H,K〉 = HnK sn · · ·H1K sn H0K = G.

�

Lemma 3.1.2 Suppose that each subnormal subgroup of G has only finitely many

conjugates in G. If H,K sn G then 〈H,K〉 sn G.

Proof: Let J = 〈H,K〉 and

H = Hn C · · ·CH1 C J

be the normal closure series of H in J. The proof proceeds by induction on the defect

n of H in J . If n = 0 then H = J and J sn G. If n = 1 then H C J and the result
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follows from Lemma 3.1.1. Assume that n ≥ 2. Since H has only finitely many conju-

gates in G, H has only finitely many conjugates in Hn−2. As H CHn−1 each of these

conjugates is normal in Hn−1. Thus Hn−1 is the product of finitely many conjugates

of H in Hn−2. Then it follows from finitely many application of Lemma 3.1.1 that

Hn−1 sn G. Hence proof is completed by induction. �

One may refer to the paper [Sto87] for more details of subnormal subgroups.

3.1.2 B-closed and N0-closed classes

Let X be a class of groups. As follows from [Wil00] the class X of groups is said to

be B-closed if whenever H,K are normal subgroups of their join and both H ∩K and

HK are in X , then H ∈ X . We recursively define a set of classes of groups by setting

X 0 = X and X (n+1) = (X (n))′ for n ≥ 0, where X ′ is defined to be the class of groups

all of whose normal subgroups are in X .

All the results we state here are from [Wil00] except Theorem 3.1.8 which is proved

in [Wil70].

Lemma 3.1.3 If X is B-closed, then so is X (n) for each n ≥ 0.

Proof: As X (n) are defined recursively it suffices to show that X ′ is B-closed. Assume

that H,K C 〈H,K〉 and both H ∩K and HK are in X ′. Let L C H. We will show

that L ∈ X . Set L1 = LK . Since HK = KH, we get

LH1 = (LK)H = (LH)K = LK = L1.

Therefore L1 C HK. Consequently, L1 ∈ X as HK ∈ X ′. Similarly, L ∩K ∈ X as

L ∩ K C H ∩ K ∈ X ′. Now, consider the subgroups L(L1 ∩ K) and L ∩ (L1 ∩ K).

As L ≤ L1 ≤ LK, we have L(L1 ∩ K) = L1 ∩ LK = L1 and L ∩ (L1 ∩ K) =

(L ∩ L1) ∩K = L ∩K. Observe that L1 and L ∩K are in X , and, L and L1 ∩K are

normal in L1 = 〈L,L1 ∩K〉. Since X is B-closed L ∈ X . Hence we can show that all

normal subgroups of H are in X . That is H ∈ X ′ so that X ′ is B-closed. �

Lemma 3.1.4 The class of just infinite group is B-closed.

Proof: Let X be the class of just infinite groups. Assume that H,K C 〈H,K〉 and

HK and H ∩K are just infinite, so that H ∩K Cf HK. Let 1 6= LCH and suppose

38



L ∩K = 1. We have |LK : K| ≤ |HK : K| <∞. By second isomorphism theorem,

LK

K
∼=

L

L ∩K
∼= L.

Since LCH and |HK : H| <∞ L has only finitely many conjugates in HK and all of

them are normal in H. Set L1 as the join of all conjugates of L in HK. Then L1 is a

finite normal subgroup of HK. This is a contradiction to the just infiniteness of HK.

Thus L ∩K 6= 1. As LCH and H ∩K is just infinite, we get |H ∩K : L ∩K| <∞.

This gives |H : L| <∞ and hence H ∈ X . So, X is B-closed. �

Let H C2 G and let T be a subgroup of G. Then H t C HG for each t ∈ T , and

the group HT is the product of these subgroups. We use the following result of

[Wil70] to prove Proposition 3.1.6

Lemma 3.1.5 Let HC2G and let T ′ be any set of elements of G. Write T = T ′∪{1}

and H∗ = H ∩ (HT ′). Then (H∗T
′
H)(HT ′) = HT , and (H∗T

′
H) ∩ (HT ′) = H∗T .

Proposition 3.1.6 Suppose that X is B-closed. Let G ∈ X ′ and G0 Cf G. Then

G0 ∈ X ′.

Proof: Let 1 6= H CG0 and S be a transversal to G0 in G. Then HS CG and thus

HS ∈ X . Choose a non-empty subset T of smallest cardinality such that HT ∈ X

for all H C G0. We replace T by Tt−1
0 for some t−1

0 ∈ T and assume that 1 ∈ T.

Set T ′ = T \ {1} and H∗ = H ∩ HT ′ . Then HT ∈ X and H∗T ∈ X . It follows from

Lemma 3.1.5 and the fact that X is B-closed, HT ′ ∈ X for all HCG0. This contradicts

the minimality of T. Hence T ′ = T \ {1} is empty, so that T = {1}. Therefore, for all

H CG0, H CG. Thus G0 ∈ X ′. �

Corollary 3.1.7 Let X be a B-closed class. If G is just infinite and every normal

subgroup of G is in X , then every subnormal subgroup of G is in X .

Proof: Given that G is just infinite and G ∈ X ′. Assume that G ∈ X (n) for some

n ≥ 1. It is clear from Lemma 3.1.3 that X (n−1) is B-closed. Since X (n) = (X (n−1))′

and G is just infinite, by Proposition 3.1.6 we get each normal subgroup of G is in

X (n). Therefore G ∈ X (n+1), which means all subnormal subgroups of G of defect n+1

are in X . Now, the result follows by induction. �
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Let G be a group. We write G satisfies max-n, if G satisfies the maximal condition

for normal subgroups.

Theorem 3.1.8 (J. S. Wilson, [Wil70]) Let G be a group. If G satisfies max-n,

then so is each normal subgroup G0 of finite index.

Proof: Let (Hi) be an ascending chain of normal subgroups of G0. Suppose that G0

does not satisfy the maximal condition for normal subgroups. Since G0Cf G, we can

choose a finite set T of elements of G such that HT
i CG for each normal subgroup Hi

of G0. As G satisfies max-n, (HT
i ) stabilizes after finite length. Pick a subset T with

minimal cardinality such that for any ascending chain (Hi) of normal subgroups of G0,

the chain (HT
i ) stabilizes after finite length. We may assume that 1 ∈ T and by the

ongoing assumption on G0, the subset T ′ = T \{1} is non-empty. Set H∗i = Hi∩HT ′
i .

Then (H∗i ) is an ascending chain of normal subgroups of G0 and by the definition of

T the chain (H∗Ti ) stabilizes after finite length. By the application of Lemma 3.1.5

shows that (HT ′
i ) stabilizes after finite length. This contradicts the minimality of T

and thus G0 satisfies max-n. �

Theorem 3.1.9 Let G be a just infinite group. Then every subnormal subgroup of

G satisfies max-n, and for each n the group G satisfies the maximal condition on

subgroups K satisfying K Cn G.

Proof: Let X be the class of groups satisfy max-n. It can be seen that X is B-closed.

Assume that G is just infinite. Clearly, G ∈ X and it follows from Theorem 3.1.8 that

all normal subgroups of G are in X . Then by Corollary 3.1.7 all subnormal subgroups

of G are in X . Therefore every subnormal subgroup of G satisfies max-n. Now, the

second assertion of the theorem is easily followed from this. �

As defined in [Wil00] we say a class of groups X is N0 closed if HK ∈ X , when-

ever H,K are normal subgroups of a group and H,K ∈ X .

Lemma 3.1.10 Let G be a just infinite group, let H sn G and let X be an N0-closed

class containing H. Then the normal subgroup of G generated by H is in X .

Proof: Assume that the defect of H in G is n and

H = Hn C · · ·CH1 CH0 = G (3.4)
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be the normal closure series of H in G. We will prove the result by induction on n.

For n = 0 and n = 1 the results trivially holds. Let n ≥ 2. Assume that for all

subgroups K of G of defect less than or equal to n − 1 the hypothesis holds. Let

g ∈ Hn−2 of the chain (3.4). Then Hg C Hn−1, so that H C 〈H,Hg〉. We get an

ascending chain of normal subgroups of Hn−1 formed by the product of conjugates of

H by elements of Hn−2. Being a subnormal subgroup of G, Hn−1 satisfies max-n, so

that the chain of normal subgroups of Hn−1 get stabilized after finite length. Hence

set U as the normal subgroup of Hn−1 which is maximal subject to being a product

of finitely many conjugates of H in Hn−2. As X is N0-closed, U ∈ X . But Hn−1 = U

since Hn−1 = HHn−2 and U CHn−2. Thus by induction hypothesis HG
n−1 = H1 ∈ X ,

and hence completes the proof. �

Corollary 3.1.11 Let G be a just infinite group. Then

1. G has no non-trivial finite subnormal subgroups.

2. If G has a non-trivial abelian subnormal subgroup, then G has a finitely generated

abelian normal subgroup of finite index.

Proof:

(1) Let X be the class of finite groups. It is easy to see that X is N0 closed.

Assume that K be a non-trivial finite subnormal subgroup of G and K ∈ X . Then by

Lemma 3.1.10, KG ∈ X . But KGCf G, since G is just infinite. This is a contradiction

to finiteness of KG. Thus G has no non-trivial finite subnormal subgroups.

(2) Let X be the class of nilpotent groups. It follows from Fitting’s theorem that

the class X is N0 closed. Suppose H is a non-trivial abelian subnormal subgroup of

G. Clearly, H ∈ X . By Lemma 3.1.10, HG is a non-trivial nilpotent subgroup of

G. Since non-trivial nilpotent group has a non-trivial centre, the centre of HG is a

normal abelian subgroup of G which is finitely generated as G satisfies the maximal

condition on normal subgroups. �

Here onwards we assume that G is a just infinite group having no non-trivial abelian

subnormal subgroups. For the details of just infinite groups with non-trivial abelian

normal subgroups, one can refer to the paper [McC68].
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3.1.3 Near complements for subnormal subgroups

We are following the results of [Wil00]. Let G be a just infinite group having no

non-trivial abelian subnormal subgroup.

Definition 3.1.12 Let H be a subnormal subgroup of G. A near complement to H

in G is a subnormal subgroup D of G such that

〈H,D〉 = H ×D and |G : H ×D| <∞.

Lemma 3.1.13 Let 1 6= H C2 G. Then H has a near complement D in G satisfying

D CHG.

Proof: Let |G : H| < ∞. Then we may choose D = 1 as a near complement to

H in G. Assume that |G : H| is not finite. As G satisfies the maximal condition

for subgroups M such that M C2 G, we may suppose that each subgroup satisfying

H < M has a near complement N with N CMG. Since G is just infinite we have

|G : HG| < ∞. Hence H has only finitely many conjugates in G and they intersect

trivially. Let K be an intersection of conjugates of H such that K 6= 1 and H∩K = 1.

Thus 〈H,K〉 = HK = H ×K. Since H < HK C2 G, HK has a near complement in

G. Let N be the near complement of HK in G such that N C 〈HK〉G = HG. That is

we have,

〈HK,N〉 = HK ×N and |G : HK ×N | <∞.

But HK = H ×K, so that

〈H ×K,N〉 = H ×K ×N = 〈H,KN〉 and |G : H ×K ×N | <∞.

Thus KN is a near complement to H in G and KN CHG. �

Proposition 3.1.14 Let H CnG with n ≥ 3. Then there is a subgroup K Cf H with

K C2 G.

Proof: Suppose that defect of H in G is n and let

H = Hn CHn−1 C · · ·CH1 CH0 = G (3.5)

be the normal closure series of H in G. We proceed by induction on n. As G satisfies

the maximal condition for subgroups M such that M Cn G, we may further assume
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that each subgroup M such that H < M satisfies the conclusion. We write H1 = HG

and H2 = HH1 .

Case 1: Let H2 ≤f G. Set N =
⋂
g∈GH

g
2 . Then 1 6= N Cf G, so that N ∩ H ≤f H.

Take the intersection of each term in (3.5) with N, we get

H ∩N = Hn ∩N CHn−1 ∩N C · · ·CH0 ∩N = G ∩N = N. (3.6)

Therefore H ∩ N Cn−2 N C G, as N ≤ H2. By induction hypothesis, there exists

a subgroup L Cf H ∩ N with L C2 G. Thus we have L <f H ∩ N ≤f H. Take

K =
⋂
h∈H L

h and observe that K Cf H and K C2 G.

Case 2: Let |G : H2| is infinite. It follows from Lemma 3.1.13 that G has a subnormal

subgroup 1 6= D such that D is a near complement to H2 and D C HG = H1. The

normal closure series (3.5) gives

H ×D Cn−2 H2 ×D CH1 CG. (3.7)

Since all the subnormal subgroups of G larger than H satisfies the result we can find

a subnormal subgroup L of G such that L Cf H × D and L C2 G. Now, set CL(D)

as the centralizer of D in L. The CL(D) has the requires properties, hence completes

the proof. �

Let A,B be two subgroups of G. The commutator of the subgroup A and B is denoted

by [A,B], which is defined as

[A,B] =
〈

[a, b] : a ∈ A, b ∈ B
〉
.

For a, a′ ∈ A and b ∈ B, we have the commutator identity

[aa′, b] = [a, b]a
′
[a′, b].

Thus we get,

[a, b]a
′

= [aa′, b][a′, b]−1 ∈ [A,B].

Therefore [A,B] is normalized by A. Similarly, observe that [A,B] is normalized by

B.

Lemma 3.1.15 Let K sn G and let |H : K| be finite. Then any subnormal subgroup

D of G satisfying [D,K] = 1 also satisfies [D,H] = 1.
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Proof: Let |H : K| = n. We will prove for n = 1, then the result follows from

induction. Assume K CH.

Let C = CG(K). Consider C∩K, which is equal to CK(K). The subgroup CK(K)

is normal in K and K is subnormal in G, so that C ∩K is subnormal in G. Then by

ongoing assumption on G the subgroup C ∩K must be trivial. As K Cf G, we get

1 = C ∩K ≤f C ∩H and so that C ∩H is finite. Then by Corollary 3.1.11 C ∩H is

also trivial.

Suppose D be a subnormal subgroup of G. Since H sn G, H is subnormal in

〈H,D〉 and let

H = Hn CHn−1 C · · ·CH1 CH0 = 〈H,D〉 (3.8)

be the normal closure series of H in 〈H,D〉. We recursively define a set of commutator

subgroups as λ0 = D and λr = [λr−1, H] for r ≥ 1. The assumption [D,K] = 1 implies

that D ≤ C. Observe that C is normalized by H, as C = CG(K) C NG(K) and

H ≤ NG(H). Hence we get λ1 = [D,H] ≤ [C,H] ≤ C. Another observation shows

that λ1 = [D,H]C 〈H,D〉. Consequently,

λ2 = [λ1, H] = [[D,H], H] ≤ [D,H] = λ1.

Now, it follows from an easy induction that λr+1 ≤ λr for each r ≥ 1.

We have, H1 = HH0 = H〈H,D〉 = H[D,H] = Hλ1. Assume that Hr = Hλr for some

r ≥ 1, then

Hr+1 = HHr = HHλr = Hλr = H[λr, H] = Hλr+1.

Then by induction, Hr = Hλr for each r ≥ 1. In particular, Hn = Hλn. But H = Hn,

so that λn ≤ H. Thus λn ≤ C ∩H = 1.

Suppose that n ≥ 2 and set F = λn−1. Then [F,H] = [λn−1, H] = λn = 1. Observe

that

[[F,H], λn−2] = [λn, λn−2] = 1,

[[F, λn−2], H] = [[λn−1, λn−2], H] ≤ [λn−1, H] = 1.

It follows from three subgroup lemma that [[λn−2, H], F ] = [F, F ] = 1, i.e., F is

abelian.

Since defect of H in 〈H,D〉 is n, we can find an element u ∈ Hn−2 such that Hu �

H. As H is subnormal in G, Hu is subnormal in G. Furthermore H,Hu C 〈H,Hu〉,
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so that 〈H,Hu〉 = HHu sn G by Lemma 3.1.1. We have F = λn−1 = [λn−2, H] C

〈H, λn−2〉 = Hλn−2 = Hn−2 and HHu C Hn−2. Hence we get HHu ∩ F C HHu. As

HHu ≤ Hn−1 = Hλn−1 = HF, we can write HHu = HHu ∩ HF = H(HHu ∩ F ).

Since H is strictly contained in HHu, HHu ∩ H is non-trivial. Thus HHu ∩ F is a

non-trivial abelian subnormal subgroup which is a contradiction to the assumption

on G. This implies n = 1 and H C 〈H,D〉, so that [D,H] ≤ C ∩H = 1. The proof is

thus completed. �

Corollary 3.1.16 If H sn G then H has a near complement in G.

Proof: Let H Cn G. If n = 1, then D = 1 is a near complement to H, as

H Cf G. For n = 2, the result follows from Lemma 3.1.13. Assume that n ≥ 3. By

Proposition 3.1.14 H has a normal subgroup K of finite index such that K C2 G.

Then Lemma 3.1.13 implies that K has a near complement D in G with DCKG, i.e.,

〈K,D〉 = K ×D and |G : K ×D| <∞.

Thus [K,D] = 1 and it follows from Lemma 3.1.15 that [H,D] = 1. Observe that

〈H,D〉 = H ×D and |G : H ×D| <∞.

Hence D is a near complement to H. �

Corollary 3.1.17

1. Each subnormal subgroup H of G has only finitely many conjugates in G.

2. The join of two subnormal subgroups of G is again subnormal.

Proof:

(1) Let H be subnormal subgroup of G and D be a near complement to H in G.

We have |G : H ×D| <∞. Thus H CH ×D ≤f G and so H has only finitely many

conjugates in G.

(2) Let H and K be two subnormal subgroups of G. The first part of this corollary

and Lemma 3.1.2 together imply that 〈H,D〉 sn G. �

Corollary 3.1.18 Let H,K be two subnormal subgroups of G. Then H ∩ K = 1 if

and only if [H,K] = 1.
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Proof: Suppose that [H,K] = 1. Then H ∩ K is a non-trivial abelian subnormal

subgroup of G, which is a contradiction to the ongoing hypothesis on G. Thus we get

H ∩K = 1.

Now, let H ∩ K = 1. There exists finite index subgroups H0 and K0 in H and

K respectively such that H0 C2 G and K0 C2 G. Set N = HG
0 ∩KG

0 . If HG
0 ∩KG

0 is

trivial set N as the subgroup 〈HG
0 , K

G
0 〉G. Clearly, N is a normal subgroup of finite

index in G and H0 and K0 are normalized by N . Now, consider the subgroups H0∩N

and K0 ∩ N. Replace H0 by H0 ∩ N and K0 by K0 ∩ N . Then H0, K0 C N. Since

H ∩K = 1, H0∩K0 = 1 and we get [H0, K0] = 1. As H0Cf H sn G and [H0, K0] = 1,

we get [H,K0] = 1 (by Lemma 3.1.15). Again by the application of Lemma 3.1.15 to

the subnormal subgroup K we get [H,K] = 1. �

Corollary 3.1.19

1. If H1, H2, K are subnormal subgroups and H1∩K = H2∩K = 1 then 〈H1, H2〉∩

K = 1.

2. If H1, . . . , Hn are subnormal subgroups such that Hi ∩Hj = 1 for i 6= j then

〈H1, . . . , Hn〉 = H1 × · · · ×Hn.

Proof:

(1) By Corollary 3.1.18 H1 ∩ K = if and only if [H1, K] = 1 and H2 ∩ K = 1 if

and only if [H2, K] = 1. Thus [〈H1, H2〉, K] = 1 as K commutes with both H1 and

H2. Then by Corollary 3.1.17 and Corollary 3.1.18 we get 〈H1, H2〉 ∩K = 1.

(2) Let H1, H2, H3 be subnormal in G. Since H1 ∩H2 = 1 we have [H1, H2] = 1,

and 〈H1, H2〉 = H1 × H2. We also have H1 ∩ H3 = 1 and H2 ∩ H3 = 1. Thus

〈H1, H2〉 ∩ H3 = 1 so that [〈H1, H2〉, H3] = 1. Hence 〈H1, H2, H3〉 = H1 ×H2 ×H3.

Similarly, the result follows for all finite values of n. �

3.1.4 The classification of just infinite groups

We are now in a position to prove the main theorem of this section: the trichotomy

of just infinite groups.

Theorem 3.1.20 (R. I. Grigorchuk, [Gri00]) Let G be a just infinite group. Then

either G is a branch group, or G contains a normal subgroup of finite index which is
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isomorphic to the direct product of a finite number of copies of a group L, where L is

either simple or hereditarily just infinite.

Proof: We continue to assume that G is a just infinite group having no non-trivial

abelian subnormal subgroups. We recall the following results:

1. Each subnormal subgroup H of G has only finitely many conjugates in G (Corol-

lary 3.1.17)

2. If H1, . . . , Hn are subnormal subgroups such that Hi ∩ Hj = 1 for i 6= j then

〈H1, . . . , Hn〉 = H1 × · · · ×Hn (Corollary 3.1.19).

Assume that G is not hereditarily just infinite and contains no simple normal subgroup

of finite index. Then we can find two subgroups K and Q of G such that KC∞QCfG.

We may further assume that G acts on its subgroups by conjugation. For the subgroup

K, O(K) denotes the orbit of K under the action of G. By Corollary 3.1.17 O(K)

is finite. We choose a subset R ⊆ O(K) such that R is maximal subject to
⋂
{Kg :

Kg ∈ R} 6= 1. Now, set

L1 =
⋂
Kg∈R

Kg.

Let Lg1, L
h
1 be two disjoint conjugates of L1 in G. Then Lg1 ∩ Lh1 = 1, otherwise, it

is a contradiction to the maximality of R. Therefore the intersection of any pairs of

disjoint conjugates of L1 is trivial. By Corollary 3.1.19

〈Lg1 : Lg1 ∈ O(L1)〉 = DrLg
1∈O(L1)L

g
1,

where Dr stands for the abbreviation of the direct product. Set

H1 = DrLg
1∈O(L1)L

g
1.

Clearly, H1 contains more than one term. Otherwise, L1 becomes normal in G and

hence L1 Cf G, so that K ≤f G. Observe that H1 Cf G.

We will proceed by induction on n of Hn. For some n ≥ 1 assume that

GBf Hn = L(1)
n × · · · × L(Nn)

n ,

where L
(i)
n are the isomorphic copies of a subgroup Ln and L

(1)
n , . . . , L

(Nn)
n are permuted

transitively under the action of G. Then there are three different cases for Ln:
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(1) Ln has a simple normal subgroup of finite index. In this case, we get one of

the conclusions of the theorem.

(2) Ln has a non-trivial normal subgroup Kn of infinite index. In this case, we

treat Kn as we did for K. Since Kn is subnormal, O(Kn) is finite. We find a subset

R′ ⊆ O(Kn) such that R′ is maximal subject to
⋂
{Kg

n : Kg
n ∈ O(Kn)} 6= 1. Set

Ln+1 =
⋂
Kg

n∈R′ K
g
n, and we get

Hn+1 := 〈Lfn+1 : Lfn+1 ∈ O(Kn) = DrLf
n+1∈O(Kn)L

f
n+1.

Observe that Hn+1 Cf G. It is also easy to observe that the decomposition of Hn+1

refines the decomposition of Hn. Thus we obtain a strictly decreasing chain {Hn}∞n=1

of normal subgroups of finite index in G. The subgroup Hn has the required decom-

position as in the Definition 3.0.1 and the factors of Hn are permuted transitively

under the action of G. Furthermore
⋂∞
n=1 Hn is trivial as G is just infinite. Therefore,

in this case, G is a branch group.

(3) Suppose that neither case (1) nor case (2) holds. Then Ln contains proper

subgroups of finite index, and every such subgroup is just infinite. We now consider

the intersection of all finite index subgroups of G and denotes it by H∗. Assume that

H∗ is non-trivial. Clearly, H∗ is a normal subgroup of G, hence H∗ has finite index

in G. We have Hn ≤ H∗. Set M = H∗ ∩ Ln. Observe that 1 6= M Cf Ln. Thus M

is just infinite and there exists a proper subgroup P of M such that P Cf M. Thus

the subgroup Hn contains the direct product D := Dr1≤i≤NnP
(i), where P (i)’s are the

distinct conjugates of P under the action of G and P (i) < L
(i)
n for each 1 ≤ i ≤ Nn.

But as D is normal in G, D has finite index in G, so that H∗ ≤ D. This implies

P = M, which is a contradiction to the choice of P . Hence H∗ = 1 and G is residually

finite. So in this case G is hereditarily just infinite.

Thus the proof is completed. �

3.1.5 A criterion for a branch group to be just infinite

We have seen that just infinite groups split into branch groups. But this does not

mean that every branch group is just infinite. Here we will prove the theorem by

Grigorchuk given in the paper [Gri00], this gives a criterion under which a branch

group becomes just infinite. The second part of this theorem is an important result
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on branch group.

Theorem 3.1.21 (Grigorchuk, [Gri00]) Let G be a branch group acting on a rooted

tree T = Tm̄, with branch structure ({Ln}∞n=1, {Hn}∞n=1). The group G is just infinite

if and only if for each n ≥ 1, the index of the commutator subgroup L′n in Ln is finite.

Moreover, every non-trivial normal subgroup P of G contains a subgroup H ′n for some

n.

Proof: Suppose that G is just infinite. Further, assume that commutator subgroup

L′n has infinite index in Ln for some n. Then the subgroup H ′n = L′n × · · · × L′n is a

normal subgroup of infinite index in G. This is a contradiction to the just infiniteness

of G. Thus one direction of the proof is clear.

To prove the reverse case, suppose that L′n has finite index in Ln for all n ≥ 1. Let 1 6=

g ∈ G and P denotes the normal closure of the element g in G. By Proposition 1.2.2

we can find n such that g ∈ StG(n) but g /∈ StG(n+ 1). Let

g = (g1, . . . , gl, . . . , gNn)n

be the decomposition of g. Since g /∈ StG(n + 1), at least one factor of G does

not belong to the subgroup StAutT〈n〉(1). Assume that gl be the factor of g which

is not contained in StAutT〈n〉(1). Select the vertex u of length n of the tree T such

that g acts as gl on the subtree Tu. Thus put gl = gu. Then we can write gu = ha,

where h ∈ StAutT〈n〉(1) and a is a non-trivial element of the symmetric group of mn+1

elements. Since a is non-trivial we can find two distinct letters x, y in the alphabet

Xn+1 such that a(x) = y. As defined for the subgroups of Grigorchuk group, we

define the homomorphism ψn : StG(n) −→ GNn for each n ≥ 1, where GNn denotes

the Nn copies of the group G. Observe that the homomorphism ψn is injective and it

is surjective on each component of G. Therefore for any arbitrary element ζ ∈ Ln+1

we can find an element f ∈ StG(n+ 1) such that

f = (1, . . . , 1, fu, 1, . . . , 1)n, (3.9)

fu = (1, . . . , 1, ζ, 1, . . . , 1)1, (3.10)
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where fu is in position u in (3.9) and ζ is in position x in (3.10). Consider the element

[g, f ];

[g, f ] = (1, . . . , 1, [gu, fu], 1, . . . , 1)n

= (1, . . . , 1, a−1h−1f−1
u hafu, 1, . . . , 1)n

= (1, . . . , 1, ζ−h{x} , 1, . . . , ζ, 1, . . . , 1)n+1,

where the element h{x} denotes the factor of h in position of x and the elements

ζ−h{x} , ζ are in position of the vertices uy and ux respectively. Furthermore the

element [g, f ] ∈ P as P is normal in G.

Now consider another elements η ∈ Ln+1 and h ∈ StG(n+ 1) such that

h = (1, . . . , 1, η, 1, . . . , 1)n+1

where η is in position of the vertex ux. Then,

[[g, f ], h] = (1, . . . , 1, [ζ, η], 1, . . . , 1)n.

Since ζ and η were arbitrary elements of P , we get

P ≥ 1× · · · × 1× L′n+1 × 1× · · · × 1.

As the action of G on each level is transitive we conclude that P contains Nn+1 factors

of the subgroup L′n+1, i.e.,

P ≥ L′n+1 × · · · × L′n+1 × · · · × L′n+1 = H ′n+1.

It follows from our assumption on the index of L′n+1 that H ′n+1 has finite index in G.

Thus the normal subgroup P is of finite index in G. Hence the result follows. �

3.2 Structure theory of branch group

In the paper [Wil00] John Wilson developed a structure lattice (a quotient of lattice of

subnormal subgroups) for a just infinite group and characterized just infinite groups

with finite and infinite structure lattice. Later, P. D. Hardy in his Ph.D. thesis [Har02]

generalized the results of the paper [Wil00] together with results of the paper [GW03]

to a more large class of groups.
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Let G be a group and P be a property. The group G is said to be just non-(P) if

all proper quotients of G have the property P , but G does not have the property P .

In the paper [GW03] Grigorchuk and Wilson showed that branch groups belong to

the class of just non-(virtually abelian) groups having no non-trivial virtually abelian

normal subgroups. Hardy used the methods of [Wil00] to this class of groups and

derived a structure theory of branch group which is purely based on the internal

group-theoretical structure of the group. The aim of this section is to prove the struc-

ture theory of branch groups developed in [Har02].

We will first prove the result: every branch group G is a just non-(virtually abelian)

group having no non-trivial abelian normal subgroups.

Theorem 3.2.1 (Grigorchuk, Theorem 4: [Gri00]) Let G be a branch group act-

ing on a rooted tree T = Tm̄. Every non-trivial normal subgroup of G contains the

commutator subgroup (RiStG(n))′ for some n. Consequently, every proper quotient of

G is virtually abelian.

Proof: Let ({Ln}∞n=1, {RiStG(n)}∞n=1) be a branch structure of G, where Ln is the

rigid vertex stabilizer of a vertex in the nth level of the tree Tm̄. It follows from

Theorem 3.1.21 that each non-trivial normal subgroup of G contains the commutator

subgroup (RiStG(n))′ for some n.

Let P be a non-trivial normal subgroup of G. Suppose that (RiStG(n))′ ≤ P for some

n. Observe that

RiStG(n) · P
P

≤f
G

P
.

Since

RiStG(n) · P
P

∼=
RiStG(n)

RiStG(n) ∩ P

and (RiStG(n))′ ≤ RiStG(n) ∩ P , we get RiStG(n) · P
/
P is abelian. Therefore G/P

contains an abelian subgroup of finite index. Hence G/P is virtually abelian. �

Lemma 3.2.2 (Grigorchuk, Wilson, Lemma 2: [GW03]) Let G be a branch group

acting on a rooted tree T = Tm̄ and let K be a subgroup of G. If K CKG and K is

abelian then K = 1.
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Proof: Suppose that K 6= 1. Set Q = KG. Let 1 6= k ∈ K. Then we can find one

vertex u of T with length n, such that k(u) 6= u. Therefore k /∈ RiStG(u). Choose an

element 1 6= f ∈ RiStG(u) ∩ NG(K). Now, consider the elements k−1, Kf ∈ K. For

any vertex v of the subtree Tu we have

kfk−1(v) = f−1kfk−1(v) = f−1kk−1(v) = f−1(v),

(since k−1 does not fix the vertex v, f acts trivially on it and thus the third equality

follows)

k−1kf (v) = k−1f−1kf(v) = k−1kf(v) = f(v),

(since kf(v) /∈ Tu, f−1 acts trivially on it, thus the third equality follows).

Since K is abelian the elements k−1 and kf commute, so that

f−1(v) = f(v).

As v was arbitrary we get f−1 = f for all f ∈ RiStG(u)∩NG(K). Therefore the order

of any non-trivial element of the group RiStG(u) ∩ NG(K) is 2, hence RiStG(u) ∩

NG(K) is an elementary abelian 2-group. Observe that the group RiStG(u) ∩ Q

is also elementary abelian 2-group as Q ≤ NG(K). Similarly, we can show that

RiStG(g(u)) ∩Q is elementary abelian 2-group for all elements g(u) in the orbit of u

under the action of G. Therefore the group

A :=
∏

g(u)∈Orbit(u)

(RiStG(g(u)) ∩Q)

is abelian. Then,

A = (
∏

g(u)∈Orbit(u)

RiStG(g(u))) ∩Q

= L ∩Q,

where L =
∏

g(u)∈Orbit(u) RiStG(g(u)) = RiStG(n).

Suppose that A is non-trivial. That is G has a non-trivial abelian normal subgroup.

Let 1 6= a ∈ A. Then we can find a vertex u′ of length m in the tree T such that

a(u′) 6= u′. As similar to the above argument for A, we get a subgroup

A′ := (
∏

g(u′)∈Orbit(u’)

RiStG(g(u′))) ∩NG(A),
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is abelian. But NG(A) = G and
∏

g(u′)∈Orbit(u’) RiStG(g(u′)) = RiStG(m), hence we

get that the subgroup RiStG(m) is abelian. Choose a vertex v′ in the subtree Tu′ .

Then the subgroup RiStG(v′) is normal in RiStG(m) as RiStG(m) is abelian. We

now have the condition

RiStG(v′)CRiStG(m)Cf G.

The subgroupRiStG(v′) has at most f conjugates inG. ButRiStG(v′)g = RiStG(g(v′))

for any g ∈ G. This implies the orbit of v′ under the action of the group G on the

tree T contains at most f elements, which is a contradiction since G acts transitively

on each level of the tree T . Thus the subgroup A must be trivial.

Assume that A = {1}. Thus we get,

L ·Q
Q
∼=

L

L ∩Q

= L.

By Theorem 3.2.1, L · Q
/
Q is virtually abelian in G, so that L is virtually abelian

in G. Since L is a normal subgroup of finite index in G, we get G itself is virtually

abelian. That is not the case because, if G has a non-trivial abelian subgroup then

by the same argument of Corollary 3.1.11, G contains a non-trivial normal abelian

subgroup. Hence we conclude that K = 1. �

Remark 3.2.3 Let G e a branch group acting on a rooted tree T = Tm̄. Then the

group G is a just non-(virtually abelian) group having no non-trivial virtually abelian

normal subgroups (follows from Theorem 3.2.1 and Lemma 3.2.2).

Here onwards we assume that G is a just non-(virtually abelian) group having

no non-trivial virtually abelian subgroups, unless otherwise stated. Observe that a

just infinite group with no non-trivial virtually abelian normal subgroup belongs to

the class of just non-(virtually abelian) groups having no non-trivial virtually abelian

subgroups. Thus the results of the paper [Har02] is generalization of the paper [Wil00]

and the results of the paper [Har02] apply to just infinite group with no non-trivial

virtually abelian normal subgroups.
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3.2.1 The lattice L

Let G be a just non-(virtually abelian) group having no non-trivial virtually abelian

normal subgroups. We will define a lattice L for the subnormal subgroups of the

group G. We restate the results of the sections (3.1.1), (3.1.2) and (3.1.3) for the

members of the lattice L, without detailed proofs. For further description, one can

refer to the paper [Har02].

Let L = L(G) denotes the collection of subnormal subgroups of G which have only

finitely many conjugates.

Lemma 3.2.4 If H,K ∈ L then 〈H,K〉 ∈ L.

Proof: The result is a direct consequence of Lemma 3.1.2. �

For the subgroups H,K ∈ L we define H ∨ K = 〈H,K〉 as the join of the sub-

groups and H ∧ K = H ∩ K as the meet of the subgroups. Then the collection L

becomes a lattice of subnormal subgroups of G with respect to subgroup inclusion.

Let X be a class of groups. We recall the definition of N0-closed class: if whenever

H,K are normal subgroups of a group and H,K ∈ X then HK ∈ X . Then we have

the following result.

Lemma 3.2.5 If H ∈ L and X is an N0-closed class containing H then HG ∈ X .

Proof: Refer Lemma 3.1.10 �

Proposition 3.2.6 If L contains a non-trivial virtually abelian element H then G

has a non-trivial virtually abelian normal subgroup.

Proof: The result directly follows from Corollary 3.1.11 as H contains a non-trivial

abelian subgroup of finite index. �

Let H,K ∈ L and let K ≤ H. We use the expression K ≤va H if K contains a

commutator group H ′1, where H1 ≤f H. That is H/K is virtually abelian. We write

KEvaH if K ≤va H and KEH. For a subgroup K ≤ G, we use the notation CG(K)

for the centralizer of K in G.

Theorem 3.2.7 Let H,K ∈ L with K Eva H. Then CG(K) = CG(H).
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Proof: Write C = CG(K), and the result follows by replacing the subgroup D by C

in the proof of Lemma 3.1.15. �

We now have the following two corollaries which are same as Corollary 3.1.18 and

Corollary 3.1.19, the only difference is the assumption about G.

Corollary 3.2.8 Let H,K ∈ L. Then H ∩K = 1 if and only if [H,K] = 1.

Corollary 3.2.9 Let H1, . . . , Hn ∈ L.

1. If K ∈ L and Hi∩K = 1 for each i, then 〈H1, . . . , Hn, K〉 = H1×· · ·×Hn×K.

2. If Hi ∩Hj = 1 for all i 6= j, then 〈H1, . . . , Hn〉 = H1 × · · · ×Hn.

3.2.2 Pseudo-complements

Let G be a just non-(virtually abelian) group having no non-trivial abelian normal

subgroups. As defined in [Har02] a pseudo-complement for an element H ∈ L is a

subgroup D ∈ L such that 〈H,D〉 = H ×D ≤va G.

Proposition 3.2.10 Each H ∈ L has a pseudo-complement.

Proof: Assume that H = 1. Then G itself is a pseudo-complement for H in

L. Suppose that H 6= 1 and coreG(H) 6= 1. Since G is just non-(virtually abelian),

coreG(H)EvaG. Therefore H ≤va G as coreG(H) ≤ H. Then we may choose 1 ∈ L as

a pseudo-complement for H in G. Now, consider the case H 6= 1 and coreG(H) = 1.

Thus we can find a subgroup H0 ∈ L such that H0 is the intersection of distinct

conjugates of H in G and it is maximal subject to the condition 1 < H0 ≤ H. Set

M as a conjugate of H0 which is not contained in H. Clearly, H0 ∩ M is trivial

otherwise, we get a contradiction to the maximality of H0. Let D denotes the join of

all conjugates of M . Observe that D ∈ L and 〈H,D〉 = H ×D (by Corollary 3.2.9).

As D is the join of all conjugates of M that are not contained in H, H ×D contains

all conjugates of M in G. That is we have H ×D ≥MG Eva G. Hence H ×D ≤va G

and D is a pseudo-complement for H in L. �

Proposition 3.2.11 Let H,K ∈ L, with K ≤ H. The following are equivalent:

1. K ≤va H,
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2. Each series K = Kn E Kn−1 E · · · E K0 = H of members of L has virtually

abelian factors,

3. There exists Ki ∈ L such that K = Kn Eva Kn−1 Eva · · ·Eva K0 = H.

If H = G then these conditions are equivalent to the condition coreH(K) = 1.

Proof: For any element K ∈ L with K ≤ H has only finitely many conjugates in

H, thus there exists a finite series of the form

K = Kn EKn−1 E · · ·EK0 = H. (3.11)

Assume that (1) holds, i.e., K ≤va H. That is there exists a subgroup M of finite

index in H with M ′ ≤ K. Observe that for all K ∈ L, NG(K) has finite index in G,

as K has only finitely many conjugates in G. Thus NG(Ki) Ef G for each term Ki

of the series (3.11). We may choose the subgroup M as the intersection of H with

the intersection of all NG(Ki). Then M has the properties as described above and

M normalizes each term of the series (3.11). Thus Ki EMKi for each Ki. We get

MKi/Ki
∼= M/(M ∩Ki) and the quotient M/(M ∩Ki) is abelian as M ′ ≤ (M ∩Ki).

Since Ki EKi−1 ∩MKi ≤f Ki−1 and (Ki−1 ∩MKi)/Ki ≤ MKi/Ki is abelian, and

so Ki−1/Ki is virtually abelian. Thus (1) implies (2).

The implication of (2) to (3) is clear from the existence of the series (3.11).

Now assume that (3) holds. There exists a subgroup D ∈ L, such that D is a pseudo-

complement for K. Therefore 〈K,D〉 = K × D ≤va G (by Proposition 3.2.10). By

repeated application of Theorem 3.2.23 to the series (3.11), we get CG(K) = CG(H).

This implies [H,D] = 1, so that H ∩ D = 1 by Corollary 3.2.8. Since 〈K,D〉 =

K ×D ≤va G, we can find a subgroup B of finite index in G and B′ is contained in

〈K,D〉. Then

(B ∩H)′ ≤ B′ ∩H ≤ (K ×D) ∩H = K(D ∩H) = K,

(second last equality follows from the modular law: Let a, b, c ∈ L then (a ∨ b) ∧ c =

a ∨ (b ∧ c)). As (B ∩H) ≤f H, we have K ≤va H. Thus (3) implies (1).

Now consider the case H = G. Let K ≤va H = G. Then K contains the commutator

subgroup of a subgroup H0 of finite index in G. Observe that 1 6= H ′0 ≤ coreG(K), as

G is not virtually abelian and H ′0 is normal in G. Now suppose that coreG(K) 6= 1.

56



By the ongoing assumption on G, we get G/coreG(K) is virtually abelian. That is

there exists a abelian subgroup P/coreG(K) of finite index in G/coreG(K). Therefore

P ≤f G and P ′ ≤ coreG(K) ≤ K. Hence K ≤va G and the proof is completed. �

Corollary 3.2.12 Let H,K,L ∈ L and suppose that K ≤ H.

1. K ≤va H if and only if CG(H) = CG(K).

2. L ≤va K and K ≤va H then L ≤va H.

Proof:

(1) Let K ≤va H. Then Proposition 3.2.11 implies the existence of the series

K = Kn Eva Kn−1 Eva · · ·Eva K0 = H.

By the repeated application of Theorem 3.2.23, we get CG(H) = CG(K).

Now assume that CG(H) = CG(K). Let D ∈ L be a pseudo-complement for K,

such that 〈K,D〉 = K × D ≤va G. Then [H,D] = 1 which implies H ∩ D = 1 by

Corollary 3.2.8. Choose a subgroup B of finite index in G, such that B′ is contained

in 〈K,D〉. Then

(B ∩H)′ ≤ B′ ∩H ≤ (K ×D) ∩H = K(D ∩H) = K,

by modular law. As (B ∩H) ≤f H, we have K ≤va H.

(2) The result is a clear consequence of Proposition 3.2.11. �

3.2.3 The structure lattice of G

Proposition 3.2.13 The following are equivalent for H,K ∈ L:

1. H ∩K ≤va H,K,

2. H,K ≤va 〈H,K〉,

3. H and K have a common pseudo-complement,

4. The set of pseudo-complements for H and K coincide.

Proof: Assume that H ∩ K ≤va H,K. Choose a pseudo-complement D ∈ L

for H. By definition of D, we have 〈H,D〉 = H × D and H × D ≤va G, so that
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〈H ∩K,D〉 = (H ∩K)×D. Since (H ∩K) ≤va H, (H ∩K)×D ≤va H ×D ≤va G.

Therefore D is a pseudo-complement for H ∩ K. But H ∩ K ≤va K, so that by

Corollary 3.2.12 CG(H ∩K) = CG(K). Thus [K,D] = 1, which implies K ∩ D = 1

by Corollary 3.2.8. Consequently 〈K,D〉 = K×D. As K×D ≥ (H ∩K)×D ≤va G,

K × D ≤va G. Hence D is a pseudo-complement for K. Thus (1) implies (3) and

which implies (4).

Now assume that (3) holds. That is H and K have a common pseudo-complement,

say D. Then we have 〈H,D〉 = H ×D ≤va G and 〈K,D〉 = K ×D ≤va G. We can

find a subgroup B of finite index in G and B′ is contained in 〈K,D〉. Then

(B ∩ 〈H,K〉)′ ≤ B′ ∩ 〈H,K〉 ≤ (K ×D) ∩ 〈H,K〉 = K(D ∩ 〈H,K〉) = K,

and B ∩ 〈H,K〉 ≤f 〈H,K〉. Thus K ≤va 〈H,K〉. Now replace K by H we get

H ≤va 〈H,K〉. Hence (3) implies (2).

Now assume that (2) holds. By Proposition 3.2.11 we have

H = Hn Eva Hn−1 Eva · · ·Eva H0 = 〈H,K〉. (3.12)

Take the intersection of each term of the series (3.12) with K, we get H ∩K ≤va K.

By the same argument, we can show that H ∩K ≤va H. Thus (2) implies (1), and

the proof is completed. �

Let H,K ∈ L. If H,K satisfy any of the equivalent statements of Proposition 3.2.22,

then we say H is equivalent to K and is denoted by H ∼ K.

Lemma 3.2.14

1. ∼ is an equivalence relation.

2. Let H1, H2, K1, K2 ∈ L and suppose that H1 ∼ H2,K1 ∼ K2.

(a) H1 ∩K1 ∼ H2 ∩K2.

(b) 〈H1, K1〉 ∼ 〈H2, K2〉.

Proof:

(1) Clearly, H ∼ K is an equivalence relation because H and K have the same set

of pseudo-complements.
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(2) (a) As H1 ∼ H2, we have H1 ∩ H2 ≤va H1. Then Proposition 3.2.11 there

exists a sequence of the form

H1 ∩H2 = Nn Eva Nn−1 Eva · · ·Eva N0 = H1. (3.13)

By intersecting each term of the series (3.13) with K1 and by Corollary 3.2.12 we get

H1 ∩H2 ∩K1 ≤va H1 ∩K1. Similarly, consider the case K1 ∩K2 ≤va K1, intersect the

corresponding series of K1 ∩K2 in K1 with H1 and get H1 ∩K1 ∩K2 ≤va H1 ∩K1.

But

(H1 ∩H2) ∩ (K1 ∩K2) = (H1 ∩H2 ∩K1) ∩ (H1 ∩K1 ∩K2) ≤va H1 ∩K1,

so that (H1 ∩H2)∩ (K1 ∩K2) ≤va H1 ∩K1. Similarly, we can show that (H1 ∩H2)∩

(K1 ∩K2) ≤va H2 ∩K2. This implies that H1 ∩K1 ∼ H2 ∩K2.

(b) Set M = 〈H1∩H2, K1∩K2〉. Let D be a pseudo-complement for M in L. That

is 〈M,D〉 =
〈
〈H1∩H2, K1∩K2〉, D

〉
= M ×D ≤va G. Thus (H1∩H2)∩D = 1,which

gives [H1 ∩H2, D] = 1 by Corollary 3.2.8. But H1 ∩H2 ≤va H1, so that [H1, D] = 1

(by Corollary 3.2.12). Again by Corollary 3.2.8, H1 ∩ D = 1. In the same way we

get K1 ∩D = 1. Now Corollary 3.2.9 implies that 〈H1, K1, D〉 = 〈H1, K1〉 ×D, and

〈H1, K1〉 × D ≤va G since 〈H1, K1〉 × D ≥ M × D ≤va G. Hence D is a pseudo-

complement for 〈H1, K1〉. Similarly, we get D as a pseudo-complement for 〈H2, K2〉.

As 〈H1, K1〉 and 〈H2, K2〉 have a common pseudo-complement, 〈H1, K1〉 ∼ 〈H2, K2〉.

�

Observe that ∼ is a congruence relation on the members of L. We will now define

another collection of subnormal subgroups of G as the quotient set L = L/ ∼. For an

element H ∈ L, the equivalence class [H] of H represents the corresponding element

in L. For [H], [K] ∈ L, we define

[H] ∨ [K] = [H ∨K]

as their join and

[H] ∧ [K] = [H ∧K]

as their meet. Clearly, the join and meet of two elements in L is well defined by

Lemma 3.2.14. Then L becomes a lattice and is called the structure lattice of G
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(refer [Wil00], [Har02]). The partial ordering on the lattice L is given by [K] ≤ [H]

if and only if [H] ∧ [K] = [K]. This is equivalent to say that [K] ≤ [H] if and only if

H ∩K ∼ K. Observe that [G] and [1] are the unique greatest and least elements of

L.

Now consider the equivalence class [1]. Let 1 6= K ∈ L ∈ [1]. That is 1 ∼ K. This

implies 1 ≤va 〈K, 1〉 = K. There exists a subgroup G0 ≤f G such that G′0 ≤ 1. Thus

we get G′0 = 1 and G0 is abelian; this is a contradiction to Proposition 3.2.6. Hence

[1] = {1}.

We will now recollect some definition from [CD73] for the lattice L. Let 1, 0 are the

greatest and least elements of the lattice L. A complement to an element a ∈ L is an

element b ∈ L such that a ∨ b = 1 and a ∧ b = 0. If every element of L has a unique

complement, then L is said to be uniquely complemented. For any elements a, b, c ∈ L

with a ≤ c, if the following condition is satisfied

a ∨ (b ∧ c) = (a ∨ b) ∧ c)

then L is called a modular lattice. The lattice L is said to be distributive if the

operators ∨ and ∧ satisfy the distributive laws. A lattice is called Boolean if it is

uniquely complemented and distributive.

Lemma 3.2.15 The lattice L is uniquely complemented.

Proof: Choose an element [K] ∈ L, where 1 6= K ∈ L. By Proposition 3.2.10 K

has a pseudo-complement in L. Let D be a pseudo-complement for K in L. We have

〈K,D〉 = K ×D and K ×D ≤va G. Then,

[K] ∨ [D] = [K ∨D] = [K ×D] = [G]

and

[K] ∧ [D] = [K ∧D] = [K ∩D] = [1].

Thus [D] is a complement to [K] in L.

Now, suppose that [B] is also a complement to [K] in L. Then by definition we have

[B] ∨ [K] = [B ∨K] = [B ×K] = [G]

and

[B] ∧ [K] = [B ∧K] = [B ∩K] = [1].
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Thus 〈K,B〉 = K × B ≤va G, so that K is pseudo-complement for B in L. Since

B and D have a common pseudo-complement K in L, [B] = [D] ∈ L. Hence L is

uniquely complemented. �

Lemma 3.2.16 L is a modular lattice.

Proof: Suppose that a, b, c ∈ L and a ≤ c. Let a = [A], b = [B], c = [C] where

A,B,C are non-trivial basal subgroups in L. As a ≤ c, we have A ∩ C ∼ A. Thus

we may assume that A ≤ C. Then Dedekind’s modular [CD73] law implies that

A(B ∩ C) = AB ∩ C. Now, taking equivalence classes of subgroups on the each side

of the equality, we get the result. �

Theorem 3.2.17 L is a Boolean lattice.

Proof: Uniquely complemented modular lattice are distributive [CD73]. Thus the

result follows from Lemma 3.2.15 and Lemma 3.2.16. �

Now, we define a finite sublattice LN of the lattice L, as

LN = {[H]|H EN}, where N Ef G.

It is showed in Proposition (10.1.2), [Har02] that the sublattice LN is a finite Boolean

sublattice of L.

3.2.4 Basal subgroups

Let M be a non-trivial subgroup of G and 1 6= g ∈ G. The subgroup M is said to

be basal if and only if M has only finitely many conjugates in G and M ∩M g = 1

whenever M 6= M g. That is, M is basal if and only if MG is the direct product of

finitely many conjugates of M . If M ∈ L then M said to be is basal if and only

if distinct conjugates of M intersect trivially [refer [Wil00], [Har02]]. We defines a

subcollection M of L as,

M =M(G) = {[M ] ∈ L|1 6= M is basal}.

Lemma 3.2.18 If 1 6= K ∈ L then K contains a non-trivial basal subgroup M

satisfying K ∼ 〈M g|g ∈ G,M g ≤ K〉.
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Proof: Observe that normal subgroups of G are trivially basal. Suppose that

coreG(K) is non-trivial. Then coreG(K) is a basal subgroup that is contained in K.

Since K ≥ coreG(K)Eva G, coreG(K) ∼ G.

Let coreG(K) = 1. We can find a subgroup M which in an intersection of conjugates

of K such that M is maximal subject to the condition 1 < M ≤ K. Clearly, M ∈ L.

If we choose any conjugate M g of M such that M g 6= M , then the subgroups M and

M g intersect trivially; otherwise, it is a contradiction to the maximality of M . Thus

distinct conjugates of M intersect trivially, and M is basal.

Let M g be a conjugate of M and M g � K. Then M g ∩K = 1 by the same argument

as above. By Corollary 3.2.9 the intersection of the product of all these conjugates,

say B, with K is trivial. Let C denotes the direct product of all conjugates of M

which are contained in K, i.e., C = 〈M g|g ∈ G,M g ≤ K〉. Then BC = MG Eva G.

The quotient map from G to G/BC induces a homomorphism from K to G/BC with

K ∩ BC as the kernel. But K ∩ BC = C(K ∩ B) = C. Thus K/C ∼= G/(BC), so

that K/C is virtually abelian and K ∼ C. �

Lemma 3.2.19 Let M,N be two basal subgroups of G.

1. M ∩N is basal.

2. If 1 6= M ≤ N then NG(M) ≤ NG(N).

3. If M ∼ N then NG(M) = NG(N).

4. If NG(M) ≤ L ≤ G then ML is basal and NG(ML) = L.

Proof:

(1) Assume that (M ∩ N)g 6= M ∩ N for some g ∈ G. Thus either M g 6= M or

N g 6= N . Since M and N are basal we have M ∩M g = 1 or N ∩ N g = 1. We get

(M ∩N) ∩ (M ∩N)g = 1, so that M ∩N is basal.

(2) Choose an element g ∈ G which is not contained in NG(N). Thus N g 6= N ,

so that N g ∩ N = 1, since N is basal. As M ≤ N , we get M g ∩M = 1. Hence

g /∈ NG(M).

(3) We may suppose that M and N are non-trivial basal subgroups. Since M ∼ N

we have M ∩N ∼M,N . Furthermore, M ∩N is basal from (1) above. Thus we may

assume that M ≤ N . From (2) above we have NG(M) ≤ NG(N), so that it suffices

62



to show that NG(N) ≤ NG(M). Let g ∈ NG(N). Then M g ≤va N as M ≤va N .

Consequently M ∩ M g ≤va N . Hence M g ∩ M is non-trivial otherwise, this is a

contradiction to Proposition 3.2.6. As M is basal, we get M g = M and g ∈ NG(M).

We conclude that NG(M) = NG(N).

(4) The statement is trivial for M = 1. Let M be a non-trivial subgroup of G.

Suppose that (ML)g ∩ ML is non-trivial. The subgroups ML and (ML)g are the

direct product of subgroups of the form M l and M lg for l ∈ L, as M is basal. Thus

(ML)g ∩ML 6= 1 implies M l1g = M l2 for some l1, l2 ∈ L,so that l1gl
−1
2 ∈ NG(M).

But NG(M) ≤ L, hence g ∈ L and we get ML is basal. Now, let g ∈ NG(ML). Then

g ∈ L as (ML)g ∩ML = ML 6= 1. Hence we get the equality NG(ML) = L, since

L ≤ NG(ML). �

Corollary 3.2.20 M satisfies the maximal condition.

Proof: Consider an ascending chain ([Mi])i≥1 of elements inM, where Mi are non-

trivial basal subgroups of G. For each i, Mi−1 ∼ (Mi−1∩Mi) ≤Mi. By Lemma 3.2.19

we have NG(Mi−1) = NG(Mi−1 ∩Mi) ≤ NG(Mi), so that NG(M1) normalizes Mi for

all i. Therefore we can find a normal subgroup of finite index in G which normalizes

each Mi. Let NEfG. Then Mi ∼ (Mi∩N)EN , and [Mi] = [Mi∩N ] ∈ LN . Since LN
is finite the chain ([Mi])i≥1 get stabilized after a finite length. Therefore M satisfies

the maximal condition. �

Now we will put one more assumption on G. We assume that G is residually fi-

nite. Then we obtain an important theorem on the cardinality of L and M. The

proof of the theorem uses the following results.

Lemma 3.2.21 (refer Lemma (10.3.2),[Har02]) Let r be a positive integer and K

be a residually finite group having no non-trivial normal subgroups. If every finite

quotient of K has an abelian normal subgroup of index at most r then K is finite of

order at most r.

Proposition 3.2.22 (refer Proposition (10.3.3), [Har02]) Suppose that G is resid-

ually finite and consider infinite descending chains (Bi) of normal subgroups of finite

index with the following properties: B0 = G, and Bi/Bi+1 has no non-trivial abelian

normal subgroup of finite index less than i for each i.
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1. Such chain exists.

2. The intersection of the terms of any such chain is trivial.

Theorem 3.2.23 If G is residually finite then M and L are countable.

Proof: By Proposition 3.2.22 we can choose a chain (Bi) of normal subgroups of

finite index in G. Suppose that there exists a non-trivial basal subgroup M of G such

that Bi � NG(M) for each i. Let bi ∈ Bi \NG(M). Then for each i,

1 = [M,M bi ] ≡ [M,M ] mod Bi,

so that [M,M ] ≤
⋂
iBi = 1. This is a contradiction to Proposition 3.2.6. Thus for

each i we have Bi ≤ NG(M). Therefore M ∩ Bi ∼ M where M ∩ Bi is a normal

subgroup of Bi. This implies M ∈ LBi
. HenceM⊆

⋃
i LBi

and since LBi
is finite for

each i, M is countable. Then Lemma 3.2.18 implies that L is countable. �

Theorem 3.2.24 L is finite if and only if the subgroup N =
⋂

(NG(M)|M basal) has

finite index in G.

Proof: Suppose that L is finite. Then L contains finitely many equivalence classes of

members of L. In particular, there are only finitely many equivalence classes of basal

subgroups. By Lemma 3.2.19 the number of distinct normalizers of basal subgroups

is also finite. Thus N ≤f G as each normalizer has finite index in G.

Now, assume that N has finite index in G. As N E G, we get N Eva G. Thus for

any non-trivial basal subgroup M we have M ∩N ≤va M . But M ∩N EN , so that

[M ] ∈ LN . Therefore M ≤ LN . Then by Lemma 3.2.18, L ≤ LN and hence L is

finite �

This is an important result on the characterization of the group G with finite struc-

ture lattice. Let a ∈ L is called an atom if a is minimal non-zero element. It is proved

in Proposition (11.1.1) of [Har02] that L is finite if and only if L has an atom. We

now concentrate on the study of the group G with infinite structure lattice. One can

refer to [Har02] for details of groups with finite structure lattices.
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3.2.5 Structure theory

We continue with the assumption on G. We further assume that L is infinite. The

results are based on the action of the group G on the structure lattice L of G. For any

1 6= K ∈ L, and g ∈ G we have [K]g = [Kg]. Thus the action of G on L is induced

by the action of G on itself by conjugation. We start the discuss with the observation

that rigid vertex stabilizer RiStG(u) for any vertex u of the rooted tree Tm̄ is a basal

subgroup of G (see Proposition 1.2.2).

Proposition 3.2.25 Suppose that G acts faithfully on a rooted tree T = Tm̄. If

1 6= K ∈ L then there is a vertex u of T such that [RiStG(u)] ≤ [K].

Proof: Let k be a non-trivial element in K. We may choose a vertex u in T such

that k(u) 6= u and set v = k(u). As K ∈ L, NG(K) ≤f G. Thus we can find a normal

subgroup H of finite index in G such that H normalizes K. Let f, g ∈ H ∩RiStG(u).

Then,

(g−1)k ∈ (RiStG(u))k = RiStG(k(u)) = RiStG(v).

The elements (g−1)k and f commute as RiStG(u) is basal and RiStG(v) is a conjugate

of RiStG(u). Thus we get,

[[k, g], f ] = [(g−1)kg, f ] = [(g−1)k, f ]g[g, f ] = [g, f ].

But [[k, g], f ] ∈ K as H normalizes K, so that [g, f ] ∈ K. Since g, f were arbitrary

we have (H ∩RiStG(u))′ ≤ K. Hence

[RiStG(u)] = [H ∩RiStG(u)] = [(H ∩RiStG(u))′] ≤ [K].

�

Lemma 3.2.26 Let M be a basal subgroup of G then stabG([M ]) = NG(M).

Proof: Assume that M is a non-trivial basal subgroup. Let g ∈ NG(M). Then

[M ]g = [M g] = [M ], so that g ∈ stabG([M ]). Hence NG(M) ≤ stabG([M ]). Now,

suppose that g ∈ stabG([M ]). That is [M ]g = [M g] = [M ] which implies M g ∼ M .

Thus M g ∩M ≤va M
g,M . Therefore M g ∩M is non-trivial otherwise, this is a con-

tradiction to Proposition 3.2.6. As M is basal, we get M g = M and g ∈ NG(M) and

the result follows. �
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We will state the following result without proof. One can refer to Lemma (7.4)

of [Wil00] and Lemma (12.1.2) of [Har02] for details.

Lemma 3.2.27 Let N be a normal subgroup of finite index in G.

1. Let M1 be a non-trivial subgroup of L and N ≤ NG(M1). Then there is a non-

trivial basal subgroup M ≤M1 such that [M ] is minimal in L \ {1} with respect

to being stabilized by N .

2. Suppose that M is a non-trivial basal subgroup and that [M ] is minimal in L\{1}

with respect to being stabilized by N . If N < KEG then MK is basal and [MK ]

is minimal in L \ {1} with respect to being stabilized by K.

Lemma 3.2.28 Suppose that L is infinite.

1. The partially ordered set M has no minimal elements.

2. G has a chain

G = G0 > G1 > G2 · · · (3.14)

of normal subgroups of finite index.

Proof:

(1) Let m ∈M. Clearly, m is not an atom in L as L is infinite. Thus we can find

a non-trivial element k ∈ L such that k < m. Suppose that k = [K] for K ∈ L. Then

by Lemma 3.2.18, K contains a basal subgroup M1. If m1 = [M1] then m1 ∈M and

m1 < m. Hence M has no minimal elements.

(2) Suppose that G does not contain a chain of the form (3.14). Any chain of

normal subgroups of finite index in G get stabilized after finite length. Thus G sat-

isfies minimal condition on these subgroups. There exists a normal subgroup N of

finite index such that N is contained in all other subgroups of finite index. Hence⋂
(NG(M)|M basal) ≥ N ≤f G, which is a contradiction to the assumption on L by

Theorem 3.2.24. �

Structure tree

Let G be a just non-(virtually abelian) group having no non-trivial virtually abelian
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normal subgroup with infinite structure lattice L. Set F = (Gi)i≥0 as a strictly de-

creasing infinite chain of the form (3.14). We now develop a structure tree from L

and the characterization of G is based on the action of G on the structure tree. The

descriptions are as similar to the papers [Wil00] and [Har02]

Let m ∈M is called a vertex if there is an integer i such that m is a minimal element

of L \ {1} stabilized by Gi. The smallest such i is called the depth of the element m.

Let T = T (F) denotes the set of all vertices. Clearly, T is non-empty as [G] ∈ T .

Let x, y ∈ T be two vertices in T with depth(x) = i, depth(y) = j and y < x.

Observe that i < j. Suppose to the contrary that i ≥ j thus Gi ≤ Gj, which implies

Gi stabilizes y and that is a contradiction to the minimality of x. We define a graph

structure on T by introducing edges between vertices. For any pair (x, y) of vertices

in T , x is connected to y by an edge if y is maximal in the set {u ∈ T |u < x}. Clearly,

x is connected to vertex which is strictly smaller than x in L. The set of vertices T (F)

together with these set of edges form a directed graph and is called the structure tree

of G and is denoted by T .

Let g ∈ G and x ∈M. Suppose that there is an integer i such that depth(x) = i, then

xg is normalized by Gi and xg forces to be minimal with respect to being normalized

by Gi. Therefore x is a vertex if and only if distinct conjugates of x are also vertices

having depth equal to that of x.

The action of G on the structure tree T is induced by the action of G on the structure

lattice L. We will now show that the structure tree T is a tree.

Lemma 3.2.29 Let x, y ∈ T with y < x. The following statements are equivalent:

1. (x, y) is an edge;

2. x = [MG
i ] and y = [M ] for some basal subgroup M and an integer i ≥ 0, where

i+ 1 is the depth of y.

Proof: Suppose that (1) holds. Set x = [X] and y = [Y ], where X, Y are non-trivial

basal subgroups in L. As (x, y) is an edge, y is maximal in the set {u ∈ T |u < a}.

Thus 1 6= y < a, which implies Y ∩ X ∼ Y 6= 1. By Lemma 3.2.19 Y ∩ X is a

non-trivial basal subgroup, so that we may assume Y ≤ X. Since y < [G], we have

0 =depth([G]) < depth(y). Thus we may assume that depth(y) = i+1 for some i ≥ 0.

It follows from Lemma 3.2.27 that Y G
i is basal and [Y Gi ] is minimal with respect to
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being normalized by Gi, as Gi, Gi+1EG and Gi+1 < Gi. Now, let depth(x) = j. Then

j < i + 1 as y < x, so that Gi ≤ Gj. Therefore x is stabilized by Gi and hence X is

normalized by Gi. We have,

y = [Y ] < [Y Gi ] ≤ [XGi ] = [X] = x.

The maximality of y implies that [Y Gi ] = x and hence (1) implies (2).

Now suppose that y = [Y ] and x = [Y Gi ] for a non-trivial basal subgroup Y and

depth(y) = i+ 1, i ≥ 0. By Lemma 3.2.27, [Y Gi ] is a vertex and depth of [Y Gi ] is at

most i, so that y < x. Let z = [Z], with 1 6= Z ∈ L, be a vertex in T and y < z ≤ x.

Suppose that depth(z) = j < i+ 1. Thus Gi ≤ Gj and Z is normalized by Gi. Since

[Y ] < [Z], we have

x = [Y Gi ] ≤ [ZGi ] = [Z] = z.

Therefore x ≤ z so that x = z. Hence y is maximal in the set {u ∈ T |u < x} so (x, y)

is an edge. �

Corollary 3.2.30 The vertex [G] has in-degree 0, whereas all other vertices have

in-degree 1 (here in-degree stands for the number of edges coming into a particular

vertex).

Proof: By the definition of edge and maximality of G implies G has in-degree zero.

Suppose that y = [Y ] ∈M is a vertex of L with depth(y) = i+1, i ≥ 0. Let (x, y) and

(x1, y) be two edges coming into the vertex y. Then by Lemma 3.2.29 x = [Y Gi ] = x1.

Hence the proof is completed. �

Theorem 3.2.31

1. T has no cycles.

2. Let x, y be vertices of T with depths i, j respectively. If y < x in L, then there is

a unique path in T from x to y. This path has length at most j−i. In particular,

there is a unique path from [G] to y of length at most j.

Hence T is a tree.

Proof:
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(1) Suppose to the contrary that T has a cycle. Let y be a minimal vertex in this

cycle. Then y is connected to two distinct vertices x and x1 by the edges (x, y) and

(x1, y). But this is a contradiction to Corollary 3.2.30, so that T has no cycles.

(2) Set x = [X] and Y = [Y ] where X and Y are non-trivial basal subgroups in

L. As y < x, we have X ∩ Y ∼ Y and X ∩ Y is a non-trivial basal subgroup. Thus

we assume without loss of generality that Y ≤ X. We have

y < [Y Gi ] ≤ [XGi ] = x.

Clearly, [Y Gi ] is stabilized by Gi, then the minimality of x implies that [Y Gi ] = x.

Since j = depth(y) > depth(x) = i, there is a finite chain Gj < Gj−1 < · · · < Gi+1 <

G of normal subgroups of the chain F and we get

[Y ] = [Y Gj ] ≤ [Y Gj−1 ] ≤ · · · ≤ [Y
Gi+1

] ≤ [Y Gi ] = [X]. (3.15)

Each term of the chain (3.15) is a vertex in T by Lemma 3.2.27. Let [Y Gk+1 ] < [Y Gk ]

be a part of the chain (3.15). Suppose that depth([Y Gk+1 ]) = l + 1 ≤ k + 1. Then

([Y Gk+1 ]Gl , [Y Gk+1 ]) is an edge by Lemma 3.2.28. Observe that ([Y Gk+1 ]Gl , ([Y Gk+1 ]) =

([Y Gl ], [Y Gk+1 ]), so that [Y Gk+1 ] is maximal in the set {u ∈ L|u < [Y Gl ]}. As l ≤ k,

we have [Y Gk+1 ] < [Y Gk ] ≤ [Y Gl ]. Then the maximality of [Y Gk+1 ] implies that

[Y Gk ] = [Y Gl ]. Thus ([Y Gk ], [Y Gk+1 ]) is an edge. Each pair of distinct vertices in

the chain (3.15) is connected by an edge. Therefore we get a path from x to y of

length at most j− i and the uniqueness is followed from the part (1) of this theorem.

Consequently, [G] is connected to all vertices of T . Then (1) and (2) together implies

that T is a tree. �

Proposition 3.2.32 Let x, y be vertices of T , of depths i, j with i ≤ j. Write x =

[X], y = [Y ] where X and Y are non-trivial basal subgroups in L. The following are

equivalent:

1. y ≤ x in L;

2. The path in T from [G] to y passes through x;

3. X and Y do not centralize each other.

Proof: Assume that (1) holds. There are paths in T from [G] to x, [G] to y and x

to y (by Theorem 3.2.31). These paths form a cycle in T . As T is a tree the path
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from [G] to x and the path from x to y concatenate to the path from [G] to y. Thus

(2) holds.

Suppose that (2) holds. Since edges pass through vertices of smaller size in L, it is

clear that y ≤ x. Thus (1) and (2) are equivalent statements.

Again assume that (1) holds. Then X ∩ Y is a non-trivial basal subgroup of L. If

(c) holds then X ∩ Y is an abelian element of L, which is a contradiction to Proposi-

tion 3.2.6. Thus (1) implies (2).

Finally, suppose that (3) holds. Then [X, Y ] 6= 1, so that X ∩ Y 6= 1 by Corol-

lary 3.2.8. Thus X ∩ Y is a non-trivial basal subgroup of L, and is normalized by Gj

(as X and Y are normalized by Gj). But [1] < [X ∩ Y ] ≤ [Y ], then the minimality

of [Y ] with respect to being stabilized by Gj implies that [X ∩ Y ] = [Y ]. Therefore

[Y ] = [X ∩ Y ] ≤ [X], i.e., y ≤ x hence completes the proof. �

We will now consider the action of G on the tree T .

Proposition 3.2.33

1. For each vertex x of T write S(x) = {y ∈ T |(x, y) is an edge}. Then either

S(x) is empty or there exists an integer j ≥ 0 such that the elements of S(x)

have depth j + 1 and are permuted transitively and non-trivially by Gj. In the

latter case |S(x)| is a divisor greater than 1 of |Gj/Gj+l|.

2. For each i ≥ 0, G acts on the set of vertices of depth i with at most one orbit.

Thus the orbits of G in its action on T are the non-empty sets of elements of

equal depth.

3. For each i ≥ 0, T has only finitely many vertices of depth i.

Proof:

(1) Let x be a vertex of T with depth i ≥ 0. Assume that S(x) is non-empty. We

choose a vertex y ∈ S(x) with the smallest depth. Set y = [Y ] with Y is a non-trivial

basal subgroup in L and depth(y) = j + 1, for some j ≥ 0. Let g ∈ Gj. Then

(xg, yg) = (x, yg) is an edge, where xg = x as Gj ≤ Gi. Suppose that yg = y for all

g ∈ Gj. Then Y is normalized by Gj, so that x = [Y Gj ] = y (where the first equality

follows from Lemma 3.2.29). This is a contradiction since (x, y) is an edge. Therefore

70



(x, yg) is an edge distinct from (x, y) and so the cardinality of S(x) is greater than or

equal to two.

Now assume that (x, z) is an edge with z = [Z], where Z is a non-trivial basal subgroup

in L. Suppose that depth(z) = k + 1, which is greater than j + 1 =depth(y) by the

choice of y. Observe that [Z] < [Y Gj ], as z < a = [Y Gj ]. Thus Z ∩ Y Gj ∼ Z 6= 1.

Since Y Gj is basal, there exists some g ∈ Gj such that Z ∩ Y g 6= 1. Clearly, Y g and

[Y ]g have depth j + 1. Then Z ∩ Y g is normalized by Gk+1. But [Z ∩ Y g] ≤ [Z], and

so the minimality of Z implies [Z ∩ Y g] = [Z]. Therefore

[Z] = [Z ∩ Y g] ≤ [Y g] = [Y ]g,

so that z ≤ yg. Suppose that z < yg. Then the vertices x, yg, z form a cycle in T

as (x, z) and (x, yg) are edges. Hence z = yg, and the set S(x) is exactly the orbit

of y under the action of Gj. Observe that the action of Gj on S(x) is transitive and

non-trivial. Therefore

|S(x)| = |Gj : stabGj
(y)|,

so that |S(x)| divides |Gj : Gj+1| as Gj+1 ≤ stabGj
(y).

(2) The action of G on the tree T is induced by the action of G on L. Thus G

acts on the set of vertices of equal depth. Assume that i ≥ 0 and the set of vertices of

depth i is non-empty. Let x = [X], y = [Y ] be two vertices of depth i with X, Y are

non-trivial basal subgroups in L. Then [1] < [Y ] ≤ [G] = [XG], so that Y ∩XG 6= 1.

We can find g ∈ G such that Y ∩Xg 6= 1. Clearly, [Y ∩Xg] is normalized by i. But

[Y ∩Xg] ≤ y, xg then the minimality of y, xg implies that y = [Y ∩Xg] = xg. Hence

the set of vertices of equal depth forms an orbit under the action of G.

(3) Let Si denotes the set of vertices of depth i for each i ≥ 1. We have seen that

the action of G on the set Si is transitive. This induces a homomorphism from G to

Si. Clearly, the index of the kernel of this map in G is equal to the cardinality of the

set Si. Therefore |Si| is finite as the kernel of the above homomorphism contains the

subgroup Gi Ef G. �

Till now we have assumed that G is a just non-(virtually abelian) group having no

non-trivial virtually abelian normal subgroups, and the structure lattice L of G is

infinite. We further assume that G satisfies the following restriction on the chain F

and get an important result about the structure of the tree T :
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(F): Each basal subgroup of G is normalized by a member of F .

Lemma 3.2.34 If G is residually finite then G has infinite descending chains of

normal subgroups of finite index which satisfy the condition (F).

Proof: It follows from Theorem 3.2.23 thatM is countable as G is residually finite.

Then we can index the set M as

M = {[Mi]|i ∈ N}.

As NG(Mi) has finite index in G for each i, we can choose a normal subgroup Ni of

finite index in G such that Mi is normalized by Ni. Set

Gn :=
n⋂
i=1

Ni,

then Gn is a normal subgroup of finite index in G. Thus we get a chain of normal

subgroups of finite index in G of the form G1 ≥ G2 ≥ · · · Suppose that this chain get

stabilized after finite length. Then for some integer n, we have

Gn =
∞⋂
i=1

Gi =
∞⋂
i=1

Ni.

But
⋂∞
i=1Ni is contained in the subgroup N =

⋂
(NG(M)|M is basal), as Ni ≤

NG(Mi) for each i. Hence we get N Ef G, and by Theorem 3.2.24 L is finite. This

is a contradiction to the assumption on L. Therefore the chain G1 ≥ G2 ≥ · · · is

infinite. By avoiding the repeated terms, we get the required series. By construction

F satisfies the condition (F). �

Proposition 3.2.35 If F satisfies the condition (F) then T has no minimal vertices.

Proof: Let x = [X] be a vertex of T , with X is a non-trivial basal subgroup in L.

It follows from Lemma 3.2.28 that there is a non-trivial basal subgroup M1 that is

contained in M and [M1] < [M ]. As F satisfies the condition (F), Gi ≤ NG(M1) for

some integer i. By Lemma 3.2.27 we can find a non-trivial basal subgroup M2 ≤M1

such that [M2] is a vertex in T . Thus [M2] < [M ] and T has no minimal elements.

�

Theorem 3.2.36 Suppose F satisfies the condition (F) then T is a rooted tree and

G acts transitivity on each layer of its levels.
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Proof: The Proposition 3.2.35 implies that T is infinite. We have seen that T is a

tree and the vertex [G] has in-degree zero. Furthermore, for any vertex x ∈ T there

is a unique path from [G] to x. The sets Si of vertices of depth i constitute distinct

levels of T . Clearly, [G] is the only vertex in the level zero of T . We label the vertex

[G] as the root. Then the tree T becomes a rooted tree and G acts transitively on

each level of T by Proposition 3.2.33. �

Lemma 3.2.37 Let N be the subgroup
⋂

(NG(M)|M is basal). Suppose that F sat-

isfies condition (F). Then N is the kernel of the action of G on T , and if N = 1

then the rigid stabiliser of each vertex of T is non-trivial.

Proof: Let E denotes the kernel of the action ofG on T . Clearly, E =
⋂

(stabG(x)|x ∈

T ). Let x = [X], with X is a non-trivial basal subgroup in L. Then by Lemma 3.2.26

we have stabG(x) = NG(X). Therefore N ≤ E.

Let x ∈ E and M be a non-trivial basal subgroup in L. As F satisfies condition (F),

there is an integer i such that M is normalized by Gi. It follows from Lemma 3.2.27

that M contains a non-trivial basal subgroup M1 such that [M1] is a vertex of T .

Then x ∈ NG(M1) ≤ NG(M), so that E ≤ N . Hence we get the equality.

Assume that N = 1. Let x = [X] be a vertex of T with X is a non-trivial basal

subgroup of L. Choose a vertex y = [Y ] with Y is a non-trivial basal subgroup in

L such that y does not belong to the subtree Tx hanging below the vertex x. There

are two possibilities either x ≤ y or x � y. If x � y, then Proposition 3.2.32 implies

that X and Y centralize each other. If x ≤ y then X ≤ NG(X) ≤ NG(Y ). Hence X

normalizes each vertex of T \ Tx so that Y ≤ RiStG(x) 6= 1. �

As defined in [Har02], a rigid normalizer of any non-trivial basal subgroup C of

G is the subgroup RG(C) =
⋂

(NG(M)|M basal,M ∩ C = 1).

Lemma 3.2.38 Let C,C1, C2 be non-trivial basal subgroups of G.

1. C ≤ RG(C) ≤ NG(C).

2. If C1 ∼ C2 then RG(C1) = RG(C2).

3. If [C1] ≤ [C2] then RG(C1) ≤ RG(C2).
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4. If R = RG(C) then RERG EG and R has only finitely many conjugates; thus

R ∈ L.

Proof:

(1) Let M be a non-trivial basal subgroup and M ∩ C = 1. By Corollary 3.2.9

[M,C] = 1 and C ≤ NG(M) so that C ≤ RG(C). Since C is basal, CG E G is the

direct product of finitely many conjugates of C in G. As distinct conjugates of C

has trivial intersection with C, RG(C) normalizes each of them. Thus C has to be

normalized by RG(C).

(2) C1 ∼ C2 implies that C1 ∩ C2 ≤va C1, C2. By Corollary 3.2.12 CG(C1) =

CG(C1 ∩ C2) = CG(C2). For any two non-trivial basal subgroups M and C we have

[M,C] = 1 if and only if M ∩ C = 1, thus the result follows.

(3) Since [C1] ≤ [C2], C1 ∩C2 ∼ C1. Thus C1 ∩C2 is a non-trivial basal subgroup

of G and by (2) above RG(C1 ∩ C2) = RG(C1). Hence we may assume that C1 ≤ C2.

Now the result is a clear consequence of the definition of rigid normalizer.

(4) Let g ∈ G. We have

Rg =
⋂

(NG(M g)|M basal,M∩C = 1) =
⋂

(NG(M)|M basal,M∩Cg = 1) = RG(Cg).

Since C is basal, C has only finitely many conjugates in G, so is for R and thus R ∈ L.

From the definition of R and part (1) of this lemma we get R ≤ NG(RG(Cg)). Hence

RERG EG. �

Proposition 3.2.39 Suppose that G acts faithfully on a rooted tree T and that the

rigid stabilizer of each vertex is non-trivial. Then RG(RiStG(u)) = RiStG(u) for each

u ∈ T .

Proof: By the first part of Lemma 3.2.38, we have RiStG(u) ≤ RG(RiStG(u)).

Let u ∈ T . Suppose that h ∈ RG(RiStG(u)) we will show that h ∈ RiStG(u). We

have seen that NG(RiStG(u)) = stabG(u), so that h fixes u. We choose a vertex

v ∈ T \ Tu. Then either u ≤ v or u � v. If u ≤ v, the h must fix v as h fixes u.

If u � v then RiStG(u) ∩ RiStG(v) = 1. As h ∈ RiStG(u), h normalizes RiStG(v).

Thus h ∈ stabG(v). Therefore h fixes all u ∈ T \ Tu, so that h ∈ RiStG(u). Hence we

get the equality. �

Theorem 3.2.40 Let G be an abstract group. Then G is a branch group if and only

if each of the following conditions hold:

74



1. G is just non-(virtually abelian) with no non-trivial virtually abelian normal

subgroups;

2.
⋂

(NG(M)|Mbasal) = 1;

3. For each non-trivial basal subgroup C, the normal closure in G of the subgroup⋂
(NG(M)|Mbasal,M ∩ C = 1) has finite index in G.

Proof: LetG be a branch group. As a consequence of Theorem 3.2.1 and Lemma 3.2.2

we have seen that G is a just non-(virtually abelian) group having no non-trivial vir-

tually abelian normal subgroups. We will now show that G also satisfies (2) and (3).

As G is a branch group, G acts faithfully on a rooted tree Tm̄ = T . Let u be a vertex

of T . Then RiStG(u) is a non-trivial basal subgroup of G. But
⋂

(NG(M)|M basal) ≤⋂
(NG(RiStG(u))|u ∈ T ) =

⋂
(stabG(u)|u ∈ T ) = 1. Thus (2) holds.

Suppose that M is a non-trivial basal subgroup of G. By Proposition 3.2.25 we can

find a vertex u ∈ T such that [RiStG(u)] ≤ [M ]. Now it follows from Lemma 3.2.38

and Proposition 3.2.39 that

RiStG(u) = RG(RiStG(u)) ≤ RG(M).

Clearly, (RG(M))G has finite index in G.

Now assume that G satisfies the conditions (1) and (2). This implies L is infinite and

G is residually finite. Then it follows from the results 3.2.34, 3.2.35, 3.2.36 and 3.2.37

that G acts faithfully on the rooted tree T , the action of G on T is transitive on each

level of L and all rigid vertex stabilizers are non-trivial. If G satisfies (1) and (2) then

G is said to be a generalized branch group. Now suppose that condition (3) holds.

Let u be a vertex of T . By Proposition 3.2.39 RG(RiStG(u)) = RiStG(u). Thus

RG(RiStG(u))G has finite index in G by the condition (3). But (RG(RiStG(u)))G =

RiSt(n)Ef G, for |u| = n. Hence G is a branch group by Definition 3.0.2. �
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